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Abstract

Recent advancements in Vision Language Models (VLMs) have expanded their1

capabilities to interactive agent tasks, yet existing benchmarks remain limited to2

single-agent or text-only environments. In contrast, real-world scenarios often3

involve multiple agents interacting under rich visual and language observations,4

posing challenges with both multimodal perceptions and strategic interactions. To5

bridge this gap, we introduce Visual Strategic Bench (VS-Bench), a multimodal6

benchmark that evaluates VLM agents for strategic reasoning and decision-making7

in multi-agent environments. VS-Bench comprises eight vision-grounded environ-8

ments spanning cooperative, competitive, and mixed-motive interactions, designed9

to assess agents’ ability to infer other agents’ future moves and optimize long-term10

objectives. We consider two complementary evaluation dimensions, including of-11

fline evaluation of strategic reasoning by next-action prediction accuracy and online12

evaluation of decision-making by normalized episode return. Extensive experi-13

ments of fourteen leading VLMs reveal a significant gap between current models14

and optimal performance, with the best model achieving 45.8% average predic-15

tion accuracy and 26.3% average normalized return. We further conduct in-depth16

analyses on multimodal input, social dilemma behaviors, and failure cases of VLM17

agents. By highlighting the limitations of existing models, we envision our work18

as a foundation for future explorations in strategic multimodal agents. Code and19

data are available at https://sites.google.com/view/vs-bench-nips.20
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(a) Offline evaluation of strategic reasoning.
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(b) Online evaluation of decision-making.

Figure 1: Evaluation results of fourteen VLMs’ performance on strategic reasoning and decision-
making averaged over eight environments in VS-Bench.
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1 Introduction21

Vision Language Models (VLMs) have recently unlocked impressive capabilities in open-world22

perception, multimodal reasoning, and interactive problem-solving [5, 39, 89]. Driven by these ad-23

vancements, evaluations of VLMs have progressed beyond static tasks such as image captioning [15]24

and visual reasoning [3, 85] toward dynamic agent benchmarks including software engineering,25

computer use [30, 80], game environments [75, 87], and embodied control [25, 68, 83].26

However, existing benchmarks for VLM agents mainly focus on single-agent settings, where one27

agent reasons and makes decisions in isolation. Yet the real world is inherently a multi-agent28

environment that involves cooperation, competition, and mixed-motive interactions, posing new29

challenges to the ability of intelligent agents [20, 77]. First, an agent’s outcome depends not only30

on its own action but also on other agents’ actions, requiring strategic reasoning to infer others’31

intentions and predict their future moves. Second, as all agents learn and adapt concurrently, the32

underlying dynamics become non-stationary, demanding agents to make decisions under uncertainty33

and optimize long-term objectives. Third, the coexistence of cooperation and competition gives rise34

to social dilemmas where agents must strategically balance self-interest and collective welfare. These35

challenges raise a crucial question that current benchmarks leave underexplored: How capable are36

VLM agents at strategic reasoning and decision-making in multi-agent environments?37

While prior efforts [1, 18, 79] have explored multi-agent evaluation for Large Language Models38

(LLMs), these benchmarks remain restricted to text-only environments, limiting their capability to39

assess agents in multimodal scenarios. On the one hand, many strategic domains such as board40

games [33, 64], card games [7, 11], and video games [8, 12] intrinsically rely on visual observations.41

Flattening these rich visual states into symbolic text strings requires hand-crafted encodings and42

inevitably discards spatial information critical for reasoning and decision-making. On the other hand,43

humans naturally integrate vision and language when interacting with others. Consequently, purely44

text-based environments diverge from real-world human-agent interactions and obscure progress45

toward developing human-compatible intelligent agents. These limitations underscore the need for a46

multimodal benchmark that incorporates visual context in multi-agent environments.47

To bridge this gap, we introduce Visual Strategic Bench (VS-Bench), a multimodal benchmark48

designed to evaluate VLM for strategic reasoning and decision-making in multi-agent environments.49

VS-Bench comprises eight vision-grounded environments that cover three fundamental types of multi-50

agent interactions that emphasize different facets of strategic intelligence. (1) Cooperative games,51

including Hanabi and Overcooked, demand agents to understand teammates’ intentions and coordinate52

their actions to achieve shared objectives. (2) Competitive games, including Breakthrough, Kuhn53

Poker, and Atari Pong, demand agents to model their opponents and stay robust against adversaries.54

(3) Mixed-motive games, including Coin Dilemma, Monster Hunt, and Battle of the Colors, demand55

agents to balance contradict interests and sustain cooperation while avoiding exploitation.56

VS-Bench evaluates VLM agents along two complementary dimensions: offline evaluation of strategic57

reasoning and online evaluation of decision-making. Strategic reasoning refers to the theory-of-mind58

capability to infer other agents’ intentions and predict their future moves for effective cooperation59

and competition. We construct an offline dataset for each environment and evaluate VLM agents’60

performance by their prediction accuracy of other agents’ next actions. Decision-making focuses61

on agents’ ability to optimize long-term objectives in non-stationary dynamics. We let VLM agents62

engage in online self-play or interactions with conventional agents in full-length episodes and evaluate63

their performance by normalized returns. By jointly analyzing both perspectives, our benchmark64

provides a unified and comprehensive evaluation of VLMs in multi-agent environments.65

We evaluate fourteen leading VLMs, including three open-source models, six commercial chat66

models, and five commercial reasoning models on VS-Bench. Extensive results show that although67

current VLMs exhibit preliminary strategic reasoning ability by surpassing random agents, the best-68

performing model only attains a modest average prediction accuracy of 45.8%. Furthermore, current69

VLMs demonstrate poor decision-making ability in multi-agent environments, with the most capable70

model achieving a 26.3% normalized return across all environments. Notably, although reasoning71

commercial models in general attain the best results, open-source models can achieve comparable72

performance to reasoning models in some mixed-motive games with prosocial behaviors for mutual73

benefit. We further conduct in-depth analyses to study the effect of multimodal input and prompting74

methods, the behaviors in social dilemmas, and the failure modes of VLM agents.75
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2. Hanabi: The Game

Hanabi is a game for two to five players, best described as a type of cooperative
solitaire. Each player holds a hand of four cards (or five, when playing with two or three
players). Each card depicts a rank (1 to 5) and a colour (red, green, blue, yellow,
and white); the deck (set of all cards) is composed of a total of 50 cards, 10 of each
colour: three 1s, two 2s, 3s, and 4s, and finally a single 5. The goal of the game is to
play cards so as to form five consecutively ordered stacks, one for each colour, beginning
with a card of rank 1 and ending with a card of rank 5. What makes Hanabi special is
that, unlike most card games, players can only see their partners’ hands, and not their
own.
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Figure 1: Example of a four player Hanabi game from the point of view of player 0. Player 1 acts after
player 0 and so on.

Players take turns doing one of three actions: giving a hint, playing a card from their
hand, or discarding a card. We call the player whose turn it is the active player.
Hints. On their turn, the active player can give a hint to any other player. A hint
consists of choosing a rank or colour, and indicating to another player all of their cards
that match the given rank or colour. Only ranks and colors that are present in the player’s
hand can be hinted for. For example, in Figure 1, the active player may tell Player 2,
“Your first and third cards are red.” or “Your fourth card is a 3.” To make the game
interesting, hints are in limited supply. The game begins with the group owning eight
information tokens, one of which is consumed every time a hint is given. If no information
tokens remain, hints cannot be given and the player must instead play or discard.
Discard. Whenever fewer than eight information tokens remain, the active player can
discard a card from their hand. The discarded card is placed face up (along with any
unsuccessfully played cards), visible to all players. Discarding has two e↵ects: the player
draws a new card from the deck and an information token is recovered.
Play. Finally, the active player may pick a card from their hand and attempt to play
it. Playing a card is successful if the card is the next in the sequence of its colour to be
played. For example, in Figure 1 Player 2’s action would be successful if they play their
yellow 3 or their blue 1; in the latter case forming the beginning of the blue stack.
If the play is successful, the card is placed on top of the corresponding stack. When a
stack is completed (the 5 is played) the players also receive a new information token (if
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Figure 2: Overview of VS-Bench, a multimodal benchmark for evaluating VLMs in multi-agent
environments. We evaluate fourteen state-of-the-art models in eight vision-grounded environments
with two complementary dimensions, including offline evaluation of strategic reasoning by next-
action prediction accuracy and online evaluation of decision-making by normalized episode return.

In summary, our contributions are threefold:76

• We introduce VS-Bench, a multimodal benchmark for evaluating strategic reasoning and decision-77

making in multi-agent environments, comprising eight vision-grounded environments across78

cooperative, competitive, and mixed-motive interactions.79

• We consider two complementary evaluation dimensions, including offline evaluation of strate-80

gic reasoning by next-action prediction accuracy and online evaluation of decision-making by81

normalized episode returns, to provide a unified and comprehensive assessment of VLM agents.82

• We conduct extensive experiments of eleven commercial VLMs and three open-source VLMs83

and provide in-depth analyses of vision and language input, social behaviors, and failure modes,84

highlighting significant performance gaps for future research.85

2 VS-Bench environments86

In this section, we formalize the evaluation of VLMs in multi-agent environments and introduce87

eight vision-grounded games comprising VS-Bench. These games are carefully curated from classic88

game theory and multi-agent reinforcement learning (MARL), each serving as a well-recognized89

environment in the literature. We further adapt these games to incorporate image and text observations90

while preserving their strategic dynamics. By covering cooperative, competitive, and mixed-motive91

interactions, these games serve as a comprehensive benchmark for evaluating VLMs in multi-agent92

environments. A set of simpler games called VS-Bench Mini is described in Appendix A.93

2.1 Problem formulation94

Multi-agent environments are generally formulated as Partially Observable Markov Games95

(POMG) [38, 63]. A POMG is defined by a tuple G = (N ,S, {Ai}i∈N , {Oi}i∈N ,P, {Ri}i∈N , γ),96

where N = {1, · · · , n} is the set of agents; S is the state space; Ai and Oi are the action space and97

observation space of agent i, respectively; P : S × {Ai}i∈N → ∆(S) is the transition function;98

Ri : S × {Ai}i∈N → R is the reward function of agent i; and γ is the discount factor. In each step99

t, agent i receives an observation oi,t and chooses an action ai,t according to its policy πi. Given100

the current state st and the joint action at = (a1,t, · · · , an,t), the environment transitions to the next101

state st+1 ∼ P(st, at) and each agent i receive a reward ri,t = Ri(st, at). The objective of agent i102

is to maximize its expected accumulated reward Eπ1,··· ,πn
[
∑

t γ
tri,t].103
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To evaluate VLM in multi-agent environments, we consider a multimodal observation space Oi =104

(Ii, Ti), where Ii is the space for image observations and Ti is the space for text prompts. We also105

consider a text-based action space Ãi and a mapping function that converts each textual action into106

the original action space Ai. To more comprehensively characterize the strategic ability of VLM107

agents, we consider three types of multi-agent interactions defined by the reward structure.108

2.2 Cooperative games109

In cooperative games, all agents share the same objective. Formally, the reward functions in coop-110

erative games are identical: R1(s, a) = · · · = Rn(s, a) for all (s, a) ∈ S × {Ai}i∈N . To achieve111

strong performance in cooperative games, agents must understand their teammates’ intentions under112

partial observability, divide the tasks to improve efficiency, and coordinate their actions to optimize113

the shared objective. We consider two representative cooperative games in MARL literature.114

Hanabi [7] is a partially-observable card game where players can observe others’ cards but not their115

own. Each card has a color and a rank that can only be revealed through hint actions at the cost of an116

information token. To succeed, agents must coordinate to play cards in rank order for five colors. We117

consider the two-player full game, which is widely used for research on theory of mind, zero-shot118

coordination, and ad-hoc teamplay [27, 28]. Detailed descriptions can be found in Appendix B.1.119

Overcooked [23] is a popular video game where two chefs cooperate to cook and serve dishes in120

a kitchen. Each dish delivery requires multiple operations like navigating, chopping, cooking, and121

plating that are difficult to coordinate even for human players. Our implementation is based on122

Overcooked-AI [12], a well-known environment for zero-shot coordination and human-AI interac-123

tions [66, 86]. Detailed descriptions can be found in Appendix B.2.124

2.3 Competitive games125

In competitive games, the objective of each agent strictly contradicts with others. Formally, the reward126

functions in competitive games are zero-sum:
∑n

i=1 Ri(s, a) = 0 for all (s, a) ∈ S × {Ai}i∈N . To127

succeed in competitive games, agents must model their opponents to predict their future moves, stay128

robust against adversarial exploitation, and adapt to non-stationary dynamics. We consider three129

representative competitive games in game theory and MARL literature.130

Breakthrough [72] is a chess-like board game with simplified rules and identical pawns. Two players131

compete to advance their pieces across an 8× 8 grid to reach the opponent’s back row. The game132

is deceptively simple, yet it exhibits deep combinatorial complexity and sharp tempo imbalance133

between attack and defense, making it a suitable environment for studying multi-step lookahead and134

adversarial decision-making [41, 59]. Detailed descriptions can be found in Appendix B.3.135

Kuhn Poker [32] is a simplified variant of Texas Hold’em [48, 11] designed to study imperfect-136

information games for game-theoretic analysis. The game has a three-card deck and a single betting137

round where two players can either check or bet with limited stakes. Despite its minimal rules,138

Kuhn poker has been used as a classic game for counterfactual reasoning and decision-making with139

imperfect information [33, 49]. Detailed descriptions can be found in Appendix B.4.140

Atari Pong [4] is a classic arcade video game where two players control paddles to hit a ball across141

the screen. With raw pixel observations and competitive dynamics, Pong has become a canonical142

environment in the Arcade Learning Environment (ALE) [8] suite, which requires spatio-temporal143

reasoning and strategic gameplay [46, 47]. Detailed descriptions can be found in Appendix B.5.144

2.4 Mixed-motive games145

In mixed-motive games, agents’ objectives are partially aligned and partially divergent. Formally, the146

reward functions are neither identical nor zero-sum, that is, there exists (s, a) such that Ri(s, a) ̸=147

Rj(s, a) and
∑n

i=1 Ri(s, a) ̸= 0. To excel in mixed-motive games, agents must anticipate the hidden148

intentions of others, balance self-interest and common welfare, and achieve favorable equilibria. We149

consider three mixed-motive games adapted from classic social dilemmas in game theory.150

Coin Dilemma [35] is a grid-world environment inspired by the classic Prisoner’s Dilemma [55]151

in game theory. A red player and a blue player move in a 5× 5 grid world to collect red and blue152

coins. A player earns 1 point for collecting any coin. However, the blue player is penalized 2 points153
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if the red player collects a blue coin and vice versa. This setup creates a tension between mutual154

benefit and self-interest: while both players collecting their own color leads to a win-win result,155

unilateral defection maximizes one’s own gains at the other’s expense. Therefore, the game has156

been a common environment for studying rational reasoning, opponent shaping, and social dilemma157

resolution [21, 43, 58]. Detailed descriptions can be found in Appendix B.6.158

Monster Hunt [53] is a grid-world environment inspired by the classic Stag Hunt [57] in game theory.159

Two players move in a 5 × 5 grid world to individually eat an apple for 2 points or jointly defeat160

a monster for 5 points. A player who confronts the monster alone, however, is penalized 2 points.161

This leads to multiple Nash equilibria where agents can both safely eat apples alone or take risks162

to cooperate for higher rewards. The game is used to investigate trust formation and risk-sensitive163

decision-making [34, 67]. Detailed descriptions can be found in Appendix B.7.164

Battle of the Colors is a grid-world environment inspired by the classic Battle of the Sexes [44]165

in game theory. We propose and design this game in a manner similar to the previous two social166

dilemma games. A red player and a blue player move in a 5× 5 grid world with a red block and a167

blue block. If both players move to the red block, the red player earns 2 points while the blue player168

earns 1 point, and vice versa. If players move to different color blocks, both players earn 0 points.169

Therefore, while coordination is mutually beneficial, each player strictly prefers coordinating on the170

block of their own color, creating a conflict of interest that produces two payoff-asymmetric Nash171

equilibria and a mixed equilibrium. This game thus challenges agents to solve conflicting preferences172

while avoiding coordination failure, making it suitable for studying equilibrium selection, bargaining173

dynamics, and social fairness. Detailed descriptions can be found in Appendix B.8.174

3 Evaluating VLMs in multi-agent environments175

To comprehensively benchmark VLMs in multi-agent environments, we consider two complementary176

dimensions including offline evaluation of strategic reasoning and online evaluation of decision-177

making. We further provide several insights from our evaluation, which highlight limitations of178

existing VLMs and research directions for future development.179

Model setup. We select fourteen state-of-the-art VLMs for evaluation. For commercial VLMs, we180

select six chat models and five reasoning models from OpenAI GPT [50] and o-series [51], Anthropic181

Claude [2], Google Gemini [17], xAI Grok [78], Qwen [69], and Doubao [61]. For open-source182

VLMs, we select three leading models from Llama-3.2-Vision [45], InternVL3 [89], and Qwen2.5-183

VL [6]. We set the temperature to 1.0 and the maximum number of output tokens to 8k for all184

models. We also set the maximum number of reasoning tokens to 16k for reasoning models. When185

encountering a cutoff for reaching maximum tokens, we dynamically extend the output and reasoning186

tokens to the model’s limit. Detailed descriptions of model setups can be found in Appendix C.187

3.1 Strategic reasoning188

Strategic reasoning is the theory-of-mind ability to infer the hidden beliefs, desires, and intentions189

of other agents [31, 54]. This requires agents to think from others’ perspectives and answer the190

question: What would other agents do in the next steps? Strategic reasoning is crucial in multi-agent191

environments because an agent’s reward function depends not only on its own action, but also on192

others’ actions. Therefore, to achieve strong performance, agents must anticipate teammates’ moves193

to coordinate in cooperative games, predict opponents’ actions to counter them in competitive games,194

and deduce whether to cooperate or compete in mixed-motive games. Detailed descriptions of195

strategic reasoning evaluation can be found in Appendix D.196

Evaluation setup. We evaluate the strategic reasoning ability of VLM agents by their prediction197

accuracy of other agents’ next actions on an offline dataset for each environment. More specifically,198

each sample in the dataset is a tuple ({imgi,τ}tτ=t′ , texti,t, a−i,t+1), where {imgi,τ}tτ=t′ and texti,t199

are the image observation sequence and text prompt of agent i at step t, respectively, and a−i,t+1 is200

the action of other agents at the next step t+ 1. The VLMs are prompted with the image sequence201

and text observations to predict the next actions of other agents. To ensure a rigorous and thorough202

evaluation, we construct the datasets according to the following principles. (1) Predictable: the next203

actions can be predicted from the image and text observations, which exclude actions like reveal204

in Hanabi that requires unobservable information. (2) Diverse: the dataset should cover a diverse205
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Models1 Overall Cooperative Comptitive Mixed-Motive
Hanabi Overcooked Board 2 Poker Pong Dilemma Hunt Battle

Oracle 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

o4-mini 45.8 58.3 31.8 26.8 63.5 43.5 53.5 36.6 52.5
gemini-2.5-flash 42.5 37.0 21.0 23.3 65.0 41.3 57.5 31.2 63.5
claude-3-7-sonnet 38.8 39.0 26.0 24.3 65.5 44.8 45.0 26.2 39.5

doubao-1-5-thinking-pro 31.1 32.8 26.3 19.8 57.8 44.3 22.8 18.4 27.0
qvq-max 29.3 32.3 19.0 21.8 59.3 37.8 24.3 16.8 23.5

gpt-4.1 34.1 23.0 27.0 22.5 54.0 41.5 40.3 30.0 34.8
doubao-1-5-vision-pro 29.1 15.0 22.3 15.8 53.8 31.3 33.8 32.3 28.8
claude-3-7 w/o thinking 27.8 9.8 16.0 18.0 56.0 43.3 26.8 25.8 26.8
gemini-2.5 w/o thinking 27.6 21.5 19.3 14.8 48.5 34.0 32.0 23.0 27.5

qwen-vl-max 26.8 26.5 26.0 19.5 45.3 23.5 25.8 23.5 24.3
grok-2-vision 22.7 12.8 17.3 10.8 53.3 20.8 24.5 22.0 20.5

Qwen2.5-VL-72B-Ins. 29.4 26.8 26.5 23.8 45.2 27.0 28.8 27.2 30.0
InternVL3-78B 28.1 25.3 20.5 14.0 45.5 34.8 35.8 23.3 25.5

Llama-3.2-90B-Vision-Ins. 25.8 20.0 16.5 11.8 53.3 36.3 25.8 24.0 18.8

Random 21.6 8.8 16.7 4.3 50.0 33.3 20.0 20.0 20.0

Table 1: Strategic reasoning evaluation results. For each environment, the first , second , and third
best results are highlighted in green, while the results below random are highlighted in red.

range of observations and actions in the environments, considering different environment contexts206

and different styles of other agents. (3) Balanced: the distribution of the samples should be balanced207

to avoid bias toward certain behaviors or preferences. Guided by these principles, we collect a dataset208

of 400 samples for each environment and benchmark fourteen VLMs for strategic reasoning ability209

measured by next-action prediction accuracy in eight environments.210

The evaluation results in Table 1 and Fig. 1a show that current VLMs exhibit certain strategic211

reasoning ability by surpassing random in overall prediction accuracy, yet they still lag behind the212

oracle results by a noticeable margin of about 50%. All fourteen models perform better than random213

guessing in at least six of the eight games, demonstrating non-trivial theory-of-mind capability in214

multi-agent environments. Reasoning models generally achieve better results than chat models215

and open-source models, with the best-performing model o4-mini attaining an overall accuracy of216

45.8% and consistently ranking in the top three across all environments. Notably, the three leading217

open-source models achieve an average overall accuracy of 27.7%, which is comparable to the218

commercial chat models with a 28.0% average overall accuracy. However, even these most capable219

existing models attain less than 50% overall accuracy, leaving a 50% gap to the oracle. This deficit is220

especially pronounced in Overcooked, Leduc Poker, Atari Pong, and Monster Hunt, three of which221

are adapted from video games. We further investigate this observation in the next analysis section.222

Finding 1: Existing VLMs exhibit preliminary strategic reasoning ability by outperforming
random guessing in most environments, yet the 50% gap between the most capable models
and oracle results remains to be narrowed for future research.

223

3.2 Decision-making224

Decision-making is the ability to optimize one’s long-term objectives under uncertainty [19]. This225

requires agents to prioritize future accumulated returns over immediate gains, adapt to non-stationary226

dynamics with evolving agents, and balance cooperation and competition to navigate toward favorable227

equilibria. Detailed descriptions of decision-making evaluation can be found in Appendix E.228

Evaluation setup. We evaluate the decision-making ability of VLM agents by their normalized229

episode returns through online self-play or interactions with conventional agents in each environment.230

More specifically, for cooperative and mixed-motive games, we let multiple VLM agents of the231

same type interact with each other. For competitive games, we evaluate VLM agents against well-232

recognized conventional agents like Monte Carlo Tree Search (MCTS) [16], Counterfactual Regret233

Minimization (CFR) [90], and Atari built-in bot [8]. For all environments, we also evaluate the234

1Specific model versions and links to open-source models can be found in Appendix C.
2The Board column corresponds to Breakthrough, and the remaining columns to its right correspond to Kuhn

Poker, Atari Pong, Coin Dilemma, Monster Hunt, and Battle of the Colors, respectively.
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Models Overall Cooperative Comptitive Mixed-Motive
Hanabi Overcooked Board Poker Pong Dilemma Hunt Battle

Optimal 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

gemini-2.5-flash 26.3 27.1±36.0 8.5±5.4 20.0±51.5 84.1±19.9 1.6±1.9 10.0±25.5 26.2±5.8 32.8±8.5

o4-mini 24.6 42.9±30.5 17.0±6.8 30.0±94.0 71.6±21.1 11.2±16.5 −4.6±21.4 24.9±8.2 3.5±5.4

doubao-1-5-thinking-pro 20.9 56.7±22.8 10.1±4.7 10.0±42.0 65.8±4.9 2.9±2.5 0.7±3.2 17.2±11.3 4.0±4.8

claude-3-7-sonnet 16.4 6.7±21.1 10.1±3.5 20.0±79.5 67.7±28.1 −0.5±1.0 4.6±15.4 19.9±3.5 2.5±4.6

qvq-max 8.1 0.0±0.0 2.0±3.4 5.0±31.5 57.2±19.4 0.4±1.6 0.0±2.1 0.7±4.5 −0.5±0.0

gemini-2.5 w/o thinking 8.0 0.0±0.0 2.0±4.0 0.0±0.0 58.6±12.2 1.0±1.4 −0.7±4.3 0.7±8.9 2.5±3.4

gpt-4.1 7.6 0.0±0.0 −0.5±0.0 0.0±0.0 31.9±10.2 0.2±1.4 17.8±6.7 11.2±5.6 0.5±2.0

qwen-vl-max 7.6 1.2±2.0 −0.5±0.0 0.0±0.0 47.6±8.6 −0.3±1.0 −0.4±2.8 13.2±20.2 −0.5±0.0

claude-3-7 w/o thinking 3.5 0.0±0.0 2.0±4.0 5.0±31.5 19.1±17.8 −0.9±0.3 1.4±9.2 0.2±8.2 1.0±2.3

grok-2-vision 2.4 0.0±0.0 1.5±3.3 0.0±0.0 16.6±8.1 −0.1±1.5 1.1±7.0 −0.4±5.8 0.5±2.0

doubao-1-5-vision-pro 2.1 0.0±0.0 −0.5±0.0 0.0±0.0 13.4±28.7 −0.9±0.3 −2.1±5.2 7.8±8.2 −0.5±0.0

Qwen2.5-VL-72B-Ins. 8.8 0.8±1.8 −0.5±0.0 0.0±0.0 52.0±13.1 −0.8±0.2 0.0±2.7 19.6±25.7 −0.5±0.0

InternVL3-78B 6.7 0.0±0.0 0.0±1.5 0.0±0.0 49.8±17.5 −0.9±0.3 6.8±8.9 −1.8±9.2 0.0±1.5

Llama-3.2-90B-Vision-Ins. 4.5 0.0±0.0 1.5±3.3 0.0±0.0 30.1±8.7 −0.9±0.3 0.4±3.4 3.6±4.9 1.0±2.3

Random 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 2: Decision-making evaluation results. For each environment, the first , second , and third
best results are highlighted in green, while the results below or equal to random are in red.

random agents and the oracle agents with maximum return to normalize the results so that the235

normalized return for random agents is 0 and the normalized return for oracle agents is 100.236

The evaluation results in Table 2 and Fig. 1b show that current VLMs are poor at decision-making in237

multi-agent games, with a significant gap of about 75% normalized return behind optimal agents. As238

illustrated by the large swaths of red cells, twelve out of fourteen evaluated models perform no better239

than random agents in at least one environment, indicating their incompetence to optimize long-term240

return in the face of non-stationary, interdependent multi-agent dynamics. Although reasoning models241

achieve relatively better results than chat models and open-source models, even the most capable242

model gemini-2.5-flash only attains an overall normalized return of 26.3%, which is far behind243

the optimal normalized return. Surprisingly, we observe that some open-source models can achieve244

comparable results to reasoning models in certain mixed-motive games like Qwen2.5-VL-72B-Ins.245

in Coin Dilemma and InternVL3-78B in Monster Hunt. We also observe that the cases where246

models fall below random performance are concentrated on video games like Overcooked, Atari247

Pong, and Coin Dilemma, which underscores the coupled difficulty of multimodal perception and248

strategic decision-making. We further investigate and analyze these observations in the next section.249

Finding 2: Existing VLMs exhibit poor decision-making ability in multi-agent environments,
highlighting a significant gap of 75% that remains an open challenge for future research.

250

4 Analysis251

Motivated by the observations in the evaluation results, we further investigate several aspects of VLMs252

in multi-agent environments and provide in-depth analyses on multimodal input, social behaviors,253

and failure cases. More experiment results can be found in Appendix F.254

4.1 Multimodal input255

In principle, multimodal observations provide more information and should lead to better strategic256

reasoning and decision-making. However, we observe in the evaluation results that environments257

with inherent visual states, like video games, are especially challenging for VLM agents, indicating258

potential incompetence in multimodal environments. To investigate, we select three games–a card259

game, a board game, and a video game–and perform ablations on both vision and language input.260

We first replace image inputs with text descriptions and compare the strategic reasoning results. The261

first row in Fig. 3 shows that, with image input, reasoning models’ average performance increases in262

the video game but decreases in the other two games. This indicates that VLMs can fail to utilize263

multimodal inputs for better performance. Next, we consider Chain-of-Thought (CoT) prompting [76]264

and the second row in Fig 3 shows CoT improves chat models’ performance in card and board games265
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Figure 3: Ablations on visual input (first row) and prompting method (second row). Vertical solid
and dashed lines represent average results for the default and ablation settings, respectively.

Battle of the ColorsCoin Dilemma Monster Hunt

Figure 4: Behaviors of two reasoning models and the best-performing open-source models in mixed-
motive social dilemma games. Dimensions are agents’ behaviors described in Sec. 2.4.

but not in video games, showing VLMs’ failure to perform step-by-step reasoning in visual-rich266

environments for better performance. More evaluation results can be found in Appendix F.1.267

Finding 3: Existing VLMs can fail to improve performance with visual observations and
CoT prompting, underscoring their incompetence in multimodal environments.

268

4.2 Behaviors in social dilemma269

Another interesting observation is that open-source models can achieve comparable results to reason-270

ing models in some mixed-motive games. We investigate this by visualizing the behaviors of two271

reasoning models and the best-performing open-source models in each social dilemma games. As272

shown in Fig 4, in Coin Dilemma, the reasoning models are better at collecting coins, as they cooper-273

ate (collect their own coin) and defect (collect others’ coin) more times than the open-source model.274

However, they are also more self-interested, especially o4-mini, which tends to collect others’ coins275

instead of its own, resulting in a worse-than-random result. In comparison, although InterVL3-78B276

is not adept at collecting coins, it exhibits a strong preference for collecting its own coins rather than277

those of others, leading to a win-win situation where both agents get high returns. Similar behaviors278

can be found in Monster Hunt, where reasoning models like gemini-2.5-flash tend to safely eat279

apples alone and avoid encountering the monster. By contrast, Qwen2.5-VL-72B-Ins. is more280

inclined to take the risk to cooperate and defeat the monster together, which gives a high reward.281

More results on social behavior analysis can be found in Appendix F.2.282

Finding 4: Open-source VLMs can achieve comparable results to commercial reasoning
VLMs in some social dilemma games with prosocial behaviors for mutual benefit.

283
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4.3 Failure case analysis284

To understand why VLMs underperform in multi-agent environments, we conduct a qualitative285

analysis of their failure cases. In strategic reasoning, two common failure cases are ignoring history286

and private information. For example, in Hanabi, players’ cards are observable to other agents287

but not to themselves. VLMs often overlook this information asymmetry and incorrectly use their288

private information to predict the next actions of others. In decision-making, another common failure289

case is focusing excessively on one’s own actions while ignoring those of others. For example, in290

Breakthrough, VLMs tend to persistently advance their own pieces and fail to identify defensive291

vulnerabilities that directly result in losing the match. More failure cases can be found in Appendix G.292

5 Related work293

5.1 Multi-agent environments and benchmarks294

Early work on multi-agent reasoning and decision-making is grounded in game theory [22, 74],295

which models interactions among rational players and introduces canonical testbeds like board296

games [62, 70], card games [32, 65], and social dilemmas [44, 55, 57]. Building on these foundations,297

breakthroughs in multi-agent reinforcement learning (MARL) [11, 64] have expanded the field298

toward complex, high-dimensional environments covering a diverse range of cooperative [7, 12, 60],299

competitive [48, 73], and mixed-motive tasks [42, 9]. Despite their impressive achievements, agents300

developed in these environments are typically specialized for a single task and lack general-purpose301

abilities to perform strategic reasoning and decision-making across different domains.302

Recent advancements in Large Language Models (LLMs) [24, 52, 71] have catalyzed a paradigm303

shift toward generalist agents that can perceive and act in various environments without task-specific304

training. A growing body of text-based benchmarks has been proposed to evaluate different facets305

of LLM agents in multi-agent environments covering cooperation [1], competition [18, 29], and306

mixed-motive interactions [14, 79, 81]. However, these benchmarks mainly focus on text-only307

environments, which do not align with real-world decision-making that integrates visual observation,308

spatial reasoning, and multimodal context. Our work fills this gap by introducing eight vision-309

grounded games to evaluate multimodal generalist agents in multi-agent environments.310

5.2 VLM agent benchmarks311

The rapid evolution of Vision Language Models (VLMs) [5, 39] has driven evaluation beyond static312

tasks like image captioning [15] and visual reasoning [3, 85] toward interactive agent environments.313

Existing benchmarks can be broadly categorized into four domains: coding, GUI interaction, game314

environments, and embodied control. Coding benchmarks [13, 36, 82] consider software engineering315

and machine learning engineering with both visual and text input. GUI benchmarks evaluate VLMs on316

graphic interface operations like web browsing [26, 30, 88], computer use [80, 10], and phone use [37,317

56]. Game benchmarks [40, 75, 87] offer dynamic virtual environments with structured rewards to318

assess VLMs’ ability in perception, reasoning, and decision-making. Embodied benchmarks [25, 68,319

83] evaluate VLMs in vision-driven robotics control and physical world interactions. Nevertheless,320

these benchmarks predominantly concentrate on single-agent tasks, which overlook the distinctive321

challenges of multi-agent environments including non-stationary dynamics, interdependent decision-322

making, and equilibrium selection. Our work bridges this gap by evaluating VLMs in multi-agent323

games with both offline evaluation of strategic reasoning and online evaluation of decision-making.324

6 Conclusion325

In this work, we present VS-Bench, a comprehensive multimodal benchmark for evaluating strategic326

reasoning and decision-making capabilities of VLMs in multi-agent environments. Through eight327

vision-grounded environments and two complementary evaluation metrics of next-action prediction328

accuracy and normalized episode returns, we establish a unified framework for assessing VLMs in329

multi-agent interactions. Extensive experiments and analysis on fourteen state-of-the-art VLMs reveal330

a significant gap between current models and optimal performance, highlighting their limitations331

for future development. By releasing VS-Bench as an open platform, we aim to spur research on332

strategic multimodal agents that excel in vision-grounded multi-agent environments.333
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A VS-Bench Mini573

We introduce a lightweight benchmark, VS-Bench Mini, for the preliminary evaluation of VLMs.574

The benchmark comprises one simple cooperative game, Tiny-Hanabi, and one competitive game,575

Tic-Tac-Toe. Figure 5 presents example visual inputs for these two games.576

Standard two-player Hanabi is played with a hand size of 5 cards per player, five colors, and a577

maximum rank of 5, drawn from a 50-card deck. For Tiny-Hanabi, we simplify the configuration to a578

hand size of 3 cards and a maximum rank of 3 per color, using only two colors. Both configurations579

employ three life tokens (penalties for misplays) and eight information tokens (used to convey580

hints). Under the Tiny-Hanabi setting, VLMs can focus more on cooperative strategy, with reduced581

complexity in inferring cards and colors.582

Tic-Tac-Toe is a fundamental competitive board game played on a 3× 3 grid, in which the first player583

to align three of their marks horizontally, vertically, or diagonally wins. We implement an optimal584

Monte Carlo Tree Search (MCTS) agent configured with an exploration constant c = 2.0, a maximum585

of 1000 simulations per move, and 10 rollouts per move. However, since Tic-Tac-Toe yields only586

drawn outcomes under optimal play, superior models are characterized by their ability to achieve a587

higher proportion of draws when matched against our MCTS agent.588

(a) Tiny-Hanabi (b) Tic-tac-toe

Figure 5: Example visual inputs of the two games in VS-Bench Mini.

B Environment details589

B.1 Hanabi590

Visual observation. An example is shown in Figure 6. The current game-state visualization is591

divided into four principal sections:592

1. Basic Information: counts of remaining life tokens, information tokens, and draw deck size;593

2. Historical Information: all discarded cards, together with each player’s two most recent actions;594

3. Fireworks: current progress of each color’s fireworks stack, indicating the highest played rank;595

4. Players’ Hands: each player’s hand, with annotations beneath each card showing all possible596

colors and ranks deduced from received hints.597
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Figure 6: Example visual input of Hanabi. Figure 7: Example visual input of Overcooked.

System prompt.598

You are an AI agent that makes optimal decisions in the game of hanabi.
599

User prompt.600

GAME RULES:
1. Hanabi is a cooperative card game for 2 players.
2. The deck consists of 5 colors: R(Red), Y(Yellow), G(Green), W(White),

B(Blue), with ranks ranging from 1 to 5. Each color contains 10 cards: three
of rank 1, two each of rank 2 through 4, and one of rank 5, for a total of
50 cards.

↪→
↪→
↪→
3. Each player holds 5 cards in hand.
4. There are 8 Info tokens (used to give hints) and 3 Life tokens (penalties for

misplays).↪→
5. As in blind man's bluff, players can see each other's cards but they cannot

see their own. Play proceeds around the table; each turn, a player must take
one of the following actions:

↪→
↪→

a. (Play i): play the i-th card from your hand (0-indexed) and attempt to
add it to the cards already played. This is successful if the card is a
1 in a suit that has not yet been played, or if it is the next number
sequentially in a suit that has been played. Otherwise a Life token is
consumed and the misplayed card is discarded. Successfully playing a 5
of any suit replenishes one Info token. Whether the play was successful
or not, the player draws a replacement card from the deck (if any
remain).

↪→
↪→
↪→
↪→
↪→
↪→
↪→
b. (Discard i): discard the i-th card from your hand and draw a replacement

card from the deck (if any remain). The discarded card is out of the
game and can no longer be played. Discarding a card replenishes one Info
token.

↪→
↪→
↪→
c. (Reveal player +1 color c): spend one Info token to reveal all cards of

color c in the other player's hand.↪→
d. (Reveal player +1 rank r): spend one Info token to reveal all cards of

rank r in the other player's hand.↪→
6. The game ends immediately when either all Life tokens are used up, resulting

in a game loss with a score of 0, or when all 5s have been successfully
played, resulting in a game win with a score of 25. Otherwise, the game
continues until the deck runs out and one final round is completed. At the
end of the game, the final score is calculated as the sum of the highest
card played in each suit, up to a maximum of 25 points.

↪→
↪→
↪→
↪→
↪→

601
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User prompt continued.602

PLAYER INFORMATION:
You are player {Player ID}.

GAME STATE:
Below is a visual representation of the current game state:

- The first section, located above the image, presents the game's basic
state information.↪→

- The second section summarizes the most recent player actions.
- The third section displays the current firework stacks, with each color

labeled by the highest successfully played rank.↪→
- The fourth section shows your own hand, represented as gray squares marked

with '?', reflecting the fact that you cannot see your own cards.↪→
- The fifth section presents the other player's hand, with each card shown

in its true color and rank, since it is fully visible to you.↪→
Below each card, you will find two lines of inferred information:

- Color: a list of all possible colors deduced for that card so far.
- Rank: a list of all possible ranks deduced for that card so far.

The information displayed below your cards reflects the hints the other player
has given you so far.↪→

The information below the other player's cards represents what they currently
believe about their own cards, based on all the useful hints you have
provided them up to this point. For example, below your first card you might
see:

↪→
↪→
↪→

Card 0:
Color: R, Y
Rank: 2, 3

indicating that your card 0 is either Red or Yellow and has rank 2 or 3.

LEGAL ACTIONS:
{Current Legal Actions}

INSTRUCTIONS:
Now it is your turn to choose an action. You should output your action in the

following JSON format:↪→
```json
{

"action": "(ACTION)"
}
```
where (ACTION) is one of the actions listed in the LEGAL ACTIONS section.

Do not include any extra commentary or explanation.
603

Back to cooperative games.604

B.2 Overcooked605

Visual observation. An example is shown in Figure 7. On the left is the current game state, showing606

the overall kitchen layout, the positions and orientations of both chefs, and the items they hold. On607

the right is a legend explaining the visual representations of game elements—such as objects and608

chef orientations—used in the game state.609

System prompt.610

You are an AI agent that makes optimal decisions in the game of Overcooked.
611
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(a) Example visual input of
Breakthrough.

(b) Example visual input of Kuhn Poker. (c) Example visual in-
put of Atari Pong.

User prompt.612

GAME RULES:
1. Overcooked is a cooperative game where two chefs collaborate to cook and

serve soups in 50 timesteps.↪→
2. The chefs can move in the available area and cannot move to the counter.
3. The chefs can interact with the object on the tile that they are facing.
4. A soup is cooked in the following steps:

a. Pick up (interact) 1 onion and place (interact) it in the pot.
b. After placing 3 onions in the pot, open (interact) the pot and cook for 5

timesteps. The pot will show how long the soup has been cooked.↪→
c. When the pot shows the number 5, the soup is finished. Pick up (interact)

a dish to plate (interact) the soup.↪→
d. Deliver the soup and put (interact) it on the serving location.

PLAYER INFORMATION:
1. You are controlling {Chef ID} in the {Hat Color}.
2. You are holding {Holding Text} currently.
3. The image sequence shows the 4 most recent game frames, with the last image

being the current game frame. Each image shows the frame and object legend,
with the timestep in the top left corner.

↪→
↪→

HISTORY ACTIONS:
{History Informations}
(e.g., In timestep 1: chef_0 chooses {Action}, chef_1 chooses {Action})

LEGAL ACTIONS:
1. <UP>: face up and move up one tile if possible.
2. <DOWN>: face down and move down one tile if possible.
3. <RIGHT>: face right and move right one tile if possible.
4. <LEFT>: face left and move left one tile if possible.
5. <STAY>: stay in the current tile and do nothing.
6. <INTERACT>: interact with the object on the tile that you are facing.

INSTRUCTIONS:
Now you should choose an action base on the game state in the current game

frame. You should output your action in the following JSON format:↪→
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of <UP>, <DOWN>, <LEFT>, <RIGHT>, <STAY>, <INTERACT>.

Do not include any extra commentary or explanation.
613

Back to cooperative games.614
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B.3 Breakthrough615

Visual observation. An example is shown in Figure 8a. The figure illustrates the current positions616

of both black and white pieces on the board. Row and column indices are annotated on the left and617

bottom sides of the image, respectively.618

System prompt.619

You are an AI agent that makes optimal decisions in the game of breakthrough.
620

User prompt.621

GAME RULES:
1. Breakthrough is a two-player strategy game played on a 8x8 grid.
2. Each player controls pieces of a color: 'White' or 'Black'. 'White' starts at

the bottom (rows 1 and 2), while 'Black' starts at the top (rows 7 and 8).↪→
3. If 'White' moves a piece to row 8, 'White' wins the game. Conversely, if

'Black' moves a piece to row 1, 'Black' wins the game.↪→
4. Players alternate turns, moving one piece per turn, with 'Black' going first.
5. A piece may only move one space straight or diagonally forward, and only if

the destination square is empty.↪→
6. A piece may only capture an opponent's piece by moving one space diagonally

forward into its square. In this case, the opponent's piece is removed, and
your piece takes its place.

↪→
↪→
7. 'Black' moves forward by decreasing row indices (downward), while 'White'

moves forward by increasing them (upward).↪→
8. Moves are specified by their start and end positions. For example, 'a2a3'

indicates moving a piece from a2 (column a, row 2) to a3 (column a, row 3).↪→
9. The board is labeled with columns a-h and rows 1-8. Thus, h8 is the top-right

corner, and a1 is the bottom-left corner.↪→

PLAYER INFORMATION:
Your mark is {Player's Mark}.

GAME STATE:
The current grid is shown in the image. Row labels are displayed on the left,

while column labels appear at the bottom. The pieces are marked using their
corresponding colors in the grid.

↪→
↪→

LEGAL ACTIONS:
{Legal Actions}

INSTRUCTIONS:
It is now your turn to select an action. Please output your move in the

following JSON format:↪→
```json
{

"action": "xiyj"
}
```
where:
- "x" and "y" represent the column letters, ranging from 'a' to 'h'.
- "i" and "j" represent the row numbers, ranging from 1 to 8.

For example, "a2a3" means moving the piece from column 'a', row 2 to column 'a',
row 3.↪→

Do not include any extra commentary or explanation.
622

Back to competitive games.623
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B.4 Kuhn Poker624

Visual observation. An example is shown in Figure 8b. Each player receives a visual representation625

of their actual card based on the true information of their hand.626

System prompt.627

You are an AI agent that makes optimal decisions in the game of Kuhn poker.
628

User prompt.629

GAME RULES:
1. Kuhn poker is a two-player card game. The deck includes only three cards:

King (K) > Queen (Q) > Jack (J).↪→
2. At the start of each game, both player 0 and player 1 place 1 chip into the

pot as a blind ante.↪→
3. Each player is dealt a card as private information, and the third card is set

aside unseen.↪→
4. The two players take turns acting, starting with player 0. A player can

choose to:↪→
a. <PASS>: place no additional chips into the pot.
b. <BET>: place 1 additional chip into the pot.

5. If a player chooses to <PASS> after the other player's <BET>, the betting
player wins the pot.↪→

6. If both players choose to <PASS> or both players choose to <BET>, the player
with the higher card wins the pot.↪→

PLAYER INFORMATION:
You are player {Player ID}.

GAME HISTORY:
1. Blind ante: both player 0 and player 1 place 1 chip into the pot.
2. Deal: your card is shown in the image.
{Other History Information}

LEGAL ACTIONS:
<PASS>, <BET>.

INSTRUCTIONS:
Now it is your turn to choose an action. You should output your action in the

following JSON format:↪→
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of <PASS> and <BET>.

Do not include any extra commentary or explanation.
630

Back to competitive games.631

B.5 Atari Pong632

Visual observation. An example is shown in Figure 8c. The two players each control a paddle on the633

side of the screen to hit a ball back and forth with each other. The paddles are vertical rectangles and634

the ball is a white square. The players score if the ball passes their opponent’s paddle. The built-in bot635

controls the left paddle, while the VLM agent controls the right paddle. The scores of both players636

are displayed at the top of the screen.637
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System prompt.638

You are an AI agent that maximizes your score in the game of Atari Pong.
639

User prompt.640

GAME RULES:
1. Atari Pong is a zero-sum game played on a 2D screen with two players (left

and right) and a ball.↪→
2. Players each controls a paddle and receive rewards on different events:

a. If the ball passes your paddle: the opponent +1 point.
b. If the ball passes the opponent's paddle: you +1 point.

3. The ball bounces off the top/bottom walls and the paddles.
4. Paddles can only move vertically within the top and bottom walls.
5. First player to score 3 points wins.

PLAYER INFORMATION:
1. You are controlling the {Player Side} paddle.
2. The recent 4 game frames are given in chronological order, with the most

recent frame at the end.↪→
3. The ball is represented by a white square, and the paddles are represented by

vertical rectangles.↪→
4. Scores are displayed at the top of the screen.

LEGAL ACTIONS:
1. <UP>: move paddle upward.
2. <DOWN>: move paddle downward.
3. <STAY>: maintain current position (paddle has momentum, it stops gradually).

INSTRUCTIONS:
You should output your action in the following JSON format:
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of the following: <STAY>, <UP>, <DOWN>.

641

Back to competitive games.642

B.6 Coin’s Dilemma643

Visual observation. An example is shown in Figure 9. On the left of the image is a grid map showing644

the current positions of all game elements, including two players (red and blue) and two coins (red645

and blue). The players are each represented by a Pacman icon, and the coins are each represented646

by a coin icon. On the right of the image is a table demonstrating the rewards of each event and a647

corresponding counter tracking the number of occurrences for that event.648

System prompt.649

You are an AI agent that maximizes your score in the Coin Dilemma.
650

User prompt.651
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Figure 9: Example visual input of Coin Dilemma.

GAME RULES:
1. The Coin Dilemma is a general-sum game played on a 5x5 grid board with two

players (red and blue) and two types of coins (red and blue).↪→
2. Players receive rewards on different events:

a. A player collects one coin of its own color: the player +1 point.
b. A player collects one coin of the other player's color: the player +1

point, the other player -2 points.↪→
3. New coins spawn randomly on the board after each collection.

PLAYER INFORMATION:
1. You are the {Player Color} player.
2. The current game frame and a table of events and counters are shown in the

image.↪→
3. The red and blue players are represented by a red and blue pacman icon,

respectively. The red and blue coins are represented by red and blue coin
icons, respectively. If both players are in the same position, they are
represented by a half-red-half-blue pacman icon.

↪→
↪→
↪→

LEGAL ACTIONS:
1. <UP>: move one step upward.
2. <DOWN>: move one step downward.
3. <LEFT>: move one step left.
4. <RIGHT>: move one step right.
5. <STAY>: stay in the current position.

INSTRUCTIONS:
You should output your action in the following JSON format:
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of the following: <STAY>, <RIGHT>, <LEFT>, <UP>, <DOWN>.

652

Back to mixed-motive games.653

B.7 Monster Hunt654

Visual observation. An example is shown in Figure 10. On the left of the image is a grid map655

showing the current positions of all game elements, including two players (red and blue), two apples,656

and a monster. The players are each represented by a Pacman icon, the apples are each represented by657

a green apple icon, and the monster is represented by a black demon icon. On the right of the image658

is a table demonstrating the rewards of each event and a corresponding counter tracking the number659

of occurrences for that event.660
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Figure 10: Example visual input of Monster Hunt.

System prompt.661

You are an AI agent that maximizes your score in the game of Monster Hunt.
662

User prompt.663

GAME RULES:
1. Monster Hunt is a general-sum game played on a 5x5 grid board with two

players (red and blue), one monster, and two apples.↪→
2. The monster moves towards the closest player in each step.
3. Players move in the grid-world and receive rewards on different events:

a. One player eats an apple: the player +2 points and the apple respawns at
a random position.↪→

b. One player encounters the monster alone: the player -2 points and
respawns at a random position.↪→

c. Two players defeat the monster together: both players +5 points and the
monster respawns at a random position.↪→

PLAYER INFORMATION:
1. You are the {Player Color} player.
2. The current game frame and a table of events and counters are shown in the

image.↪→
3. The red and blue players are represented by a red and blue pacman icon,

respectively. The monster is represented by a black demon icon, and the
apples are represented by green apple icons. If both players are in the same
position, they are represented by a half-red-half-blue pacman icon.

↪→
↪→
↪→

LEGAL ACTIONS:
1. <UP>: move one step upward.
2. <DOWN>: move one step downward.
3. <LEFT>: move one step left.
4. <RIGHT>: move one step right.
5. <STAY>: stay in the current position.

INSTRUCTIONS:
You should output your action in the following JSON format:
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of the following: <STAY>, <RIGHT>, <LEFT>, <UP>, <DOWN>.

664

Back to mixed-motive games.665
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Figure 11: Example visual input of Battle of the Colors.

B.8 Battle of the Colors666

Visual observation. An example is shown in Figure 11. On the left of the image is a grid map667

showing the current positions of all game elements, including two players (red and blue) and two668

colored blocks (red and blue). The players are each represented by a Pacman icon. On the right of669

the image is a table demonstrating the rewards of each event and a corresponding counter tracking670

the number of occurrences for that event.671

System prompt.672

You are an AI agent that maximizes your score in the Battle of the Colors.
673

User prompt.674

GAME RULES:
1. The Battle of the Colors is a general-sum game played on a 5x5 grid board

with two players (red and blue) and two types of blocks (red and blue).↪→
2. Players receive rewards on different events:

a. When both players are on a red block: red player +2 points, blue player
+1 point, and the red block will be refreshed to a new random position.↪→

b. When both players are on a blue block: red player +1 point, blue player
+2 points, and the blue block will be refreshed to a new random
position.

↪→
↪→
c. When players are on different blocks: both players +0 points, and both

blocks will be refreshed to new random positions.↪→

PLAYER INFORMATION:
1. You are the {Player Color} player.
2. The current game frame and a table of events and counters are shown in the

image.↪→
3. The red and blue players are represented by red and blue pacman icons,

respectively. The red and blue blocks are represented by red and blue
rectangles, respectively. If both players are in the same position, they are
represented by a half-red-half-blue pacman icon.

↪→
↪→
↪→

LEGAL ACTIONS:
1. <UP>: move one step upward.
2. <DOWN>: move one step downward.
3. <LEFT>: move one step left.
4. <RIGHT>: move one step right.
5. <STAY>: stay in the current position.

675
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User prompt continued.676

INSTRUCTIONS:
You should output your action in the following JSON format:
```json
{

"action": "<ACTION>"
}
```
where <ACTION> is one of the following: <STAY>, <RIGHT>, <LEFT>, <UP>, <DOWN>.

Do not include any extra commentary or explanation.
677

Back to mixed-motive games.678

C Models configuration details679

Models Version Evaluated Reasoning Multimodal Open-Source

o4-mini o4-mini-2025-04-16 ✓ ✓ ✓ ✗
claude-3-7-sonnet claude-3-7-sonnet-20250219 ✓ ✓ ✓ ✗
gemini-2.5-flash gemini-2.5-flash-preview-04-17 ✓ ✓ ✓ ✗

doubao-1-5-thinking-pro doubao-1-5-thinking-pro-m-250415 ✓ ✓ ✓ ✗
qvq-max qvq-max-2025-03-25 ✓ ✓ ✓ ✗

gpt-4.1 gpt-4.1-2025-04-14 ✓ ✗ ✓ ✗
claude-3-7 w/o thinking claude-3-7-sonnet-20250219 ✓ ✗ ✓ ✗
gemini-2.5 w/o thinking gemini-2.5-flash-preview-04-17 ✓ ✗ ✓ ✗

grok-2-vision grok-2-vision-1212 ✓ ✗ ✓ ✗
doubao-1-5-vision-pro doubao-1-5-pro-32k-250115 ✓ ✗ ✓ ✗

qwen-vl-max qwen-vl-max-2025-04-08 ✓ ✗ ✓ ✗

Llama-3.2-90B-Vision-Ins. huggingface link ✓ ✗ ✓ ✓
InternVL3-78B huggingface link ✓ ✗ ✓ ✓

Qwen2.5-VL-72B-Ins. huggingface link ✓ ✗ ✓ ✓

o3 N/A ✗ ✓ ✓ ✗
gemini-2.5-pro N/A ✗ ✓ ✓ ✗

grok-3 N/A ✗ ✓ ✗ ✗
deepseek-R1 N/A ✗ ✓ ✗ ✓
deepseek-V3 N/A ✗ ✗ ✗ ✓

Table 3: Model configurations used in the evaluation.

The models used in our experiments are summarized in Table 3. For each model, the table specifies680

the exact version, whether it possesses reasoning capabilities, supports multimodal inputs, and is681

open-source. Note that for commercial models, we evaluated only the most recent versions released682

before May 1, 2025, and did not assess any subsequent updates. For open-source models, the683

corresponding repository URLs are recorded in the Version column. Because our benchmark is684

designed specifically for VLMs, we excluded any models lacking multimodal input support (e.g.,685

the DeepSeek and Grok-3 series). Additionally, we did not evaluate o3 (which requires a budget686

exceeding $1000 to complete all tests) or gemini-2.5-pro (which is subject to a daily request limit687

of 1000 requests per day).688

Back to evaluation results of strategic reasoning and decision-making.689

D Strategic reasoning evaluation details690

Since we mainly use VLM APIs to conduct experiments, most experiments are run on personal691

laptops. Experiments on open-source models are performed on an 8xA100 GPU server.692

D.1 Hanabi693

We generated a high-quality dataset of 400 Hanabi game states to evaluate the strategic reasoning694

performance of VLMs. First, 90% of the states were obtained through mutual prediction between two695
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reasoning models, while the remaining 10% were generated by a chat model forecasting a reasoning696

model’s move. This approach exploits the relative weakness of chat models to sample game states that697

deviate more substantially from optimal play. For this study, we chose doubao-1-5-thinking-pro698

and doubao-1-5-vision-pro, both of which demonstrated top-tier decision-making performance,699

to represent the reasoning and chat model roles, respectively.700

Second, in decision-making trials, doubao-1-5-thinking-pro selects Play:Discard:Reveal actions701

in a 2:3:4 ratio; we adopt this same distribution as the target action frequencies in our dataset.702

Third, the dataset is balanced for player order—first and second players each account for 50% of the703

states—and the move index is uniformly distributed across the entire game sequence.704

D.2 Overcooked.705

We generated a high-quality dataset of 400 Overcooked game states to evaluate the strategic reasoning706

performance of VLMs. Firstly, this dataset was derived from the Human Experiment Data provided by707

Overcooked-AI [12], which comprises game trajectories recorded from multiple human participants.708

The extraction focused on the trial-train subset of these data, with instances of invalid actions filtered709

out from the trajectories. Random sampling was then conducted on these filtered trajectories to ensure710

comprehensive coverage of possible game states. Each data instance comprises a sequence of four711

consecutive game frames.712

Additionally, We applied constraints to simulate realistic game scenarios and control the distribution713

of target actions. Specifically, the proportion of the <stay> action among the target actions was714

limited to 10%. The dataset is balanced for two chefs, each accounting for 50% of the dataset.715

D.3 Breakthrough.716

We generated a high-quality dataset of 400 Breakthrough game states to evaluate the strategic717

reasoning performance of VLMs. Each state was produced using a minimax algorithm with alpha–beta718

pruning, a widely adopted baseline in Breakthrough research. Since minimax search does not always719

reach terminal positions to determine win–loss outcomes, we implemented a state evaluation function:720

upon reaching a fixed search depth, we compute the difference between the maximum effective721

forward advancement of our deepest piece and that of the opponent’s deepest piece, then normalize722

this difference to obtain a reward for the state. We configured minimax with maximum search depths723

for the first and second players as (3, 4), (3, 5), (4, 5), (4, 6), (4, 4), and (5, 5), respectively, and724

sampled move indices uniformly across the entire game sequence to ensure comprehensive coverage725

of possible game states.726

D.4 Kuhn poker.727

We generated a high-quality dataset consisting of 400 Kuhn Poker game states to assess the strategic728

reasoning capabilities of VLMs. Kuhn Poker admits a mixed-strategy Nash equilibrium [32], char-729

acterized by a continuum of equilibrium strategies parameterized by a single probability α, which730

denotes the likelihood of betting when holding a Jack. In our evaluation, we consider all pairwise731

matchups among three representative values of α (0, 1/6, and 1/3), resulting in nine distinct strategy732

combinations including self-play. For each combination, we simulate 600 head-to-head games and733

uniformly sample a total of 400 game states to construct the final dataset.734

D.5 Atari Pong735

We generated a high-quality dataset consisting of 400 Pong game states to assess the strategic736

reasoning capabilities of VLMs. We uniformly sampled 400 state transitions from logged tra-737

jectories of two best-performing models in the decision-making process, namely o4-mini and738

doubao-1-5-thinking-pro, using the next actions of these VLM agents as ground truth. We then739

modified the prompts to ask VLMs to control the left paddle (the built-in bot’s paddle) and predict740

those actions.741
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D.6 Coin Dilemma.742

We generated a high-quality dataset consisting of 400 Coin Dilemma game states to assess the743

strategic reasoning capabilities of VLMs. We consider two types of heuristic strategies for playing744

Coin Dilemma and generate the dataset by simulating game play with these strategies:745

1. Common Welfare: player only collect the coin of its own color;746

2. Self Interest: player will collect the closest coin, regardless of the color.747

Concretely, we sample states from 6 settings, resulting in a dataset of 400 states:748

1. Common Welfare VS. Common Welfare: sample 100 states;749

2. Self Interest VS. Self Interest: sample 100 states;750

3. Common Welfare VS. Self Interest: sample 50 states;751

4. Self Interest VS. Common Welfare: sample 50 states;752

5. Random VS. Self Interest: sample 50 states;753

6. Self Interest VS. Random: sample 50 states;754

For Coin Dilemma, we also record snapshots of the environment when sample the states for the755

dataset. This allows us to evaluate the action predictions from VLMs based on the outcome of such756

actions on the environment. The actions with the same outcome as the ground truth action are all757

considered correct. For example, if a player is at the top-left corner of the grid map, then action "UP"758

and "LEFT" are both considered correct with ground truth "STAY" as they all result in no movement759

of the player.760

D.7 Monster Hunt.761

We generated a high-quality dataset consisting of 400 Monster Hunt game states to assess the strategic762

reasoning capabilities of VLMs. We consider four types of heuristic strategies for playing Monster763

Hunt and generate the dataset by simulating game play with these strategies:764

1. Common Welfare 1: player will move directly towards the monster;765

2. Common Welfare 2: player will move directly to the middle block of the grid map and stay766

there to wait for the other player and the monster;767

3. Common Welfare 3: player will move directly to a certain corner of the grid map and stay there768

to wait for the other player and the monster;769

4. Self Interest: player will move towards the closet apple.770

Concretely, we sample states from 6 settings, resulting in a dataset of 400 states:771

1. Common Welfare 1 VS. Common Welfare 1: sample 80 states;772

2. Common Welfare 2 VS. Common Welfare 2: sample 80 states;773

3. Common Welfare 3 VS. Common Welfare 3: sample 80 states;774

4. Self Interest VS. Self Interest: sample 80 states;775

5. Random VS. Self Interest: sample 40 states;776

6. Self Interest VS. Random: sample 40 states;777

For Monster Hunt, we also evaluate the action predictions based on the their outcomes, same as Coin778

Dilemma.779

D.8 Battle of the Colors.780

We generated a high-quality dataset consisting of 400 Battle of the Colors game states to assess the781

strategic reasoning capabilities of VLMs. We consider four types of heuristic strategies for playing782

Battle of the Colors and generate the dataset by simulating game play with these strategies:783
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Models
Cooperative Comptitive Mixed-Motive

Hanabi Overcooked Board Poker Pong Dilemma Hunt Battle
return 13 return 24 return 15 return 26

Optimal 24.0 24.0 40.0 1.0 0.0 1.5 398.0 14.2 92.2 29.9

gemini-2.5-flash 6.5±8.6 10.7±5.3 3.6±2.1 −0.6±1.0 −0.1±0.1 1.5±0.0 194.4±53.2 1.3±4.8 15.6±6.6 9.9±2.9

o4-mini 10.3±7.3 13.3±2.9 7.0±2.7 −0.4±1.9 −0.1±0.1 1.6±0.2 205.2±91.0 −0.8±5.0 14.3±10.5 1.2±1.6

doubao-1-5-thinking-pro 13.6±5.5 14.1±4.0 4.2±1.9 −0.8±0.8 −0.1±0.0 1.5±0.0 230.5±72.6 0.0±1.0 6.8±12.1 1.4±1.4

claude-3-7-sonnet 1.6±5.1 9.7±3.9 4.2±1.4 −0.6±1.6 −0.1±0.1 1.5±0.0 133.7±27.8 0.5±3.4 9.4±5.7 0.9±1.4

qvq-max 0.0±0.0 4.9±2.9 1.0±1.3 −0.9±0.6 −0.2±0.1 1.5±0.0 158.2±46.9 −0.1±0.7 −9.4±5.9 0.0±0.0

gemini-2.5 w/o thinking 0.0±0.0 3.8±1.6 1.0±1.6 −1.0±0.0 −0.2±0.1 1.5±0.0 175.9±41.5 −0.2±1.5 −9.4±10.2 0.9±1.1

gpt-4.1 0.0±0.0 3.6±1.4 0.0±0.0 −1.0±0.0 −0.3±0.1 1.5±0.0 151.8±41.5 2.4±2.7 0.9±8.4 0.3±0.6

qwen-vl-max 0.3±0.5 0.3±0.5 0.0±0.0 −1.0±0.0 −0.2±0.0 1.5±0.0 139.7±29.3 −0.1±0.7 2.9±19.9 0.0±0.0

claude-3-7 w/o thinking 0.0±0.0 2.9±0.9 1.0±1.6 −0.9±0.6 −0.4±0.1 1.5±0.0 121.4±8.4 0.1±2.7 −9.9±9.1 0.5±0.7

grok-2-vision 0.0±0.0 1.6±1.0 0.8±1.3 −1.0±0.0 −0.4±0.0 1.6±0.2 152.6±45.9 0.1±2.3 −10.5±8.3 0.3±0.6

doubao-1-5-vision-pro 0.0±0.0 4.6±1.1 0.0±0.0 −1.0±0.0 −0.4±0.1 1.5±0.0 121.4±8.4 −0.4±2.0 −2.4±8.8 0.0±0.0

Qwen2.5-VL-72B-Ins. 0.2±0.4 0.2±0.4 0.0±0.0 −1.0±0.0 −0.2±0.1 1.5±0.0 123.8±4.6 −0.1±0.9 9.1±25.4 0.0±0.0

InternVL3-78B 0.0±0.0 2.4±1.0 0.2±0.6 −1.0±0.0 −0.2±0.1 1.5±0.0 121.4±8.4 0.8±3.3 −11.9±9.5 0.2±0.5

Llama-3.2-90B-Vision-Ins. 0.0±0.0 1.2±1.6 0.8±1.3 −1.0±0.0 −0.3±0.0 1.5±0.0 121.4±8.4 −0.1±1.1 −6.6±7.0 0.5±0.7

Random 0.0 1.2 0.2 −1.0 −0.5 1.5 147.2 −0.1 −10.1 0.2

Table 4: Raw results for Decision-making.

1. Common Welfare: player will move to the closest color block (to both players) and stay there784

to wait for the other player;785

2. Self Interest: player will move to the block of its own color.786

3. Biased Red: player will move to the red block.787

4. Biased Blue: player will move to the blue block.788

Concretely, we sample states from 6 settings, resulting in a dataset of 400 states:789

1. Common Welfare VS. Common Welfare: sample 100 states;790

2. Self Interest VS. Self Interest: sample 100 states;791

3. Common Welfare VS. Self Interest: sample 50 states;792

4. Self Interest VS. Common Welfare: sample 50 states;793

5. Biased Red VS. Biased Red: sample 50 states;794

6. Biased Blue VS. Biased Blue: sample 50 states;795

For Battle of the Colors, we also evaluate the action predictions based on the their outcomes, same as796

Coin Dilemma.797

Back to evaluation results of strategic reasoning.798

E Decision-making evaluation details799

Since we mainly use VLM APIs to conduct experiments, most experiments are run on personal800

laptops. Experiments on open-source models are performed on an 8xA100 GPU server.801

E.1 Raw results without normalization802

The raw data for Table 2 is presented in Table 4. Additionally, we present the fireworks reward for803

Hanabi and the step scores for Pong.804

3Hanabi return 1 refers to the Final Reward mentioned in E.2
4Hanabi return 2 refers to the Fireworks Reward mentioned in E.2
5Pong return 1 refers to the Game Score mentioned in E.6
6Pong return 2 refers to the Step Score mentioned in E.6
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E.2 Hanabi805

We employ two complementary evaluation metrics for the game Hanabi:806

1. Final Reward. This metric, which is reported in the main text, assigns a score of 0 if all life807

tokens are consumed before the fireworks are completed, and a maximum of 25 if all fireworks808

stacks are built successfully. If neither terminal condition is reached earlier, play continues until809

the deck is exhausted plus one additional round. At game end, the values of the highest cards in810

each suit are summed to yield a total score out of 25.811

2. Fireworks Reward. To relax the “zero-out” penalty upon losing all life tokens, this metric812

returns the partial fireworks progress at the moment the last life token is spent. Specifically, it813

computes the sum of the highest card values in each suit at that instant, rather than forcing a814

score of 0.815

For each model under evaluation, we perform 10 self-play games and report the average Final Reward816

and Fireworks Reward. These results are then normalized and compared against a random baseline817

and an optimal policy derived from Independent PPO (IPPO) [84].818

E.3 Overcooked.819

In Overcooked, each episode is limited to 50 timesteps. Within these timesteps, two chefs coopera-820

tively cook soup and deliver the cooked soup to the service desk. The two chefs share a common821

cumulative points, where the final score for an episode is the sum of points accumulated at each822

timestep. The point obtained at each timestep is composed of two parts:823

1. Process-based point. Awarded 2 points for specific beneficial actions, such as:824

(a) A chef successfully adds an onion to a cooking pot;825

(b) A chef picks up a dish when a pot contains onions or cooking is in progress;826

(c) A chef successfully plates a finished soup using a dish.827

2. Objective-based point. Aligned with the game’s goal of successfully delivering specified dishes,828

this reward is valued at 10 points upon successful delivery to the service desk.829

For the 3-onion soup recipe, the total accumulated points for successfully completing and delivering830

one soup is 20 points, comprising the process-based and objective-based points. We evaluate each831

VLM through 10 episodes of self-play, where both chefs are controlled by the same type of model.832

We report the sum of the two chefs’ cumulative points as the primary evaluation metric. We further833

normalize these scores with respect to the scores of the random policy and the optimal policy. The834

random policy uniformly samples actions at each step, while the optimal policy is defined as one that835

enables the two chefs to complete 2 full cooking-delivery processes within a single episode.836

E.4 Breakthrough.837

In Breakthrough, we recorded the final outcomes by assigning a reward of +1 to the winner and −1838

to the loser, as draws are not possible. We selected a moderately strong MCTS agent as our baseline,839

configured with an exploration constant c = 2.0, a maximum of 100 simulations per move, and a840

rollout count of 10. Each model played 20 games against this MCTS agent—10 as the first player841

and 10 as the second—and the mean outcome over all 20 games is reported. For the optimal policy,842

we employed a minimax agent with alpha–beta pruning and a maximum search depth of 5, using843

a state evaluation function as described in Section D.3. Although minimax is not guaranteed to be844

optimal for Breakthrough, it achieved a perfect win rate against the MCTS agent in our trials, making845

it a reasonable choice as the optimal policy in this study.846

E.5 Kuhn poker.847

In Kuhn Poker, we measure the net chips won or lost by each player at the end of the game. Unlike848

online playing in other games, Kuhn Poker consists of only twelve information sets, each with two849

possible actions. For each VLM model, we estimated the policy by querying the model 25 times per850

information set and averaging the resulting action probabilities. We then calculated the exploitability851
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of the estimated policy, defined as the maximum expected loss against a best-response opponent.852

As the reference optimal strategies, we used the three mixed-strategy Nash equilibria described in853

Section D.4, each of which has zero exploitability.854

E.6 Atari Pong.855

In Pong, players receive 1 point when the ball passes their opponents’ paddle. We end the episode856

when one of the two players reach 3 points. We adopt frame stacking of 4 frames to pass dynamic857

information to the VLM agent. We also employ a sticky action probability of 0.25 and perform858

a random number (between 1 and 30) of "STAY" steps at the beginning of an episode to achieve859

randomness. These settings have been common practice in related works, such as DQN.860

For evaluation, the VLMs all play against the same built-in bot from the game. As many VLMs fail861

to score even 1 point, the game scores themselves become too sparse for evaluating the performance862

of different models. We therefore design a denser metric that takes into account the number of steps863

that the VLM lasted against the bot. Specifically, the overall return is the addition of two parts, the864

score return and the step return:865

Rall = R̃score + R̃step

R̃score =
Rscore

3.0
× 90

R̃step =
Nstep −Nmin_step

Nmax_step −Nmin_step
× 10

(1)

We evaluate each VLM for 10 episodes and report the mean and standard deviation of our designed866

score as the main metric.867

E.7 Coin Dilemma.868

In Coin Dilemma, the players receive rewards on different game events:869

1. red player collects red coin: red player +1 point;870

2. red player collects blue coin: red player +1 point, blue player -2 points;871

3. blue player collects blue coin: blue player +1 point;872

4. blue player collects red coin: blue player +1 point, red player -2 points;873

We evaluate each VLM through 10 episodes of self-play, where the red and blue players are controlled874

by the same type of model, and report the addition of two players’ scores as the main metric. We875

further normalize these scores with respect to the scores of the random policy and the optimal policy.876

The random policy uniformly sample actions to take, while the optimal policy always moves directly877

towards the coin of the player’s own color.878

E.8 Monster Hunt.879

In Monster Hunt, the players receive rewards on different game events:880

1. red player collects apple: red player +2 points;881

2. blue player collects apple: blue player +2 points;882

3. red player encounters monster alone: red player -2 points;883

4. blue player encounters monster alone: blue player -2 points;884

5. both players defeat monster together: both player +5 points;885

We evaluate each VLM through 10 episodes of self-play, where the red and blue players are controlled886

by the same type of model, and report the addition of two players’ scores as the main metric. We887

further normalize these scores with respect to the scores of the random policy and the optimal policy.888

The random policy uniformly sample actions to take, while the optimal policy always moves directly889

towards the middle block in the grid map and stay there to wait for the other player and the monster.890
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Model Hanabi Board Hunt
text-only multimodal CoT text-only multimodal CoT text-only multimodal CoT

Optimal 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

gemini-2.5-flash 42.0 37.0 N/A 23.5 23.2 N/A 16.5 32.0 N/A
o4-mini 53.8 58.2 N/A 27.5 26.8 N/A 18.0 36.2 N/A

doubao-1-5-thinking-pro 34.5 32.8 N/A 23.5 19.8 N/A 13.2 19.2 N/A
claude-3-7-sonnet 45.0 39.0 N/A 25.0 24.2 N/A 20.5 26.2 N/A

qvq-max 41.0 32.2 N/A 27.5 21.8 N/A 19.2 16.2 N/A

gemini-2.5 w/o thinking 24.5 21.5 24.0 20.5 14.8 21.5 12.5 23.0 13.5
gpt-4.1 40.0 23.0 49.8 20.5 22.5 27.5 22.8 30.0 37.8

qwen-vl-max 17.0 26.5 20.0 19.0 19.5 17.2 17.0 23.5 22.5
claude-3-7 w/o thinking 19.2 9.8 32.8 19.2 18.0 19.0 31.2 25.8 25.8

grok-2-vision 23.8 12.8 22.5 14.0 10.8 18.2 12.0 22.0 28.2
doubao-1-5-vision-pro 19.5 15.0 25.2 17.2 15.8 16.8 13.8 32.2 26.2

Qwen2.5-VL-72B-Ins. 18.5 26.8 22.2 19.2 23.8 16.5 17.0 25.0 21.2
InternVL3-78B 26.8 25.2 20.5 17.5 14.0 16.0 23.5 23.2 23.2

Llama-3.2-90B-Vision-Ins. 26.8 20.0 14.8 6.5 11.8 14.0 18.2 23.5 19.5

Random 8.8 8.8 8.8 4.2 4.2 4.2 20.0 20.0 20.0

Table 5: All normalized results for Strategic reasoning.

E.9 Battle of the Colors.891

In Battle of the Colors, the players receive rewards on different game events:892

1. both players on red block: red player +2 points, blue player +1 point;893

2. both players on blue block: blue player +2 points, red player +1 point;894

3. players on different blocks: both players +0 point;895

We evaluate each VLM through 10 episodes of self-play, where the red and blue players are controlled896

by the same type of model, and report the addition of two players’ scores as the main metric. We897

further normalize these scores with respect to the scores of the random policy and the optimal policy.898

The random policy uniformly sample actions to take, while the optimal policy always moves directly899

towards closest color block to the two players.900

Back to evaluation results of decision-making.901

F Additional experiment results902

F.1 Multimodal input results903

Table 5 provides all normalized data for strategic reasoning. Specifically, we record the data obtained904

using multimodal input, text-only input, and CoT prompting. Table 6 provides all normalized data905

for decision making. Since reasoning models do not require CoT prompting, the corresponding entry906

is filled with N/A.907

Back to analysis on multimodal input.908

F.2 Social behaviors results909

The chat models demonstrate different behavior pattern compared to the reasoning models. For910

Coin Dilemma, as depicted in Figure 12a, the chat models shows inferior performance in collecting911

coins, resulting in less number of both cooperation and defections. The best performing chat model,912

GPT-4.1 achieves more number of cooperation over defections, indicating a behavior pattern that913

favor common welfare over self interest. The open source model InternVL3-78B, as depicted914

in Figure 12g, show a similar bahavior pattern to GPT-4.1. For Monster Hunt, as depicted in915

Figure 12b, the chat models fails to defeat the monster as often as the reasoning models overall.916

Among these chat models, only GPT-4.1 demonstrates a preference to collecting many apples,917

indicating self-interest-centered behavior, similar to many of the reasoning models. On the other hand,918

none of the open source models in Figure 12h exhibits this behavior pattern. For Battle of the Color,919

only gemini-2.5-flash is able to achieve considerable numbers of game events, demonstrating920
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Model Hanabi Board Hunt
text-only multimodal CoT text-only multimodal CoT text-only multimodal CoT

Optimal 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

gemini-2.5-flash 40.8±21.9 27.1±36.0 N/A 30.0±84.5 20.0±51.5 N/A 3.4±12.8 26.2±5.8 N/A
o4-mini 37.1±26.1 42.9±30.5 N/A 30.0±94.0 30.0±94.0 N/A 2.8±8.4 24.9±8.2 N/A

doubao-1-5-thinking-pro 37.5±32.9 56.7±22.8 N/A 15.0±74.0 10.0±42.0 N/A 13.5±7.3 17.2±11.3 N/A
claude-3-7-sonnet 33.8±35.8 6.7±21.1 N/A 45.0±100.0 20.0±79.5 N/A 11.8±15.7 19.9±3.5 N/A

qvq-max 0.0±0.0 0.0±0.0 N/A 5.0±31.5 5.0±31.5 N/A 9.4±8.2 0.7±4.5 N/A

gemini-2.5 w/o thinking 0.0±0.0 0.0±0.0 3.3±10.5 0.0±0.0 0.0±0.0 20.0±79.5 4.1±8.6 0.7±8.9 6.3±9.8

gpt-4.1 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 10.0±63.0 18.4±15.6 11.2±5.6 18.5±10.9

qwen-vl-max 0.0±0.0 1.2±2.0 0.0±0.0 5.0±31.5 0.0±0.0 0.0±0.0 10.7±14.7 13.2±20.2 −0.6±8.3

claude-3-7 w/o thinking 0.0±0.0 0.0±0.0 0.0±0.0 5.0±31.5 5.0±31.5 10.0±63.0 3.5±6.9 0.2±8.2 12.4±8.6

grok-2-vision 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.9±8.1 −0.4±5.8 3.0±3.9

doubao-1-5-vision-pro 0.0±0.0 0.0±0.0 5.0±5.0 10.0±42.0 0.0±0.0 5.0±31.5 7.8±8.8 7.8±8.2 16.2±15.0

Qwen2.5-VL-72B-Ins. 6.2±6.6 0.8±1.8 2.9±6.2 0.0±0.0 0.0±0.0 0.0±0.0 9.1±14.6 19.6±25.7 23.3±22.9

InternVL3-78B 0.0±0.0 0.0±0.0 1.7±5.2 0.0±0.0 0.0±0.0 0.0±0.0 5.6±4.6 −1.8±9.2 8.2±7.6

Llama-3.2-90B-Vision-Ins. 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 −4.3±6.2 3.6±4.9 3.0±8.8

Random 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 6: All normalized results for Decision making.

superior reasoning and planing ability. From Figure 12f, gemini-2.5-flash demonstrates a strong921

willingness to cooperate with the other player, even if this means more points for the other player.922

Back to analysis on social behaviors.923

G Failure case examples924

G.1 Strategic reasoning925

We present three illustrative failure cases in strategic reasoning from different game environments as926

reference.927

G.1.1 Failure elixample in Hanabi928

In Hanabi, each vision–language model (VLM) observes only the opponent’s hand, creating a distinct929

information asymmetry. When predicting the opponent’s next move, the VLM often immediately930

identifies which visible card could yield points and assumes the opponent will play it. This prediction,931

however, overlooks a critical consideration: from the opponent’s perspective, their information about932

that card is incomplete, so they would not risk losing a life token by playing it prematurely. Instead,933

they would await more definitive clues before making that play. Detailed state information and the934

VLM’s response are shown in Figure 13.935

G.1.2 Failure example in Overcooked936

In Overcooked, accurately predicting the next action of the other player requires robust visual937

perception capabilities and a thorough comprehension of image information. Figure 14 illustrates a938

representative failure case stemming from shortcomings in these areas. In this instance, the VLM939

predicts the blue chef’s action from the green chef’s perspective. Despite correctly identifying from940

historical frames that the soup was cooked, the VLM’s visual perception is inadequate; it fails to941

recognize that the blue chef was already holding the soup, plated in a dish. Simultaneously, the VLM942

overlooks a critical game rule, mistakenly believing that soup could be collected from the pot before943

a dish was acquired. As a result of these combined deficiencies in visual understanding and rule944

application, the VLM predicts the erroneous action <INTERACT>.945

VLM Response in this instance:946
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Figure 12: Behaviors of all models in mixed-motive social dilemma games. Dimensions are agents’
behaviors described in Sec. 2.4.

......
Actually, let me look more carefully at what chef_0 is doing. In frames 23,
24, and 25, chef_0 is standing in the same position and hasn't moved. In
frame 26, the pot shows a black strip, indicating the soup is fully cooked.
According to the rules, after the soup is cooked for 5 timesteps, the next
step is to plate it using a dish. Since chef_0 is directly in front of the
pot, the most likely action would be <INTERACT> to take the soup from the
pot.
However, this would require chef_0 to have a dish already. Since I don't
clearly see chef_0 holding a dish, they would first need to get one.
Given this analysis, I believe chef_0 will most likely choose <INTERACT> to
interact with the pot.
......

947
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The Visualization of Failure State: VLM Response:

......
Now, Player 1's possible actions:
play, discard, or reveal. Let's
consider playing first. The fireworks
for Red have 1, so the next needed is
Red 2. Player 1 has R2 (card 3), which
is the next in Red. Playing that would
be valid. Green needs 1 first, but
Player 1 has G2, which can't be played
yet since Green's 1 isn't down. The 5s
(R5, B5) can't be played until their
sequences are up to 4. B3 is Blue 3,
but Blue needs 1 first.
So the valid play here is R2 (card 3)
since Red is at 1, and R2 is the next.
Player 1, after knowing that card 3 is
rank 2 (from the reveal), and seeing
that Red needs 2, would likely play
that card.
......

Figure 13: Detailed information and VLM response for the Hanabi failure example.

Frame 1 Frame 2

Frame 3 Frame 4

Figure 14: Failure example of reasoning in Overcooked.

G.1.3 Failure example in Monster Hunt948

In Monster Hunt, in order to predict the next action of the other player, it is important to track949

the positions and movements of all game elements, rather than focusing on only part of the game950

mechanics and make short-sighted predictions. A representative failure example is depicted in951

Figure 15, where the VLM notice the apple just one step above the red player, but does not pay952

attention to the monster on top of the apple. The VLM predicts the red player to go up to collect the953

apple, while the red player actually goes down to flee from the monster.954
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The Visualization of Failure State: VLM Response:

......
If the red player moves <UP>, it
collects an apple, and gets +2
points. The red player's best move
to maximize their own score is to
go up.

......

Figure 15: Detailed information and VLM response for the Monster Hunt failure example.

The Visualization of Failure State: VLM Response:

......
Now, considering optimal play, White
would want to advance their pieces
towards Black's side, possibly
creating threats or blocking Black's
moves. The b4 piece is already
advanced. Moving it to c5 (b4c5)
would bring it closer to the center
and maybe set up a capture or block.
Looking at the starting row pieces
(d1 to h1), moving them straight
forward (like d1d2, e1e2, f1f2,
g1g2, h1h2) or diagonally. Straight
moves are safe but maybe less
aggressive. Diagonal moves could
potentially set up captures later.
......

Figure 16: Detailed information and VLM response for the Breakthrough failure example.

G.2 Decision-making955

We further present three illustrative failure cases in decision-making from different game environments956

as reference too.957

G.2.1 Failure example in Breakthrough958

In Breakthrough, a strong strategy must excel at both offense and defense. However, VLMs occa-959

sionally overlook situations in which the opponent’s pieces are on the verge of victory and require960

immediate defensive intervention. Instead, they persistently advance their most distant piece by one961

step, thereby neglecting the critical balance between attack and defense.962

G.2.2 Failure example in Overcooked963

In Overcooked, to correctly prepare a soup that needs three onion, the VLM agent needs to accurately964

manage the number of onions. A common failure mode of VLMs is that they often neglect these pre-965

cise quantity requirements. As illustrated in Figure 17, the green chef initiates cooking by performing966

an <INTERACT> operation after adding only the second onion for this recipe. Concurrently, the967

blue chef prematurely begins to retrieve a plate. Consequently, the dish, even when served, fails to968

earn objective-based points because the ingredient count requirement was not met.969

G.2.3 Failure example in Pong970

In Pong, in order to successfully intercept the ball, the VLM agent needs to accurately predict the971

landing point of the ball. A common failure mode of the VLMs is that they may over-adjust their972
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Frame 1 Frame 2

Frame 3 Frame 4

Figure 17: Failure example of decision-making in Overcooked.

Frame 1 Frame 2 Frame 3 Frame 4

Figure 18: Failure example of decision-making in Pong.

paddle. As illustrated in Figure 18, the VLM on the right detects that the ball is moving downward973

and then move the paddle down, but misses the landing point due to over-aggressive adjustment.974

H Limitations975

Player number: In real-world multi-agent scenarios, games often involve more than two participants.976

Although our current evaluation simplifies to two agents for tractability, some of our environments977

support more players (e.g., Hanabi support up to five players). Furthermore, our framework can be978

easily extended to other multi-player games.979

Human baseline: At present, we compare VLMs only against random and optimal policies, lacking980

any human performance reference. A future improvement is to include human experiments with981

participants of varying expertise to establish a meaningful human baseline and clarify which level of982

human expertise the model approximates.983

Strategic reasoning evaluation: Measuring strategic reasoning solely by prediction accuracy can984

overestimate performance when a model repeatedly selects the same action. Introducing metrics985

such as per-action precision, recall, and F1 score will more comprehensively capture the model’s986

reasoning ability.987
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Decision-making: evaluation Evaluating decision-making against a single opponent strategy does988

not test the VLM’s full adaptability. Incorporating diverse baseline agents across all game scenarios989

will provide a more thorough assessment of their decision-making generalization and adaptability.990

I Broader impact991

Positive research and societal value. VS-Bench targets a core capability that future AI systems992

will increasingly need: making strategic, multi-step decisions while perceiving the world through993

vision and language. By standardising how this ability is measured, the benchmark can accelerate994

reproducible research on safer, more reliable multimodal agents. Concretely, it enables (1) principled995

comparisons across models, and (2) diagnostic analyses that pinpoint specific failure modes such996

as myopic play or poor opponent modelling, and (3) a shared testbed for developing methods that997

foster cooperation, fairness, or robustness in complex interactive settings. Beyond academic progress,998

stronger decision-making agents could benefit applications like assistive household robotics, disaster-999

response swarms, automated traffic control, and large-scale scientific simulations where coordination1000

and strategic planning are essential.1001

Risk of misuse and dual-use considerations. At the same time, more capable agents that reason1002

strategically can be repurposed for adversarial or deceptive objectives — for example, collusive1003

price-setting, automated disinformation campaigns, or the coordination of autonomous weapons1004

systems. VS-Bench lowers the barrier to evaluating such capabilities, potentially making it easier1005

to select or fine-tune models for harmful ends. To mitigate this, we (1) release only simulated1006

environments that do not directly embody real-world attack surfaces, (2) distribute the benchmark1007

and evaluation code under licenses that forbid the use of our assets in weaponised or surveillance1008

applications, and (3) encourage follow-up work on safety safeguards (e.g., opponent-aware alignment1009

checks) by providing explicit hooks for auditing model rationales and behaviours.1010

Privacy and data ethics. All VS-Bench environments are synthetic with no personally identifiable1011

information or copyrighted third-party imagery that is not permissively licensed. Replays, logs, and1012

intermediate states are derived entirely from simulation and are released under an open licence to1013

avoids common privacy pitfalls in dataset creation and facilitates unrestricted academic use.1014

37



NeurIPS Paper Checklist1015

1. Claims1016

Question: Do the main claims made in the abstract and introduction accurately reflect the1017

paper’s contributions and scope?1018

Answer: [Yes]1019

Justification: The claims made in the abstract and introduction accurately reflect the paper’s1020

contribution and scope supported by the remaining sections.1021

Guidelines:1022

• The answer NA means that the abstract and introduction do not include the claims1023

made in the paper.1024

• The abstract and/or introduction should clearly state the claims made, including the1025

contributions made in the paper and important assumptions and limitations. A No or1026

NA answer to this question will not be perceived well by the reviewers.1027

• The claims made should match theoretical and experimental results, and reflect how1028

much the results can be expected to generalize to other settings.1029

• It is fine to include aspirational goals as motivation as long as it is clear that these goals1030

are not attained by the paper.1031

2. Limitations1032

Question: Does the paper discuss the limitations of the work performed by the authors?1033

Answer: [Yes]1034

Justification: The limitation is discussed in Appendix H.1035

Guidelines:1036

• The answer NA means that the paper has no limitation while the answer No means that1037

the paper has limitations, but those are not discussed in the paper.1038

• The authors are encouraged to create a separate "Limitations" section in their paper.1039

• The paper should point out any strong assumptions and how robust the results are to1040

violations of these assumptions (e.g., independence assumptions, noiseless settings,1041

model well-specification, asymptotic approximations only holding locally). The authors1042

should reflect on how these assumptions might be violated in practice and what the1043

implications would be.1044

• The authors should reflect on the scope of the claims made, e.g., if the approach was1045

only tested on a few datasets or with a few runs. In general, empirical results often1046

depend on implicit assumptions, which should be articulated.1047

• The authors should reflect on the factors that influence the performance of the approach.1048

For example, a facial recognition algorithm may perform poorly when image resolution1049

is low or images are taken in low lighting. Or a speech-to-text system might not be1050

used reliably to provide closed captions for online lectures because it fails to handle1051

technical jargon.1052

• The authors should discuss the computational efficiency of the proposed algorithms1053

and how they scale with dataset size.1054

• If applicable, the authors should discuss possible limitations of their approach to1055

address problems of privacy and fairness.1056

• While the authors might fear that complete honesty about limitations might be used by1057

reviewers as grounds for rejection, a worse outcome might be that reviewers discover1058

limitations that aren’t acknowledged in the paper. The authors should use their best1059

judgment and recognize that individual actions in favor of transparency play an impor-1060

tant role in developing norms that preserve the integrity of the community. Reviewers1061

will be specifically instructed to not penalize honesty concerning limitations.1062

3. Theory assumptions and proofs1063

Question: For each theoretical result, does the paper provide the full set of assumptions and1064

a complete (and correct) proof?1065

Answer: [NA]1066
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Justification: This paper does not include theoretical results.1067

Guidelines:1068

• The answer NA means that the paper does not include theoretical results.1069

• All the theorems, formulas, and proofs in the paper should be numbered and cross-1070

referenced.1071

• All assumptions should be clearly stated or referenced in the statement of any theorems.1072

• The proofs can either appear in the main paper or the supplemental material, but if1073

they appear in the supplemental material, the authors are encouraged to provide a short1074

proof sketch to provide intuition.1075

• Inversely, any informal proof provided in the core of the paper should be complemented1076

by formal proofs provided in appendix or supplemental material.1077

• Theorems and Lemmas that the proof relies upon should be properly referenced.1078

4. Experimental result reproducibility1079

Question: Does the paper fully disclose all the information needed to reproduce the main ex-1080

perimental results of the paper to the extent that it affects the main claims and/or conclusions1081

of the paper (regardless of whether the code and data are provided or not)?1082

Answer: [Yes]1083

Justification: All the information to reproduce the results is disclosed in Section 3, Ap-1084

pendix D, and Appendix E.1085

Guidelines:1086

• The answer NA means that the paper does not include experiments.1087

• If the paper includes experiments, a No answer to this question will not be perceived1088

well by the reviewers: Making the paper reproducible is important, regardless of1089

whether the code and data are provided or not.1090

• If the contribution is a dataset and/or model, the authors should describe the steps taken1091

to make their results reproducible or verifiable.1092

• Depending on the contribution, reproducibility can be accomplished in various ways.1093

For example, if the contribution is a novel architecture, describing the architecture fully1094

might suffice, or if the contribution is a specific model and empirical evaluation, it may1095

be necessary to either make it possible for others to replicate the model with the same1096

dataset, or provide access to the model. In general. releasing code and data is often1097

one good way to accomplish this, but reproducibility can also be provided via detailed1098

instructions for how to replicate the results, access to a hosted model (e.g., in the case1099

of a large language model), releasing of a model checkpoint, or other means that are1100

appropriate to the research performed.1101

• While NeurIPS does not require releasing code, the conference does require all submis-1102

sions to provide some reasonable avenue for reproducibility, which may depend on the1103

nature of the contribution. For example1104

(a) If the contribution is primarily a new algorithm, the paper should make it clear how1105

to reproduce that algorithm.1106

(b) If the contribution is primarily a new model architecture, the paper should describe1107

the architecture clearly and fully.1108

(c) If the contribution is a new model (e.g., a large language model), then there should1109

either be a way to access this model for reproducing the results or a way to reproduce1110

the model (e.g., with an open-source dataset or instructions for how to construct1111

the dataset).1112

(d) We recognize that reproducibility may be tricky in some cases, in which case1113

authors are welcome to describe the particular way they provide for reproducibility.1114

In the case of closed-source models, it may be that access to the model is limited in1115

some way (e.g., to registered users), but it should be possible for other researchers1116

to have some path to reproducing or verifying the results.1117

5. Open access to data and code1118

Question: Does the paper provide open access to the data and code, with sufficient instruc-1119

tions to faithfully reproduce the main experimental results, as described in supplemental1120

material?1121
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4open.science/r/VS-Bench-0515, and https://kaggle.com/datasets/1125
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versions (if applicable).1144
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paper) is recommended, but including URLs to data and code is permitted.1146

6. Experimental setting/details1147

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-1148

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the1149

results?1150

Answer: [Yes]1151

Justification: All training and test details necessary to understand the results are specified in1152

Section 3, Appendix D, and Appendix E.1153

Guidelines:1154

• The answer NA means that the paper does not include experiments.1155

• The experimental setting should be presented in the core of the paper to a level of detail1156

that is necessary to appreciate the results and make sense of them.1157

• The full details can be provided either with the code, in appendix, or as supplemental1158

material.1159

7. Experiment statistical significance1160

Question: Does the paper report error bars suitably and correctly defined or other appropriate1161

information about the statistical significance of the experiments?1162

Answer: [Yes]1163

Justification: Results in Section 3.2 and Appendix F report both mean and std.1164

Guidelines:1165

• The answer NA means that the paper does not include experiments.1166

• The authors should answer "Yes" if the results are accompanied by error bars, confi-1167

dence intervals, or statistical significance tests, at least for the experiments that support1168

the main claims of the paper.1169
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• The method for calculating the error bars should be explained (closed form formula,1173

call to a library function, bootstrap, etc.)1174

• The assumptions made should be given (e.g., Normally distributed errors).1175
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• The conference expects that many papers will be foundational research and not tied1225
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the paper, properly credited and are the license and terms of use explicitly mentioned and1259

properly respected?1260

Answer: [Yes]1261

Justification: We cite the original paper that produced the code package or dataset.1262

Guidelines:1263

• The answer NA means that the paper does not use existing assets.1264

• The authors should cite the original paper that produced the code package or dataset.1265

• The authors should state which version of the asset is used and, if possible, include a1266

URL.1267

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.1268

• For scraped data from a particular source (e.g., website), the copyright and terms of1269

service of that source should be provided.1270

• If assets are released, the license, copyright information, and terms of use in the1271

package should be provided. For popular datasets, paperswithcode.com/datasets1272

has curated licenses for some datasets. Their licensing guide can help determine the1273

license of a dataset.1274

• For existing datasets that are re-packaged, both the original license and the license of1275

the derived asset (if it has changed) should be provided.1276
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• If this information is not available online, the authors are encouraged to reach out to1277

the asset’s creators.1278

13. New assets1279

Question: Are new assets introduced in the paper well documented and is the documentation1280

provided alongside the assets?1281

Answer: [Yes]1282

Justification: We provide a README document with our proposed benchmark1283

Guidelines:1284

• The answer NA means that the paper does not release new assets.1285

• Researchers should communicate the details of the dataset/code/model as part of their1286

submissions via structured templates. This includes details about training, license,1287

limitations, etc.1288

• The paper should discuss whether and how consent was obtained from people whose1289

asset is used.1290

• At submission time, remember to anonymize your assets (if applicable). You can either1291

create an anonymized URL or include an anonymized zip file.1292

14. Crowdsourcing and research with human subjects1293

Question: For crowdsourcing experiments and research with human subjects, does the paper1294

include the full text of instructions given to participants and screenshots, if applicable, as1295

well as details about compensation (if any)?1296

Answer: [NA]1297

Justification: The paper does not involve crowdsourcing nor research with human subjects.1298

Guidelines:1299

• The answer NA means that the paper does not involve crowdsourcing nor research with1300

human subjects.1301

• Including this information in the supplemental material is fine, but if the main contribu-1302

tion of the paper involves human subjects, then as much detail as possible should be1303

included in the main paper.1304

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1305

or other labor should be paid at least the minimum wage in the country of the data1306

collector.1307

15. Institutional review board (IRB) approvals or equivalent for research with human1308

subjects1309

Question: Does the paper describe potential risks incurred by study participants, whether1310

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1311

approvals (or an equivalent approval/review based on the requirements of your country or1312

institution) were obtained?1313

Answer: [NA]1314

Justification: the paper does not involve crowdsourcing nor research with human subjects.1315

Guidelines:1316

• The answer NA means that the paper does not involve crowdsourcing nor research with1317

human subjects.1318

• Depending on the country in which research is conducted, IRB approval (or equivalent)1319

may be required for any human subjects research. If you obtained IRB approval, you1320

should clearly state this in the paper.1321

• We recognize that the procedures for this may vary significantly between institutions1322

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1323

guidelines for their institution.1324

• For initial submissions, do not include any information that would break anonymity (if1325

applicable), such as the institution conducting the review.1326

16. Declaration of LLM usage1327
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Question: Does the paper describe the usage of LLMs if it is an important, original, or1328

non-standard component of the core methods in this research? Note that if the LLM is used1329

only for writing, editing, or formatting purposes and does not impact the core methodology,1330

scientific rigorousness, or originality of the research, declaration is not required.1331

Answer: [Yes]1332

Justification: We provide a detailed description of our usage of VLMs in Section 3 and1333

Appendix C.1334

Guidelines:1335

• The answer NA means that the core method development in this research does not1336

involve LLMs as any important, original, or non-standard components.1337

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1338

for what should or should not be described.1339
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