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Abstract

Colloquial Singaporean English (Singlish) is an001
informal English marked by a unique blend of002
languages reflecting Singapore’s multicultural003
identity. Style transfer between Singlish and004
Standard (formal) English is vital for various005
applications, yet existing methods often lack006
explainability and fine-grained control. To fill007
this gap, we contribute in two key ways. First,008
we construct a large, high-quality dataset of for-009
mal and informal sentences, annotated across010
six linguistic aspects—Syntax, Lexical Borrow-011
ing, Pragmatics, Prosody/Phonology, Emoti-012
cons/Punctuation, and Code-Switching—with013
detailed explanations. Starting with manually014
annotated cases, we scaled the dataset to 140K015
with ensured quality. Second, inspired by the016
"Society of Mind" theory, we propose a novel017
multi-agent framework where large language018
models (LLMs) act as expert agents for each019
linguistic aspect. These agents collaborate by it-020
eratively generating, critiquing, and refining re-021
sponses to achieve controlled, explainable style022
transfer. Both automatic metrics and human023
evaluations confirm that our method enables024
precise, interpretable transformations, advanc-025
ing explainability in NLP for Singlish1.026

1 Introduction027

Colloquial Singaporean English (Singlish) is a dis-028

tinctive linguistic blend shaped by Singapore’s mul-029

ticultural heritage, incorporating non-standard En-030

glish features and elements from Malay, Tamil, and031

Chinese dialects (Wang et al., 2017; Foo et al.,032

2024). While Singlish is common in informal con-033

texts, Standard English dominates formal commu-034

nication (Yunick, 1995; Bajpai et al., 2016). Effec-035

tive style transfer between these two text forms is036

crucial for applications such as education, cross-037

cultural communication, and content localization038

(Liu et al., 2022). However, the complex structure039

1Dataset and code are avialable in https://anonymous.
4open.science/r/colloquial_tst-D1BB

yalor think will have to use it 
until it is damage then can do 
another renovation.

Yes, I think I will have to use it 
until it is damaged, then I can 
do another renovation.

[LEX]-'yalor' is a colloquial 
form of 'yes, I agree’.
[SYN]-Lacks proper structure 
and subject.

Traditional 
TST Model

MACoE-Style 
Framework

[SYN] [PRO][LEX]

[PRA] [COD][EMO]

Aspects

Informal Input Formal Output

Explanations

Figure 1: Comparison between traditional TST and our
fine-grained controllable and explainable TST.

of Singlish, with its blend of syntax, vocabulary, 040

and code-switching etc., presents challenges (Chow 041

and Bond, 2022; Pham et al., 2024). Fine-grained 042

control over this transfer is essential to ensure ac- 043

curate and context-sensitive transformations. 044

Existing Text Style Transfer (TST) methods fall 045

into three categories: parallel supervised, non- 046

parallel supervised, and unsupervised (Mukherjee 047

et al., 2024). Parallel supervised approaches use 048

paired texts in different styles for direct transfor- 049

mations but are limited by the lack of high-quality 050

parallel datasets (Xu et al., 2012; Rao and Tetreault, 051

2018a). Non-parallel supervised methods employ 052

signals like style labels and adversarial learning to 053

guide transfer without paired data but often struggle 054

with fine-grained control (John et al., 2019). Unsu- 055

pervised methods, such as those using cycle con- 056

sistency and disentangled representations (Gatys 057

et al., 2016; Chen et al., 2016), separate content 058

from style without labeled data but typically lack 059

explainability. Across all three approaches, the 060

main challenges remain: (1) limited explainability 061

and (2) insufficient fine-grained control over spe- 062

cific linguistic aspects during the transformation. 063

Our goal is to address the limitations of exist- 064

ing methods by developing an approach that en- 065

sures both explainability and fine-grained control 066

over style transfer for Colloquial Singlish. This 067

is particularly challenging due to the absence of 068

large-scale datasets annotated with linguistic ex- 069

planations, as well as the lack of methods capable 070

of handling such fine-grained stylistic transforma- 071
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tions. Singlish, with its complex interplay of syn-072

tax, lexical borrowing, and code-switching etc.,073

poses additional difficulties for models typically074

designed for simpler, more homogenous language075

pairs. Therefore, a comprehensive framework is076

needed to manage the intricacies of this colloquial077

variant and provide interpretable transformations.078

To tackle these challenges, we propose two es-079

sential contributions. First, we construct a large-080

scale non-parallel dataset of formal and informal081

sentences annotated with six linguistic aspects:082

Syntax (SYN), Lexical Borrowing (LEX), Prag-083

matics (PRA), Prosody/Phonology (PRO), Emoti-084

cons/Punctuation (EMO), and Code-Switching085

(COD). This dataset is designed to provide expla-086

nations for style differences, enabling models to087

learn not only how to perform style transfer but088

also why certain stylistic choices are made. Sec-089

ond, we introduce MACoE-Style, a novel multi-090

agent collaboration framework for controllable and091

explainable style transfer, as shown in Figure 1. In-092

spired by the Natural Language-based "Society of093

Mind" (NLSOM) theory (Zhuge et al., 2023; Hong094

et al., 2024), MACoE-Style specializes multiple095

large language models (LLMs) as distinct stylistic096

agents, each responsible for a linguistic aspect of097

the style transfer. These agents collaborate by itera-098

tively generating and refining their transformations,099

producing a final output that is both controlled and100

explainable. Through comprehensive experiments,101

we validate the efficacy of our approach in achiev-102

ing nuanced, interpretable style transfers.103

To sum up, our contributions are threefold:104

• We construct and annotate a non-parallel dataset105

of 140K sentences with fine-grained explanations106

across six linguistic aspects, providing a founda-107

tion for controlled, explainable TST in Singlish.108

• We introduce a novel multi-agent framework,109

where specialized LLMs collaborate to achieve110

fine-grained, explainable transfer.111

• We conduct both automatic and human evalua-112

tions to demonstrate that our approach achieves113

precise, interpretable style transfer, advancing the114

field of explainable NLP for Colloquial Singlish.115

2 Related Work116

2.1 Style Transfer117

Text style transfer involves altering the text style118

while preserving its meaning. Parallel supervised119

TST rely on paired datasets of sentences in dif-120

ferent styles to guide transformations. (Jhamtani121

et al., 2017; Rao and Tetreault, 2018b; Lai et al., 122

2021) Innovations have led to a series of effective 123

TST methods, including data augmentation (Zhang 124

et al., 2020), multi-task learning (Niu et al., 2018), 125

and reinforcement learning (RL)-based approaches 126

(Lai et al., 2021). Despite the progress, a signifi- 127

cant challenge remains for such methods due to the 128

scarcity of parallel data (Hu et al., 2022). 129

Non-parallel supervised TST methods (Liao 130

et al., 2018; Shang et al., 2019) alleviate this by 131

using style-specific corpora without parallel data. 132

To this end, three main strategies are used: (1) 133

Explicit style-content disentanglement (Li et al., 134

2018; Mukherjee et al., 2023), which aims to iden- 135

tify and substitute style-specific phrases; (2) Im- 136

plicit style-content disentanglement (Shen et al., 137

2017; Prabhumoye et al., 2018), which separates 138

latent representations of style and content, then in- 139

jects target style features during generation; and (3) 140

No style-content disentanglement (Lample et al., 141

2019; He et al., 2020), where models incorporate 142

style controls without separating content. While 143

more flexible, these methods can yield inconsistent 144

outputs due to data variations and require large, la- 145

beled corpora that are unavailable for many styles. 146

In light of the above issues, unsupervised TST 147

(Xu et al., 2020; Shen et al., 2020) seeks to over- 148

come data constraints by using techniques like 149

back-translation and cycle-consistency (Chen et al., 150

2016). With the rise of LLMs, prompting-based 151

methods (Reif et al., 2022; Luo et al., 2023) have 152

emerged as a novel paradigm, steering LLMs to 153

generate style-altered texts. Inspired by this trend, 154

the recent ICLEF method (Saakyan and Muresan, 155

2024) has been developed to enhance the explain- 156

ability of TST, utilizing LLMs to generate infor- 157

mal attribute terms and then prompting a single 158

LLM to execute all required style adjustments. Yet, 159

these methods fall short of simultaneously deliv- 160

ering fine-grained control and explainability—two 161

crucial aspects for effective Singlish-English TST. 162

This work addresses this by constructing a large- 163

scale dataset annotated with detailed explanations 164

across six linguistic aspects. We further introduce a 165

multi-agent framework that facilitates fine-grained, 166

explainable style transfer, providing a novel ap- 167

proach to addressing these key challenges. 168

2.2 Multi-agent Collaboration 169

Multi-Agent Collaboration (MAC) is rooted in dis- 170

tributed artificial intelligence (Chaib-draa et al., 171

1992) and coordinates autonomous agents toward 172
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shared goals (Hong et al., 2024; Wang et al., 2024a).173

Recently, LLMs have shown promise in collabora-174

tive problem-solving, where agents, each specializ-175

ing in distinct tasks, engage in iterative dialogues176

(Zhang et al., 2024a) or debates (Du et al., 2024) to177

solve complex issues more efficiently. These col-178

laborative frameworks have been applied in areas179

such as strategic decision-making (do Nascimento180

et al., 2023), planning (Singh et al., 2024), and lan-181

guage interaction, leveraging the unique expertise182

of each agent to contribute to the overall task.183

Our work applies the multi-agent paradigm,184

where specialized LLM agents focus on distinct185

linguistic aspects like syntax and lexical borrowing.186

These agents collaborate by generation and critique187

to enable fine-grained control and explainability in188

style transfer, advancing beyond current methods.189

3 Construction of the ExpCSEST Dataset190

This section outlines the construction of our Ex-191

plainable Colloquial Singaporean English Style192

Transfer (ExpCSEST) dataset. Initially, we estab-193

lish a taxonomy of fine-grained stylistic aspect ex-194

planations (§3.1). We then identify sources for col-195

lecting examples and specify pre-processing details196

(§3.2). Finally, we elaborate on ExpCSEST’s expla-197

nation annotation (§3.3) and data analysis (§3.4).198

3.1 Explanation Taxonomy199

Creating a structured labeling taxonomy is pivotal200

for building datasets. To capture Singlish’s unique201

features while enabling precise and interpretable202

Singlish-English TST, we introduce six key stylis-203

tic aspects (Strunk, 2017; Pham et al., 2024):204

• Syntax: This aspect assesses differences in word order,
grammatical relations, agreement, and hierarchical sen-
tence structure between formal and informal texts.

• Lexical Borrowing: This aspect checks for the existence
of loanwords from other languages commonly found in
Singlish, making the sentence informal.

• Pragmatics: This aspect examines the presence of prag-
matic particles frequently used in Singlish, serving as indi-
cators of sentence informality.

• Prosody/Phonology: This aspect identifies textual repre-
sentations of prosodic and phonological features—such as
elongated vowels, non-standard spellings, and stress indi-
cators—that indicate informal English or Singlish usage in
online conversations.

• Emoticons/Punctuation: This aspect checks for the use of
emoticons, emojis, or non-standard punctuation suggesting
informal language usage.

• Code-Switching: This aspect looks for instances where the
speaker switches between different languages or dialects
within the same sentence or conversation, a typical feature
of Singlish where English is mixed with words or phrases
from Malay, Chinese dialects, or Tamil.

While this taxonomy defines the linguistics of 205

Singlish via a finite set of stylistic aspects, each of 206

the above aspects is explained in free-form natural 207

language rather than being confined to predefined 208

informal classes, which offers greater flexibility in 209

capturing potential stylistic nuances. 210

3.2 Data Collection and Pre-processing 211

To achieve finely controllable and explainable 212

Singlish-English TST, we opt to assemble a sub- 213

stantial corpus of formal and informal sentences 214

and then annotate fine-grained stylistic aspect ex- 215

planations. We collect this data exclusively by 216

scraping user utterances and content from the fol- 217

lowing three popular Singaporean websites: (1) 218

the Eat-Drink-Man-Woman forum (EDMW), (2) 219

the Straits Times, and (3) official communications 220

from the Prime Minister’s Office (PMO). These 221

sources are meticulously selected to capture a broad 222

spectrum of formal and informal expressions rep- 223

resentative of Singlish, facilitating a comprehen- 224

sive analysis of the distinct linguistic characteris- 225

tics (details in Appendix A.2). After scraping the 226

above raw corpus, we perform further processing 227

to smoothly adopt it for effective Singlish-English 228

transfer. More details about the preprocessing pro- 229

cedure are discussed in Appendix A.3. 230

3.3 Aspect Explanation Annotation 231

To make the processed utterances appropriate for 232

finely controllable and explainable TST, we explore 233

equipping them with explanations of fine-grained 234

linguistic aspects referring to the taxonomy out- 235

lined in Section 3.1. Recently, the rise of LLMs 236

has ushered in a new frontier in automatic anno- 237

tation, positioning LLMs as cost-effective, labor- 238

efficient tools for annotation tasks (Zhang et al., 239

2023; Xiao et al., 2023; Wang et al., 2024b). To 240

minimize the high costs and specialized expertise 241

requirements associated with manual explanation 242

annotations, we thereby investigate an in-context 243

prompting-based approach, leveraging LLMs to 244

generate detailed explanations that identify linguis- 245

tic features, primarily focusing on the presence 246

of Singlish or informal aspects within given ut- 247

terances. We begin by establishing a candidate 248

seed pool, which serves as the basis for in-context 249

demonstrations to steer LLMs toward generating 250

the desired explanations for the informal aspects. 251

Specifically, we select 100 utterances from the col- 252

lected corpus, denoted as S = {ui}100i=1, ensuring 253

coverage of all six defined stylistic aspects. For 254
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Dataset
ExpCSEST

Informal Formal

#Utterances 104,601 37,676
BiGram/UniGram 12.16 9.26
Avg Len 23.41 31.10

#Syntax 87,404 -
#Lexical Borrowings 40,622 -
#Pragmatics 15,712 -
#Prosody/Phonology 11,082 -
#Emoticons/Punctuation 29,175 -
#Code Switching 4,529 -

Table 1: Statistics of the ExpCSEST dataset.

each ui ∈ S , we employ domain experts to meticu-255

lously annotate the corresponding aspect explana-256

tions ei = ⟨eSyn
i , eLex

i , ePra
i , ePro

i , eEmo
i , eCod

i ⟩, form-257

ing the final candidate pool S = {ui, ei}100i=1.258

With this seed pool S, we then construct the259

in-context prompt (see full prompt in Table 7 in260

Appendix A.1) to query LLMs as follows:261

{System Prompt} You are an analyst of language styles. Us-
ing these linguistic aspects of style analysis as a guideline:
{Taxonomy} Definitions of linguistic aspects.
{Demonstrations} (u1, e1), (u2, e2), ... ,(up, ep).
{Instruction} Now, given the following new utterances, gen-
erate stylistic aspect explanations for each one below:

{Input} List of utterances to be annotated.

where p denotes the number of in-context demon-262

strations used in the prompt. Practically, we include263

90 randomly selected demonstrations into the con-264

text when querying GPT-4o-mini, maximizing the265

richness of the provided information. As such, we266

can effectively guide LLMs in identifying Singlish267

and informal elements within the input utterances,268

generating precise stylistic aspect explanations.269

3.4 Data Analysis270

Statistics. As shown in Table 1, ExpCSEST is271

a comprehensive collection of 142,277 utterances272

from three distinct sources, annotated for various273

linguistic phenomena with detailed explanations.274

Specifically, it encompasses 104,601 informal sam-275

ples, reflecting the linguistic diversity of Singlish,276

and 37,676 formal samples, complementing the277

standard English features. In addition, formal ut-278

terances contain an average of 31.10 words, while279

informal utterances have significantly fewer, aver-280

aging 23.41 words. This suggests that informal281

communication tends to be less verbose than stan-282

dard English, highlighting the more straightforward283

nature of Singlish. Further details on dataset com-284

position are discussed in Appendix A.4 and A.5.285

Explanation Annotation Quality. To enhance286

the practical applicability of the constructed ExpC-287

Metrics Ove. SYN LEX PRA PRO EMO COD

AIA 0.90 0.94 0.93 0.88 0.92 0.90 0.85
K 0.51 0.55 0.49 0.45 0.48 0.57 0.44

AEV 0.82 0.86 0.84 0.80 0.83 0.82 0.79
K 0.50 0.52 0.43 0.48 0.53 0.59 0.42

Table 2: Human evaluation results. Scores (0 to 1) are
averaged across all samples rated by evaluators. Ove.
indicates overall performance across all six aspects, and
K denotes Fleiss’ Kappa score (Fleiss and Cohen, 1973).

SEST dataset, it is important to ensure the reliabil- 288

ity and quality of the aspect explanations annotated 289

by LLMs. We address this issue by conducting two 290

human evaluations from the following perspectives. 291

Firstly, we engage two human evaluators to directly 292

assess the LLM-annotated aspect explanations us- 293

ing two criteria: (1) Aspect Identification Accu- 294

racy (AIA) and (2) Aspect Explanation Validity 295

(AEV). Detailed instructions for each criterion are 296

provided in Appendix A.6. Evaluators are tasked 297

with reviewing 200 randomly selected samples to 298

assign binary AIA and AEV labels to each of the 299

defined aspects for each sample. We present the 300

experimental results in Table 2. 301

In addition, we evaluate the annotation quality 302

by measuring the consistency between aspect expla- 303

nations generated by LLMs and humans. Detailed 304

evaluation procedures and results are presented in 305

Appendix A.7. Notably, the above outcomes reveal 306

a moderate inter-annotator agreement (around 0.5), 307

supporting the reliability of the evaluation process. 308

These results demonstrate that our LLM annotation 309

process not only accurately identifies the informal 310

aspects within given utterances but also provides 311

appropriate explanations that closely align with 312

human-annotated ones, affirming the high quality 313

and practicality of the ExpCSEST dataset. 314

4 Methodology 315

4.1 Problem Formulation 316

We study the task of finely controllable, explain- 317

able Singlish-English style transfer formulated as 318

follows: considering a corpus D = {(ui, si)}Ni=1, 319

where N denotes the total number of utterances, 320

ui represents an input utterance, and si is its style 321

label. Let c = ⟨cSyn, cLex, cPra, cPro, cEmo, cCod⟩ be 322

the fine-grained control signal that aligns with the 323

linguistic aspect taxonomy (as defined in Section 324

3.1), where each component is a binary value in 325

[0, 1]. Given an arbitrary (u, s) ∈ D along with the 326

control signal c as input, the primary goal of the 327

task is to learn a model M to generate the precise 328

explanation e and the new utterance û that adheres 329
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Stylistic Aspects(6 types)
1. Syntax
2. Lexical Borrowing
3. Pragmatics
4. Prosody/Phonology
5. Emoticons/Punctuation
6. Code-Switching

King , your roller blinds 
from which company ? The 
price is it reasonable ?

Prompt:
You are an analyst of 
language styles. Using these 
linguistic aspects of style 
analysis as a guideline to 
generate stylistic aspect 
explanation …

In-context Demonstrations:
Example #1; Examples #2; 
Example #3; …

Input: ${Utterance} 

ExpCSEST Dataset

Multi-Agent 
Collaboration

[SYN] [LEX]

[PRA] [PRO]

[EMO] [COD]

Prompt:
As a linguistic expert ${Aspect}, 
you are tasked with converting 
English utterances from ${source} 
to ${target} style …
In-context Demonstrations:
Example #1; Examples #2 ..

Input: ${Utterance} 

Corpus

Taxonomy
Formal output: King, from 
which company are your 
roller blinds? Is the 
price reasonable?

[EMO]- Explanation …
[SYN]- Explanation …

Dataset 
Construction

LLM

Stylistic Proposal 
Aggregation

Human-AI

Figure 2: Detailed overview of the ExpCSEST dataset construction and the MACoE-Style approach.

to the target style ŝ while preserving the semantic330

integrity of the original utterance.331

4.2 The MACoE-Style Framework332

We present the proposed MACoE-Style framework333

in Figure 2. It comprises three key designs: (1) Spe-334

cialized Agent Construction for tailoring LLMs335

as specialized agents to handle distinct informal lin-336

guistic aspects of the utterances; (2) Stylistic Pro-337

posal Generation for collaborating these special-338

ized agents over multiple rounds to generate aspect-339

transformed stylistic proposals; and (3) Stylistic340

Proposal Aggregation for aggregating individual341

proposals into a cohesive output, harmonizing the342

various stylistic transformations into a unified utter-343

ance. An example illustrating the above process is344

provided in Appendix B. In what follows, we will345

detail these designs separately.346

4.2.1 Specialized Agent Construction347

The specialized agents are crafted to emulate dis-348

tinct stylistic experts to modify their correspond-349

ing linguistic aspects for completing the Singlish-350

English style transfer. Typically, these specializa-351

tions are defined by their designated roles, knowl-352

edge, and response styles. To construct them, we353

configure LLMs with customized prompting in-354

structions instrole(·), each incorporating a stylistic355

aspect and its definition, along with examples illus-356

trating style adjustments in this specific aspect. We357

provide more details in Appendix D.3. The goal of358

these specialized agents is to generate style-altered359

utterances and aspect explanations that are consis-360

tent with their instructions. By specializing agents361

contributing to distinct linguistic aspects, we can362

lay the foundation for achieving nuanced control363

over various linguistic aspects while providing pre-364

cise explanations throughout the TST process.365

4.2.2 Stylistic Proposal Generation 366

After constructing the specialized agents, we pro- 367

pose a stylistic proposal generation mechanism to 368

synergize their efforts. It involves coordinating the 369

agents via multi-round interactions, enabling them 370

to generate and iteratively refine proposals to pro- 371

duce the final output adhering to the target style 372

with fine-grained control and explainability. Specif- 373

ically, this can be formulated into two strategies: 374

Agent Activation. Given an utterance-style pair 375

(u, s) and its fine-grained control signal c, this step 376

first activates the agents associated with the aspects 377

where c is marked as 1, allowing them to indepen- 378

dently perform aspect-specific style transfers as a 379

preliminary step before further collaboration. By 380

initiating the collaboration with only the special- 381

ized agents necessitated by c, we aim to reduce po- 382

tential chaos as the number of participating agents 383

increases, while maintaining precise control to pre- 384

vent over-transformation. 385

Upon the activation, we then feed the input utter- 386

ance u into all these activated agents to elicit their 387

corresponding stylistic proposals as follows: 388

prole = Arole(instrole(u)), (1) 389

where the proposal prole consists of two parts: the 390

aspect explanation and the aspect-transformed ut- 391

terance tailored to the target style. These proposals 392

form the basis for the subsequent multi-agent col- 393

laboration that iteratively transforms the input ut- 394

terance into the target style. For clarity, we denote 395

these proposals as P0 = {p0
role|c(role) = 1}. 396

Multi-agent Debate. Given the proposals P0, we 397

initial a collaborative round of debate where agents 398

exchange ideas. Specifically, each agent Arole in- 399

corporates proposals of other agents from the pre- 400

vious round to critique or refine its proposal, ensur- 401

ing adherence to its assigned stylistic aspect. This 402
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Methods HR@1↑ MRR↑ F1 ↑ BLEU1 ↑ BLEU2 ↑ BERTScore ↑ BARTScore ↑

Direct Prompt 0.1150 0.3328 0.5961 0.5109 0.3150 0.6629 -1.9071
- w/ Explanation 0.1225 0.3538 0.6011 0.5195 0.3207 0.6742 -1.8807

Agent Duplicates 0.1550 0.3864 0.5799 0.4904 0.2925 0.6453 -1.9366
- w/ Explanation 0.1725 0.4154 0.5836 0.4998 0.3023 0.6497 -1.9244

ICLEF 0.1938 0.3490 0.6285 0.5124 0.3482 0.6401 -1.9681

MACoE-Style 0.1650 0.4270 0.6148 0.5272 0.3340 0.6670 -1.9299
- w/ Explanation 0.4388 0.6133 0.6394 0.5492 0.3611 0.6899 -1.8204

Table 3: Automatic evaluation of Singlish to English TST performance. Direct Prompt, Agent Duplicates, and
MACoE-Style are methods without aspect explanations, while -w/ refers to settings that include aspect explanations.

brainstorming process enables these agents to criti-403

cally regulate their peers to facilitate a non-deviated404

style transfer while refining their proposals based405

on collective input for a more precise transforma-406

tion. Notably, this can be iteratively repeated over407

multiple rounds to enhance performance.408

4.2.3 Stylistic Proposal Aggregation409

Through multi-agent debate, we can obtain multi-410

ple stylistic proposals, with each reflecting a con-411

trolled and explainable transformation of a specific412

linguistic aspect in the style transfer process. How-413

ever, we aim to provide a definitive utterance in414

the target style rather than multiple options trans-415

formed by individual aspects. To achieve this, we416

facilitate up to r rounds of debate among the spe-417

cialized agents and then prompt an additional LLM418

to combine the individual proposals as follows:419

û = LLM(Pr, u, s, inst), (2)420

where Pr is the stylistic proposals after r rounds421

of debate, and inst is the instruction guiding the422

LLM to aggregate these proposals into a cohesive423

output, seamlessly integrating the various stylis-424

tic refinements into a unified transformation. It425

is worth noting the aspect explanations within the426

generated proposals can shed light on the modifi-427

cation traits of these agents, offering explainability428

throughout the style transfer process.429

5 Experiments430

5.1 Experimental Setup431

Evaluation Metrics. We adopt both automatic and432

human evaluation to assess TST performance. The433

automatic metrics include: (1) Rank-based metrics434

(Mean Reciprocal Rank (MRR) and HitRate@1435

(HR@1)), which rank model outputs based on their436

adherence to target style norms; (2) Content-based437

metrics (F1 and BLEU-1/2), which assess the over-438

lap between generated outputs and ground-truth;439

and (3) Similarity-based metrics (BERTScore and 440

BARTScore), which measure alignment with ref- 441

erences at a semantic level. For human evaluation, 442

we assess Style Control (SC), Content Preser- 443

vation (CP), and Fluency (FL). More details on 444

these metrics are provided in Appendix C.1. 445

Baselines. (1) Direct Prompt w/o and w/ Ex- 446

planation. (2) Agent Duplicates w/o and w/ Ex- 447

planation, which use the same setting with Direct 448

Prompt but allow for more times of computation for 449

fairer comparison with MACoE-Style. (3) ICLEF 450

(Saakyan and Muresan, 2024) which is a closely 451

related SOTA method. More details are provided 452

in Appendix C.2 and C.3. 453

5.2 Main Results 454

5.2.1 Automatic Evaluation Results 455

Table 3 presents the main style transfer outcomes 456

of the MACoE-Style framework compared to ex- 457

isting baselines, highlighting peak performance in 458

bold. Generally speaking, MACoE-Style markedly 459

surpasses all baseline methods across multiple eval- 460

uation metrics. We analyze the results as follows: 461

Integrating nuanced stylistic aspect explana- 462

tions significantly boosts the Singlish to English 463

TST performance. As reported in Table 3, it is 464

saliently observable that each method featuring ex- 465

planations consistently outperforms its counterpart 466

without explanations. For example, Direct Prompt 467

with explanations exceeds its variant without ex- 468

planations by 0.5% in F1, 0.86% in BLEU1, and 469

1.13% in BERTScore. A similar trend is observed 470

for Agent Duplicates and MACoE-Style. More- 471

over, it is worth noting that MACoE-Style with 472

explanations not only showcases the most signifi- 473

cant improvements but also achieves state-of-the- 474

art performance in style transfer. This underscores 475

MACoE-Style’s ability to leverage detailed, aspect- 476

specific explanations to achieve superior stylistic 477

alignment and coherence, effectively navigating 478

the complexities of linguistic transformations. 479
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Figure 3: Human evaluation results for Singlish-to-
English TST. The Fleiss’ Kappa scores are SC=0.79,
CP=0.75, and FL=0.82.

MACoE-Style’s expertise role-play effectively480

unleashes the power of LLM collaboration for481

precise style transfer. Among the baselines, the482

Agent Duplicates approaches unexpectedly under-483

perform compared to the Direct Prompt baselines484

that employ a single agent. This underscores the485

inefficacy of merely increasing agent numbers with-486

out clearly defined roles, leading to redundant or487

conflicting outputs that compromise the coherence488

and effectiveness of the style transfer. Conversely,489

MACoE-Style with explanations achieves signifi-490

cant gains across all automatic evaluation metrics491

over all baselines. This observation suggests that492

our MACoE-Style framework, by strategically as-493

signing distinct linguistic tasks to each agent, en-494

sures focused attention on specific stylistic aspects,495

which not only circumvents the pitfalls of redun-496

dancy but also fosters effective synergy among the497

agents, confirming its superior ability to manage498

style transfers with precision and clarity.499

5.2.2 Human Evaluation Results500

To comprehensively validate the efficacy of our501

method to complement the automatic evaluation,502

we further conduct a rigorous human evaluation.503

We engage three well-educated students and ran-504

domly sample 50 utterance pairs from the Ex-505

pCSEST dataset (i.e., outputs generated by our506

MACoE-Style and the baseline ICLEF). The evalu-507

ators are asked to indicate which utterance in each508

pair performs better by assigning 1 (WIN), 0 (TIE),509

or -1 (LOSE), considering the SC, CP, and FL per-510

spectives, without exposing the source of the gener-511

ated utterances. As presented in Figure 3, MACoE-512

Style outperforms ICLEF in almost all perspectives513

of the human evaluation, except in content preser-514

vation, where both methods deliver comparable515

results. By examining the qualitative cases, we516

hypothesize that ICLEF’s minor modifications con-517

tribute to its performance in content preservation,518

whereas MACoE-Style excels in precise stylistic519

3-shot 5-shot 7-shot 9-shot0.55

0.60

0.65

0.70 F1
F1

3-shot 5-shot 7-shot 9-shot0.3

0.4

0.5

0.6 BLEU1/2

BLEU1
BLEU2

3-shot 5-shot 7-shot 9-shot

0.66

0.68

0.70 BERTScore
BERTScore

3-shot 5-shot 7-shot 9-shot2.0

1.9

1.8

1.7 BARTScore
BARTScore

Figure 4: Impact of the shots of the in-context exemplars
for Singlish-to-English TST, ranging from 3 to 9.

r F1 ↑ BLEU1 ↑ BLEU2 ↑ BERTScore ↑ BARTScore ↑

1 0.6394 0.5492 0.3611 0.6899 -1.8204

2 0.6059 0.5127 0.3152 0.6643 -1.9215

3 0.6077 0.5199 0.3277 0.6631 -1. 9398

Table 4: Effect of multi-agent collaboration rounds for
Singlish-to-English TST.

control and fluency, effectively transforming utter- 520

ances while maintaining high coherence. 521

5.3 In-depth Analyses 522

5.3.1 Impact of In-context Exemplar Shots 523

We analyze the impact of in-context exemplar quan- 524

tity on MACoE-Style’s TST performance. In the 525

standard setting, we include 5-shot demonstrations 526

into the context for prompting specialized agents 527

within our framework. Given the pivotal role this 528

high-quality data plays in providing guidance to 529

agents for generating finely controlled stylistic 530

transformations, we vary the number of exemplars 531

to further assess its impact. Figure 4 presents the 532

performance trends across different numbers of in- 533

context exemplars. It is noted that optimal perfor- 534

mance is achieved with 5 representative examples, 535

with diminishing returns observed when altering 536

the number to 3, 7, or 9 examples. We hypothe- 537

size that this can be attributed to fewer in-context 538

examples that limit the comprehensiveness of the 539

information provided to the stylistic agents, while 540

a larger number of examples extends the prompt 541

length, diminishing the agents’ learning efficiency. 542

5.3.2 Effect of Collaboration Rounds 543

To investigate the efficacy of multi-agent collabora- 544

tion within the MACoE-Style framework, we exam- 545

ine the effect of varying discussion rounds—from 1 546

to 3—on the model performance in executing style 547

transfer. Results in Table 4 reveal that performance 548
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Method Agents F1 ↑ BLEU1 ↑ BLEU2 ↑ BERTScore ↑ BARTScore ↑

MACoE-Style

ChatGPT only 0.6394 0.5492 0.3611 0.6899 -1.8204
Mistral only 0.7099 0.6318 0.4647 0.7354 -1.6574
Claude only 0.5497 0.5533 0.2685 0.6242 -2.0320
ChatGPT+Mistral 0.6620 0.5770 0.4010 0.7000 -1.7610
ChatGPT+Claude 0.5640 0.4700 0.2890 0.6180 -1.9680
Mistral+Claude 0.5760 0.4810 0.3000 0.6060 -1.9630
ChatGPT+Mistral+Claude 0.6020 0.5130 0.3320 0.6430 -1.9220

Table 5: Effect of various backbone LLMs on expertise role-play in MACoE-Style for Singlish-to-English TST.

Methods F1 ↑ BLEU1 ↑ BLEU2 ↑ BERTScore ↑ BARTScore ↑

Direct Prompt 0.5667 0.4211 0.2149 0.5194 -3.5795
- w/ Explanation 0.5598 0.4142 0.2088 0.5005 -3.5218

Agent Duplicates 0.5270 0.3773 0.1764 0.4782 -3.8066
- w/ Explanation 0.5527 0.4059 0.2076 0.4812 -3.5787

MACoE-Style 0.5400 0.3835 0.1901 0.4718 -3.7088
- w/ Explanation 0.5906 0.4392 0.2402 0.5233 -3.5339

Table 6: Automatic evaluation of English-to-Singlish TST performance.

peaks during the initial round, with no further im-549

provements in subsequent rounds of discussions.550

This is understandable since, with the support of551

specialized agents for transforming fine-grained552

stylistic aspects, the MACoE-Style framework can553

achieve the most effective stylistic changes early in554

the process. Further iterations may focus primar-555

ily on refining previously transformed elements,556

a practice that does not consistently contribute to557

enhanced performance.558

5.4 Effect of LLMs on Expertise Role-Play559

We examine the effect of various specialized LLMs560

on MACoE-Style’s TST performance. We first in-561

tegrate existing general LLMs—ChatGPT, Claude,562

and Mistral Large—into MACoE-Style as stylis-563

tic experts in the isolated and combined settings.564

In the combined setting, LLMs are randomly dis-565

tributed across six stylistic aspects, with each type566

handling an equal number of aspects. Table 5567

shows that Mistral integrated in isolation outper-568

forms all other setups, proving its robustness in569

handling nuanced aspects of style transfer. Com-570

binations like ChatGPT+Mistral surpass the per-571

formance of the standard MACoE-Style with Chat-572

GPT alone, suggesting that the framework stands to573

gain from synergizing advanced LLMs to enhance574

overall efficacy. Additionally, we further explore575

the generality of MACoE-Style by assessing its per-576

formance when embedding various multilingual-577

specific LLMs, with outcomes presented in Ap-578

pendix C.4. These results indicate the importance579

of strategically selecting and combining LLMs580

based on their complementary strengths to optimize581

style transfer within multi-agent collaboration.582

5.5 Evaluation of Formal to Informal TST 583

Note that the above experiments evaluate the pro- 584

posed MACoE-Style framework from the perspec- 585

tive of Singlish-to-English TST. Hence, we fur- 586

ther assess its performance in English-to-Singlish 587

TST using 200 randomly selected samples. Ta- 588

ble 6 shows that MACoE-Style outperforms other 589

baselines in style adaptation. Yet, in terms of 590

BARTScore, it falls slightly behind the Direct 591

Prompt with explanation. This discrepancy may 592

be attributed to MACoE-Style’s broader focus on 593

capturing diverse stylistic nuances, which can intro- 594

duce minor inconsistencies in semantic coherence. 595

In contrast, the Direct Prompt, utilizing a single 596

LLM for transforming input utterances, potentially 597

enhances coherence and context retention, which 598

are critical for BARTScore. 599

6 Conclusion 600

In this work, we proposed a new approach to 601

Singlish-English style transfer, addressing the chal- 602

lenges of fine-grained control and explainability. 603

We contributed ExpCSEST, a large-scale annotated 604

dataset of 140K utterances, offering detailed ex- 605

planations across six linguistic aspects. Addition- 606

ally, we introduced the MACoE-Style framework, 607

a multi-agent system inspired by the "Society of 608

Mind" theory, in which specialized LLMs collabo- 609

rate to generate controlled, explainable style trans- 610

fers. Experimental results, evaluated through both 611

automatic metrics and human assessments, validate 612

the advantages of the ExpCSEST dataset as well 613

as the superiority of MACoE-Style in producing 614

precise and interpretable transformations. 615
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7 Limitations616

While the ExpCSEST dataset and the MACoE-617

Style framework make significant strides in style618

transfer between colloquial Singaporean English619

and standard English, this work still exhibits cer-620

tain limitations. First, both the construction of621

the ExpCSEST dataset and the implementation of622

MACoE-Style rely heavily on LLMs, making them623

susceptible to inherent limitations such as biases624

in the training data and the potential for generating625

hallucinated or inaccurate outputs. Furthermore,626

while we collaborate with multiple LLMs to en-627

able finely controlled and explainable TST, our628

approach does not delve into modifications of the629

underlying LLM architectures, and the inherent630

capabilities of LLMs may therefore constrain its631

effectiveness.632

Additionally, our ExpCSEST dataset is confined633

to English varieties (Singlish and standard English)634

and a pure text modality, which constrains the gen-635

eralization of the framework to other languages and636

multimodal contexts. Expanding the dataset to in-637

clude more languages, dialects, and multimodal in-638

puts could enhance the framework’s versatility and639

adaptability across a broader range of real-world640

applications.641
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A Dataset Related853

A.1 Aspect Explanation Annotation Prompt854

Table 7 presents the full prompt used for annotating855

stylistic aspect explanations. This prompt is specif-856

ically designed to process multiple utterances in a857

single query, aiming to improve the cost and time858

efficiency of the annotation process. In practice,859

the list of utterances to be annotated includes up to860

50 entries and both input and output are formatted861

as JSON for querying LLMs. By leveraging the862

LLM batch API with batched utterances, we signif-863

icantly reduce costs, achieving approximately 50%864

savings compared to querying each utterance indi-865

vidually. Additionally, we have sampled a subset866

of utterances to compare the time efficiency of the867

batch method with individual queries. The results868

reveal that the batch method is five times faster than869

processing utterances individually.870

A.2 Data Resources871

To collect data capturing a broad spectrum of for-872

mal and informal expressions representative of873

Singlish, we meticulously scrape user utterances874

and content from the following three popular Sin-875

gaporean websites to construct the ExpCSEST876

dataset:877

The EDMW Forum2: A popular Singaporean fo-878

rum featuring colloquial discussions on major soci-879

etal issues, trending topics, and various aspects of880

daily life in Singapore. Notably, the EDMW forum881

serves as the primary source of informal data for the882

ExpCSEST dataset due to its wide recognition as a883

reliable repository of authentic colloquial Singlish.884

Existing studies (Foo and Khoo, 2024) have also885

utilized this forum to collect informal utterances,886

underscoring its effectiveness in capturing informal887

linguistic features.888

The Straits Times3: A leading English-language889

newspaper in Singapore, known for its formal lan-890

guage and comprehensive coverage of local and891

international news, politics, business, and culture.892

While this source predominantly provides formal893

utterances, occasional informal expressions would894

appear in specific contexts, reflecting the flexibility895

of journalistic expression.896

PMO4: The official website of the Prime Minister’s897

Office in Singapore, offering formal content such898

2https://forums.hardwarezone.com.sg/forums/
eat-drink-man-woman.16/

3https://www.straitstimes.com/
4https://www.pmo.gov.sg/

as speeches, statements, news updates, and govern- 899

ment policies. Similar to The Straits Times, this 900

source contributes significantly to the formal utter- 901

ances in the ExpCSEST dataset due to its highly 902

structured and formal language, with a minimal 903

number of informal utterances included. 904

After collecting data from the above resources, 905

we can observe a size difference between infor- 906

mal and formal utterances. This disparity is pri- 907

marily due to the challenges associated with col- 908

lecting formal sentences, as the two main sources 909

of formal data—The Straits Times and the PMO 910

website—typically implement anti-scraping mech- 911

anisms. These restrictions make extracting formal 912

utterances significantly more difficult compared to 913

the informal data from the EDMW forum, which 914

is more accessible and lacks such constraints. 915

A.3 Data Pre-processing 916

Given the raw scraped corpus containing both for- 917

mal and informal utterances, we perform further 918

processing to smoothly adopt it for effective trans- 919

formation across colloquial Singaporean and stan- 920

dard English. Specifically, recognizing the pres- 921

ence of user identifiers—which are biased towards 922

different cultural communities and could poten- 923

tially mislead models in learning formal and in- 924

formal linguistic features—we first apply carefully 925

designed regular expressions to remove usernames 926

from the corpus. After that, to guarantee the us- 927

ability of the scraped content while avoiding non- 928

linguistic markers (e.g., website URLs, Unicode 929

characters, and newlines) that do not provide se- 930

mantic insights into either informal or formal per- 931

spectives, we tokenize the corpus and remove these 932

irregular tokens. The resulting union of formal and 933

informal texts contains about 140K examples. 934

A.4 Dataset Composition 935

To delve deeper into the dataset composition, Ta- 936

ble 1 presents the distribution of colloquial Singa- 937

porean English in ExpCSEST, highlighting various 938

fine-grained aspects of informal linguistic char- 939

acteristics. Syntactic annotations are the most 940

prevalent, occurring in 87,404 utterances. Lex- 941

ical borrowings are also well-represented, with 942

40,622 instances, evidencing ample language con- 943

tact of English and other regional languages in 944

Singlish. Additionally, pragmatic features are cap- 945

tured in 15,712 utterances, offering insights into 946

contextual language use. Prosodic and phonolog- 947

ical characteristics are annotated in 11,082 cases, 948
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In-context Prompt

You are an analyser of language styles. Using these linguistic aspects of style analysis as a guideline:
Syntax: Check if the word order, grammatical relations, agreement, and hierarchical sentence structure match that of Standard
English. For example, if it’s informal an example would be: "Tomorrow don’t need bring camera." against the standard
English "You don’t need to bring a camera tomorrow.", due to there being topic prominence like in Singlish instead of subject
prominence like in standard English.
Lexical borrowings: Check if there are loan words used from other languages common in Singlish, making the sentence
informal. For example, saying "Why John always haolian ah?" vs "Why does John always show off?" where Singlish borrows
the word "haolian" from Hokkien to mean show-off.
Pragmatics: Check for pragmatic particles common in Singlish as a signal for whether the said sentence is informal. For
example, a Singlish informal sentence would be: "So, I applied for Health Visitor lah" as opposed to: "Therefore, I applied
for Health Visitor", where the "lah" is a Singlish pragmatic particle that was used to express obviousness.
Prosody/Phonology: Check for textual representations of prosodic and phonological features (e.g., elongated vowels,
non-standard spellings, stress indicators) that suggest informal English or Singlish usage in online conversations. For example,
"Owadioooo" has extra o’s to express excitement/relief.
Emoticons / Punctation: Check for the use of emoticons, emojis, or non-standard punctuation that might indicate informal
language or Singlish. For example, excessive use of exclamation marks or question marks, or the inclusion of emoticons like
":)" or ";P" could suggest a more informal tone.
Code-switching: Look for instances where the speaker switches between different languages or dialects within the same
sentence or conversation. This is common in Singlish, where speakers might mix English with words or phrases from Malay,
Chinese dialects, or Tamil. For example, "I want to makan already, very hungry" combines English with the Malay word
"makan" (eat).
Here are some human-annotated examples: ${List of annotated examples}$
Now, given these new utterances, generate a new explanation for each of the below utterances. Follow the guidelines and the
structure given in the human-annotated examples. If there are no hints that it would be singlish for that guideline, leave it as
"no signal". If there are hints, mention the signs of Singlish/informal English writing. Return your response as a Python list
of annotations, where the response content is only the list. No yapping.
${List of utterances to be annotated}$

Table 7: The prompt used to generate the stylistic aspect explanations for the ExpCSEST dataset.

capturing textual representations of intonation. No-949

tably, 29,175 occurrences of emoticons and uncon-950

ventional punctuation reflect the dataset’s cover-951

age of informal, computer-mediated communica-952

tion. Code-switching, while less frequent (4,529 in-953

stances), is still substantially represented, allowing954

for meaningful analysis of multilingual practices.955

A.5 Linguistic Aspect Correlations956

To gain insights into how specific linguistic aspects957

interact to shape the informal and hybrid nature958

of Singlish, we further examine the co-occurrence959

matrix for these aspects flagged in utterances, as960

depicted in Figure 5. The matrix reveals weak961

overall co-occurrence, suggesting that each aspect962

contributes distinctly to Singlish. Syntax and lexi-963

cal borrowings show a moderate co-occurrence of964

0.46, indicating their prevalence in informal lan-965

guage, especially considering the dominant role of966

syntax in the dataset. In contrast, pragmatics ex-967

hibit weaker co-occurrence with syntax (0.18) and968

lexical borrowings (0.11), implying that pragmatic969

markers often function independently in informal970

utterances. This highlights the flexibility and adapt-971

ability of Singlish across different contexts.972
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Figure 5: Correlation matrix between the different as-
pects of informal English in Singapore.

A.6 Human Evaluation Instruction 973

Regarding the constructed ExpCSEST dataset, We 974

evaluate the LLM-generated stylistic aspect expla- 975

nations from two primary perspectives, as outlined 976

below: 977

• Aspect Identification Accuracy: This evaluates 978

whether the LLM correctly identifies the pres- 979

ence of each of the six informal aspects in an 980

utterance. If an aspect is identified correctly, it 981

is marked as 1; otherwise, it is marked as 0. The 982
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final output is a list of six scores, each indicating983

whether a specific informal aspect is correctly984

identified.985

• Aspect Explanation Validity: This assesses986

whether the explanation generated by the LLM987

for each aspect is relevant and adequately ex-988

plains the informal aspects of the utterance. A989

score of 1 is assigned if the explanation is appro-990

priate; otherwise, 0. The final output for each991

utterance is a list of six scores, representing the992

validity of the explanations for the informal as-993

pects.994

A.7 More Human Evaluation995

In addition to directly evaluating the quality of the996

aspect explanation annotations, we further assess997

annotation quality from a comparative perspective,998

measuring the consistency between aspect explana-999

tions generated by LLMs and humans. To achieve1000

this, we first involve three local students to iden-1001

tify the informal aspects in 50 randomly selected1002

utterances and provide corresponding explanations1003

based on the explanation taxonomy. Then, two1004

human evaluators compare the annotations gener-1005

ated by LLMs and humans to determine whether1006

the LLM annotations outperform those of humans,1007

with possible outcomes being WIN, LOSE, or TIE.1008

The evaluation process yielded WIN = 0.11, TIE1009

= 0.71, and LOSE = 0.18, with K = 0.52. This1010

indicates that LLM-generated aspect explanations1011

closely align with human annotations, highlighting1012

the effectiveness and reliability of our automated1013

annotation process.1014

B Interaction Example for MACoE-Style1015

Table 8 presents an interaction example generated1016

by MACoE-Style during the collaborative process1017

of transferring an informal utterance into its formal1018

version, with key adjustments made by specialized1019

agents highlighted in red.1020

C Experiments Related1021

C.1 Evaluation Matrics1022

To investigate how well the generated utterances1023

align with the target styles while preserving style-1024

independent content, we first employ human an-1025

notators to label the target utterances in the test1026

set, establishing the ground truth for performance1027

evaluation. Based on this, we adopt both automatic1028

and human evaluations to assess our experiments.1029

The automatic metrics we utilized comprised: (1)1030

Rank-based Mean Reciprocal Rank (MRR) and 1031

HitRate@1 (HR@1); (2) Content-based F1 and 1032

BLEU-1/2; and (3) Similarity-based BERTScore 1033

and BARTScore. In what follows, we detail these 1034

evaluation metrics separately. 1035

Rank-based Metrics: To evaluate the effective- 1036

ness of various methods, one of the most straight- 1037

forward approaches is to rank their generated out- 1038

puts based on adherence to target style norms, with 1039

higher rankings indicating better style transfer per- 1040

formance. Motivated by this, we thus adopt MRR 1041

and HitRate@1 as metrics to evaluate how effec- 1042

tively these methods perform. 1043

Specifically, MRR evaluates how effectively a 1044

method’s outputs are prioritized within the ranking 1045

list. A higher MRR value indicates that a method’s 1046

results consistently rank closer to the top of the list 1047

compared to other methods. HitRate@1 measures 1048

the proportion of a method’s outputs that are ranked 1049

in the top-1 position compared to all other methods. 1050

A higher HitRate@1 score indicates that the out- 1051

puts from this method more frequently rank as the 1052

best results. To assess these metrics, we leverage 1053

GPT-4 to rank the outputs of different methods ac- 1054

cording to their adherence to targeted style norms 1055

across specific linguistic aspects (see the full rank- 1056

ing prompt in Table 15). From this ranking list, we 1057

compute the MRR and HitRate@1 for each method 1058

as follows: 1059

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(3) 1060

1061

HR@1 =
1

|Q|

|Q|∑
i=1

1(ranki = 1) (4) 1062

where |Q| denotes the number of queries. 1063

Content-based Metrics: Additionally, the trans- 1064

formation from informal to formal language can 1065

fundamentally be viewed as a generative process. 1066

Based on this intuition, given that the actual labels 1067

are established above, we employ existing auto- 1068

mated generation metrics to evaluate the quality of 1069

the resulting formal sentences. These metrics in- 1070

clude the F1 score and BLEU-N (N=1, 2) (Papineni 1071

et al., 2002), which measure the lexical overlap be- 1072

tween the ground-truth labels and the generated 1073

sentences. Specifically, the F1 score in this context 1074

represents a balance of token-level precision and 1075

recall to quantify the overlap between model pre- 1076

dictions and references. Denoting s as the model- 1077
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Model Input Phase

Raw Sample
Utterance: Sibei sian .... Barton trying to be hero again U r the 5th option when we healthy KNN just
play with the team can a not???
Informal Aspects: [Syntax], [Lexical_borrowings], [Emoticons/Punctuation]

Specialized Agent Construction

Specialized Agents {Arole = LLM(instrole) | role ∈ {Syn,Lex, Pra, Pro,Emo,Cod}}

Stylistic Proposal Generation

Input
Utterance u: Sibei sian .... Barton trying to be hero again U r the 5th option when we healthy KNN
just play with the team can a not???
Control Signal c: [1Syn, 1Lex, 0Pra, 0Pro, 1Emo, 0Cod]

ASyn

Explanation eSyn: Fragmented structure, lack of subject-verb agreement, standard grammatical forms,
proper punctuation and capitalization. Use of informal "U r" instead of "You are".
Utterance uSyn: Sibei sian .... Barton is trying to be a hero again. You are the 5th option when we are
healthy KNN. Can you just play with the team???

ALex

Explanation eLex: "Sibei sian" is a phrase borrowed from the Hokkien dialect, meaning "very boring"
or "extremely tedious.". "KNN" is an abbreviation for a Hokkien profanity.
Utterance uLex: Very boring .... Barton trying to be hero again U r the 5th option when we healthy
just play with the team can a not???

AEmo

Explanation eEmo: Use of ellipsis (...) suggests a pause and multiple question marks (???) indicate
increased inquiry intensity, common in informal writing.
Utterance uEmo: Sibei sian. Barton trying to be hero again U r the 5th option when we healthy KNN
just play with the team can a not?

Multi-agent Collaboration

Input
Utterance u: Sibei sian .... Barton trying to be hero again U r the 5th option when we healthy KNN
just play with the team can a not???
Initial Proposals: [eSyn, uSyn, eLex, uLex, eEmo, uEmo]

ASyn
Utterance uSyn: It is very boring. Barton is trying to be a hero again. You are the 5th option when we
are healthy. Can you just play with the team?

ALex
Utterance uLex: Very boring. Barton is trying to be a hero again. You are the 5th option when we are
healthy. Can you just play with the team?

AEmo
Utterance uEmo: Very boring. Barton is trying to be a hero again. You are the 5th option when we are
healthy. Can you just play with the team?

Stylistic Proposal Aggregation

Input Utterance: u and Updated Proposals: [eSyn, uSyn, eLex, uLex, eEmo, uEmo]

Formal Output It is very boring. Barton is trying to be a hero again. You are the fifth option when we are healthy. can
you just play with the team?

Table 8: An example generated by the proposed MACoE-Style framework during the interaction process.

predicted sentence and r as the ground-truth sen-1078

tence, the F1 score is calculated as follows:1079

Precision =
|s ∩ r|
|s|

(5)1080

1081

Recall =
|s ∩ r|
|r|

(6)1082

1083

F1 =
2× Precision × Recall

Precision + Recall
(7)1084

Similarity-based Metrics: To complement the1085

above content-based methods and mitigate poten-1086

tial overestimation or underestimation, we fur-1087

ther utilize BERTScore (Zhang et al., 2020) and1088

BARTScore (Yuan et al., 2021) to assess seman- 1089

tic similarity, offering additional insights into how 1090

well the generated data aligns contextually with the 1091

ground truth. 1092

C.2 Baselines 1093

In the experiments, we compare our methods with 1094

the following baselines: 1095

Direct Prompt: Directly providing the necessary 1096

instructions as prompts to a single LLM to query it 1097

to transfer utterances into the target style, requiring 1098

only prompting once to execute all necessary style 1099

adjustments. This includes settings where LLMs 1100

are prompted using in-context exemplars without 1101
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and with stylistic aspect explanations. Specifically,1102

the exemplars are randomly selected from a set of1103

manually constructed TST examples.1104

Agent Duplicates: Building upon the Direct1105

Prompt, this baseline prompts LLMs in a dupli-1106

cated manner. Notably, the MACoE-Style frame-1107

work prompts multiple distinct LLMs, inherently1108

consuming more computational resources than the1109

Direct Prompt. To ensure a fair comparison, the1110

Agent Duplicates baseline uses the same prompt to1111

query the same LLM multiple times without shar-1112

ing their outputs as new input. This approach can1113

simulate the computational cost of the multi-agent1114

setup, enabling a performance comparison under1115

equivalent resource usage. This baseline includes1116

both without and with explanations in in-context1117

prompting settings. For the Agent Duplicates with1118

Explanation, we provide all the required style as-1119

pects to these duplicated agents during the utter-1120

ance transformation.1121

ICLEF (Saakyan and Muresan, 2024): A novel1122

human-AI collaboration approach for model distil-1123

lation, integrating scarce expert human feedback1124

with in-context learning and model self-critique to1125

achieve explainable style transfer. Specifically, the1126

ICLEF workflow consists of the three key steps:1127

• Informal attributes generation: An LLM is1128

used to identify the informal attributes present1129

in the input sentence. For example, given the1130

informal sentence, I would throw them out asap!,1131

the LLM is prompted to output a list of infor-1132

mal attributes like textese ("asap"), colloquialism1133

(“throw out”), exclamation mark, abbreviated lan-1134

guage ("I would").1135

• In-Context Learning from Expert Feedback:1136

Given that the LLM-generated informal attributes1137

may contain errors, this step involves combin-1138

ing human expert feedback with the in-context1139

learning and self-critique capabilities of LLMs to1140

refine the initial informal attributes. As a result,1141

the incorrect attribute abbreviated language ("I1142

would") would be removed.1143

• Paraphrasing: This step prompts the LLM to1144

paraphrase the informal sentence based on the1145

refined informal attributes, thereby obtaining the1146

formal version of the input sentence.1147

As a strong baseline in the experiments, a key dif-1148

ference between ICLEF and the proposed MACoE-1149

Style framework is that MACoE-Style leverages1150

linguistic knowledge to define a structured frame-1151

work with six informal aspects for describing infor-1152

mality, whereas ICLEF relies on model-generated 1153

informal attribute terms without a predefined struc- 1154

ture. Additionally, MACoE-Style employs a multi- 1155

agent framework to achieve greater controllability 1156

in style transfer. 1157

In our experiments, we implement the ICLEF 1158

baseline strictly according to its released code5. 1159

Notably, all prompts used to query the LLMs are 1160

identical to those specified in the paper. 1161

C.3 Implementation Details 1162

Model’s endpoint Throughout this study, we har- 1163

ness the capabilities of renowned Large Language 1164

Models such as GPT, Mistral, and Claude-sonnet to 1165

generate the formal or informal version of a given 1166

input sentence. We specifically list the endpoints 1167

that we use for this works. 1168

• OpenAI’s ChatGPT: We use the 1169

gpt-3.5-turbo endpoint for all the gener- 1170

ating and inference experiments including 1171

the Direct prompting, Agent Duplicates, and 1172

Multi-agent scenarios. Additionally, we also 1173

use gpt-4o-mini for generating the explanation 1174

of our ExpCSEST dataset. Finally, we utilize 1175

the strength of the gpt-4o to do the evaluation 1176

phrase for ranking between the methods’ outputs. 1177

• Mistral: We leverage the power of 1178

mistral-small-lastest to perform the 1179

ablation studies that related to using different 1180

backbone agents. 1181

• Claude: We employ the strongest end- 1182

point of Claude-sonnet 3.5 which is 1183

claude-3-5-sonnet-20240620 for incor- 1184

porating with others LLM’s endpoints in the 1185

different backbone agents setting. 1186

Hyperparameters In this study, we also explore 1187

different sets of hyperparameters that impact the 1188

generation phase of large language models, such 1189

as top_p and temperature. We tested various 1190

values for top_p and temperature during both 1191

inference and evaluation. Ultimately, we decided 1192

to set top_p to 0.9 and use temperature values of 1193

0.95 for inference and 0.1 for evaluation. 1194

C.4 Effect of Multilingual LLMs on Expertise 1195

Role-Play 1196

Table 9 reports the comparison of incorporating 1197

various multilingual-specific LLMs into MACoE- 1198

Style for performing style transfer from Singlish 1199

to Standard English. Following existing works, we 1200

5https://github.com/asaakyan/explain-st
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Method Agents F1 ↑ BLEU1 ↑ BLEU2 ↑ BERTScore ↑ BARTScore ↑

MACoE-Style

ChatGPT 0.6394 0.5492 0.3611 0.6899 -1.8204
Mistral 0.7099 0.6318 0.4647 0.7354 -1.6574
Claude 0.5497 0.5533 0.2685 0.6242 -2.0320
SeaLLM 0.6112 0.5162 0.3366 0.635 -2.0264
SeaLion 0.4249 0.3467 0.1626 0.5191 -2.4515
Qwen2.5-plus 0.4851 0.3977 0.2100 0.5709 -2.1767

Table 9: Effect of different multilingual backbone LLMs on expertise role-play in MACoE-Style for Singlish-to-
English TST.

explore the inclusion of the general multilingual1201

LLM Qwen (Qwen Team, 2024), as well as the1202

Southeast Asia-specific LLMs Sea-Lion (Ong and1203

Limkonchotiwat, 2023) and SeaLLM (Zhang et al.,1204

2024b). The experimental results in Table 9 re-1205

veal that MACoE-Style based on general LLMs1206

achieves superior performance. For instance, in-1207

corporating ChatGPT and Mistral into MACoE-1208

Style consistently outperforms those methods re-1209

lying on multilingual-specific LLMs. We suggest1210

that this can be attributed to two key factors: (1)1211

Existing general large-scale language models typi-1212

cally exhibit strong generalization capabilities and1213

broad language coverage, making them particu-1214

larly effective for the Singlish-English style trans-1215

fer task, especially given the inherent similarities1216

between Singlish and English. (2) Multilingual-1217

specific LLMs generally have fewer model param-1218

eters, which limits their ability to perform Singlish-1219

English style transfer as effectively as general1220

LLMs.1221

Additionally, tuning on Southeast Asia-specific1222

languages significantly impacts performance. No-1223

tably, MACoE-Style based on SeaLLM surpasses1224

the performance of MACoE-Style with Claude, un-1225

derscoring the importance of fine-tuning LLMs1226

on Southeast Asia-specific languages for effective1227

style transfer between Singlish and English.1228

D Prompting Details1229

In this section, we present the prompting details in1230

our experiments.1231

D.1 Direct Prompt1232

The prompts used for implementing the Direct1233

Prompt baseline are presented in Table 10 and Ta-1234

ble 11, including Direct Prompt without Explana-1235

tion and Direct Prompt with Explanation.1236

D.2 Agent Duplicates1237

As discussed in Appendix C.2, the Agent Dupli-1238

cates baseline can be considered a variant of the1239

Direct Prompt method used in a duplicated man- 1240

ner. Thus, the prompts for implementing the Agent 1241

Duplicates baseline are the same as those reported 1242

in Table 10 and Table 11. Notably, we use these 1243

prompts to query the same LLM multiple times 1244

without sharing their respective outputs. 1245

D.3 MACoE-Style Prompt 1246

In the MACoE-Style framework, we employ six 1247

distinct specialized agents delineated by input 1248

prompts. Given the similarity of these prompts, 1249

we provide the prompt for using the LLM as a 1250

SYNTAX expert for illustration. Table 12 and Ta- 1251

ble 13 present the prompts used for implementing 1252

the syntax-expertise agent in the multi-agent sce- 1253

nario. The italic-styled text denotes sections that 1254

can be modified based on the agent’s expertise. 1255

D.4 Aggregation prompt 1256

After obtaining multiple stylistic proposals, each 1257

reflecting a controlled and explainable transforma- 1258

tion of a specific linguistic aspect in the style trans- 1259

fer process, we utilize an aggregator to produce 1260

a definitive sentence in the target style. Table 14 1261

shows the prompt for performing stylistic proposal 1262

aggregation. 1263

D.5 Ranking prompt 1264

As discussed in Appendix C.1, we leverage GPT- 1265

4’s capabilities to critique and rank the outputs 1266

of various methods to assess their style transfer 1267

performance. Table 15 presents the prompt for 1268

implementing the ranking agent. 1269

E Human evaluation instruction 1270

The detailed guideline for human evaluation of the 1271

informal to formal style transfer task is illustrated 1272

in Table 16. 1273
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Direct Prompt without Explanation

As a linguistic expert, you are tasked with converting English utterances from an informal to a formal style. Below are
examples that illustrate the transformation from informal to formal usage. Use these examples as a guide to help you
understand common patterns in style adjustment.
Here are some examples:
Informal sentence: ${Informal input}$
Formal sentence: ${Formal output}$
Based on the provided examples, transform the following input informal utterance into a formal style.
Input Informal sentence: ${Input sentence}$
Final Output: [Provide the final sentence here]

Table 10: The prompt for implementing Direct Prompt baseline without providing stylistic aspect explanations.

Direct Prompt with Explanation

As a linguistic expert, you are tasked with converting English utterances from an informal to a formal style. Below are
examples that not only show transformations but also provide explanations for stylistic changes. Use these examples as a
guide to understand common patterns in style adjustments.
Here are some examples:
Informal sentence: ${Informal input}$
Aspect Explanations: {$Input’s all informal aspect explanations$}
Formal sentence: ${Formal output}$
Based on the provided examples, transform the following input informal utterance into a formal style. Focus specifically on
the indicated style aspects.
Input formal sentence: ${Input sentence}$
Style Aspects to Focus On: ${Input’s all informal aspects}$
Final Output: [Provide the final sentence here]

Table 11: The prompt for implementing Direct Prompt baseline with stylistic aspect explanations.

SYNTAX agent’s prompt without explanation

As a linguistic expert specializing in syntax, you are tasked with converting English utterances from an informal to a formal
style, focusing specifically on the aspect of syntax as defined below.
Syntax Definition:
Syntax assesses differences in word order, grammatical relations, agreement, and hierarchical sentence structure between
formal and informal texts.
Below are examples that illustrate the transformation from informal to formal usage. Use these examples as a guide to help
you understand common patterns in style adjustment.
Examples:
Informal sentence: ${Informal input}$
Formal sentence: ${Formal output}$
Task: Based on the provided examples, transform the following informal utterance into a formal style. Focus on syntactic
aspect, and provide a clear explanation of the changes made.
Output Format:
- Explanation: (Provide a detailed explanation of the syntactic changes made.)
- Formal sentence: (Provide the formally corrected sentence.)
Input informal sentence: ${Input sentence}$

Table 12: The prompt for implementing the specialized syntax agent without explanations within the MACoE-Style
framework.
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SYNTAX agent’s prompt with explanation

As a linguistic expert specializing in syntax, you are tasked with converting English utterances from an informal to a formal
style, focusing specifically on the aspect of syntax as defined below.
Syntax Definition:
Syntax assesses differences in word order, grammatical relations, agreement, and hierarchical sentence structure between
formal and informal texts.
Below are examples that not only show transformations but also provide explanations for stylistic changes. Use these
examples as a guide to help you understand common patterns in style adjustment.
Examples:
Informal sentence: ${Informal input}$
Explanation: ${SYNTAX aspect explanation}$
Formal sentence: ${Formal output}$
Task: Based on the provided examples, transform the following informal utterance into a formal style. Focus on syntactic
aspect, and provide a clear explanation of the changes made.
Output Format:
- Explanation: (Provide a detailed explanation of the syntactic changes made)
- Formal sentence: (Provide the formally corrected sentence)
Input informal sentence: ${Input sentence}$

Table 13: The prompt for implementing the specialized syntax agent with explanations within the MACoE-Style
framework.

Aggregation prompt

You are a linguistic expert. You will be given several utterances that are refined outputs from multiple agents.
Your task is to aggregate these refined outputs and derive the final, correct formal version of the sentence.
Input: (Multi responses from distinct agents)
Output: Formal sentence: (Your aggregated version of the input sentences)
Agents’ outputs: ${List of agents’ final round outputs}$
Based on the outputs from the multiple agents, return only the final formal version of the sentence.
Formal sentence: (Provide your refined sentence here)

Table 14: The prompt for constructing the stylistic proposal aggregator.

Ranking Prompt

Role: You are a linguistic expert specializing in text style transfer. Your task is to evaluate the effectiveness of different
methods in transforming Singlish into Standard English.
Task Overview:
Your task is to review and assess the quality of outputs from various methods. Focus on how well each method adheres to
Standard English norms across specific linguistic aspects.
Original Singlish Sentence: The provided Singlish sentence serves as the baseline for each transformation.
Critical Aspects for Evaluation: ${Definitions of aspects}$
Critically assess each method’s output by focusing on the six key aspects mentioned above. After completing the evaluation,
rank the models from the most to the least effective in achieving a high-quality transformation from Singlish to Standard
English.
Final Task: Provide a final ranking for each method. Assign 1 for the highest quality and increase for the lower quality.
Input Sentence: ${Informal input}$
Explanation of Key Aspects: ${Ground-truth explanation for informal input}$
Outputs from the Methods: ${Final outputs from distinct methods}$
Final Ranking: (All mapping "Method x: y" have to be placed on a single line, separated by a comma)

Table 15: The prompt used to rank the outputs of various methods for assessing their style transfer performance.
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Guideline of Human Evaluation

You need to evaluate the results of two different models in the text style transfer task, focusing on converting informal
language to formal language. You will receive two formal outputs generated from an informal input sentence. Your task is
to determine which method performs better across three specific aspects. Refer to the definitions below to understand the
aspects we need to concentrate on. Provided examples will demonstrate how to assess each metric.

Results 1 (First method), 0 (Equal), -1 (Second method)

(1) Style Control

Definition The Style Control (SC) assesses the degree to which generated text reflects formal linguistic characteris-
tics—such as elevated vocabulary, structured syntax, and adherence to grammatical conventions.

Example

1. Low style control: Realized that many people prefer dark theme gunmetal color walls, but find it
problematic when paired with red cabinets in the kitchen or red walls in the living room. (The verb
"realized" is at the start of the sentence without a noun, verb "find" have no any subject to which it refers)
2. High style control: It has been observed that many people prefer a dark theme with gunmetal-colored
walls. However, what is more extreme are those with red cabinets in the kitchen or a red wall in the living
room.

(2) Content Preservation

Definition Content Preservation (CP) checks the ability to retain the original meaning, information, and intent of the
input text while altering its style.

Example

Original informal sentence: can, the door can be painted if u need some homeowner also throw it away
1. Content preservation: The door can be painted if the homeowner wants it done, and they can also
dispose of it if needed.
2. Content changed: Can the door be painted? If needed, the homeowner can also dispose of it. (Originally,
"can" is an affirmative. It has been transformed into a question format.).

(3) Fluency

Definition Fluency: Check natural flow, coherence, vocabulary appropriateness, and proper punctuation.

Example

1. High fluency: Yes, Arenas was an exceptional player and arguably the most prolific scoring point guard
of that era. Surprisingly, I never anticipated him to emerge as the standout player. (smoother flow, better
coherence, and more varied vocabulary)
2. Low fluency: Yes, Arenas was an awesome player. He was literally the best scoring point guard during
that period. Wow.. Never expected this guy to be the one. (contains abrupt shifts in expression that can
disrupt the flow)

Table 16: Guideline for human evaluation of the informal to formal style transfer task.
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