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Abstract

Power flow (PF) calculations are the backbone of real-time grid operations, across
workflows such as contingency analysis (where repeated PF evaluations assess
grid security under outages) and topology optimization (which involves PF-based
searches over combinatorially large action spaces). Running these calculations
at operational timescales or across large evaluation spaces remains a major com-
putational bottleneck. Additionally, growing uncertainty in power system oper-
ations from the integration of renewables and climate-induced extreme weather
also calls for tools that can accurately and efficiently simulate a wide range of
scenarios and operating conditions. Machine learning methods offer a potential
speedup over traditional solvers, but their performance has not been systemat-
ically assessed on benchmarks that capture real-world variability. This paper
introduces PFA, a benchmark dataset for power flow that captures diverse vari-
ations in load, generation, and topology. PFA contains 859,800 solved power
flow instances spanning six different bus system sizes, capturing three types of
contingency scenarios (N, N-1, and N-2), and including close-to-infeasible
cases near steady-state voltage stability limits. We evaluate traditional solvers
and GNN-based methods, highlighting key areas where existing approaches strug-
gle, and identifying open problems for future research. Our dataset is available
athttps://huggingface.co/datasets/pfdelta/pfdelta/tree/main/and
our code with data generation scripts and model implementations is at https:
//github.com/MOSSLab-MIT/pfdelta.

1 Introduction

Solving the power flow (PF) problem —i.e., determining the voltages and powers of grid elements
based on loads and generator outputs — is essential for operating and planning power systems [1]. For
instance, performing contingency analysis (i.e., assessing the impacts of different equipment outages)
requires solving thousands of PF problems across potential outage scenarios within operational
timeframes (e.g., every 5 minutes) to support real-time decision making. Since solving AC power
flow is too slow for such workflows, operators rely on faster linear approximations like DC power flow,
which cause feasibility issues. Another important grid operations problem is topology optimization,
which explores which discrete actions such as bus splitting or line switching can alleviate grid
congestion; however, solving this problem involves searching a combinatorially large action space
(e.g., a single substation on a 118-bus system can have 65,000 possible configurations [2]), and
each search step relies on running PF. In addition, increasingly frequent climate-induced extreme
weather events are also expected to cause more component outages, impacting grid resilience. To
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accommodate this increased uncertainty, grid operators must perform PF calculations at greater speed
and scale to simulate outcomes across a diverse range of generation, load, and outage scenarios. While
highly accurate, traditional PF solvers based on techniques such as Newton-Raphson (NR) incur high
computational cost, making them impractical for such large-scale, real-time applications [3l].

Machine learning (ML)-based approximators, particularly those based on graph neural networks,
have emerged as an alternative to learn fast approximations to power flow, due to their fast runtime
and inherent ability to represent the graph-structured nature of power grids [3H7]]. However, despite
its potential, today’s research in this area faces two key limitations. The first is the absence of stan-
dardized benchmarking: different papers employ different data generation processes and evaluation
approaches, making meaningful comparisons challenging. The second is that existing large-scale
datasets only account for a subset of the variations real-world power grids are expected to face,
such as uncertainty in generation and load profiles (due to time-varying renewables and changing
energy demands) and changes in power grid topology (due to topology control actions and component
outages from severe weather events). Developing models that are robust and reliable under these
conditions and that scale to realistic grid sizes of >1000 nodes [8] is key to ensuring deployability.
In light of these gaps, we make the following contributions:

1. We introduce PFA, a benchmark dataset for evaluating ML approaches to power flow across
variations in load distributions, generator profiles, grid sizes, and N-1/N-2 topological
perturbationsﬂ Our dataset also includes close-to-infeasible power flow cases near steady-
state voltage stability limits that traditional solvers sometimes struggle to solve.

2. We propose a data generation scheme that combines the load sampling technique developed
by [9], the topological perturbation scheme used by [10], and a novel approach for producing
diverse generator profiles, in order to better capture diverse real-world variations.

3. We establish standardized tasks and metrics to assess performance across several regimes:
in- and out-of-distribution generalization, data efficiency, and close-to-infeasible cases.

4. We evaluate the performance of a traditional power flow solver and three state-of-the-art
graph neural network (GNN)-based approaches using the proposed tasks and metrics.

2 Related Work

GNN:s for power grids. Several GNN-based power flow solvers have been proposed; however, differ-
ent papers present unique training and evaluation regimes on custom datasets, making comparisons
difficult. In addition, these custom datasets tend to only capture a subset of the variations experienced
by real-world power grids, underscoring the need for realistic datasets and standardized training
frameworks. For instance, GraphNeuralSolver [4], a self-supervised model that directly minimizes
power balance equations in its loss function, is trained and evaluated over variations in generator/load
profiles, line characteristics, and grid sizes, but not N—1 topological perturbations. TypedGNN [6]],
another self-supervised model, trains over variations in load, topology, and generator active and
reactive power variations. However, both models are tested on a maximum grid size of 118 nodes.
PowerFlowNet [1]], a supervised model that combines bus-type mask embeddings with TAGConv
message passing layers, trains over changes in load profile, generator setpoints, and grid size, and is
evaluated on realistic grids, including the 6470-node French network [11]; however, it is not trained
or evaluated on N—1 topological perturbations. GNNs for the closely related AC optimal power flow
(ACOPF) problem have also been proposedE] One such example is CANOS [12]], a supervised model
that uses interaction networks and a combined L2 and constraint-violation loss. The model scales to
large grid sizes (up to 10,000 nodes) and handles N—-1 topological perturbations, but it is not trained
on a realistically diverse set of load profiles or generator setpoints.

Datasets for ACOPEF. Our work is inspired by recent efforts to create ML benchmarks for power
grid problems. One such example is PowerGraph [13]], a dataset designed for GNNs for power grids,
supporting tasks such as power flow prediction and cascading failure analysis. While PowerGraph
includes valuable real-world scenarios, such as ground-truth explanations for cascading failure
events, it only supports a grid size of up to 118 buses and lacks explicit incorporation of topological

2An N—k perturbation corresponds to the outage of & grid components such as lines or generators.
3 ACOPF optimally determines power generation setpoints given an objective function, AC power flow
constraints, and device limits. AC power flow solves for grid state variables given power generation setpoints.
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Figure 1: Illustration of a generator and load ina Table 1: Bus types and their known (input)
power system bus, labeled with each component’s and unknown (output) variables in power
associated variables, adapted from [14]. flow analysis.

perturbations or variation in load and generator profiles. Other large-scale datasets for power grids
focus on ACOPF. Notable examples include OPFData [10]], a dataset capturing ACOPF solutions
with load perturbations and N—1 topology perturbations, and OPF-Learn [9], a framework to create
ACOPF datasets with diverse load profiles. While these datasets enable standardization and capture
real-world variations, they are not well-suited out-of-the-box for benchmarking power flow. In
particular, they lack diversity in generator setpoints, as ACOPF typically involves near-optimal
setpoints (from a power cost perspective), whereas power flow must handle a wider range of setpoints.

3 Preliminaries: Power Flow

Given knowledge of power demand (load) and generator setpoints, the power flow problem aims to
determine the voltages and power injections{ﬂ for all nodes (buses) in a power system, as well as the
power flows along all lines. Formally, we can represent the power network as a graph with nodes
B and edges (lines) £ C {(¢,7) | i,5 € B, i # j}. Each node i € BB has four variables associated
with it: |v;| (voltage magnitude), 8; (voltage angle), pner ; (net active power injection), and gne ; (net
reactive power injection). Figure [T depicts how each of these variables are associated with a bus
in a network. In the power flow setting, at each bus, two of these variables are known, while the
remaining two are unknown. Depending on which quantities are known and unknown, nodes are
classified as slack, load (PQ), or voltage-controlled generator (PV) buses (see Table E])

Given the known bus quantities, power flow aims to determine all unknown quantities (i.e., all
unknown bus variables and branch flows) to satisfy a specific set of non-linear equations. The nodal
balance equations (I)—(2) reflect that the amount of power flowing into each bus must equal the
amount of power flowing out; we define Ap; and Ag; as the active and reactive power balance
mismatches, respectively, at each bus, and aim to set these quantities to 0. The line flow equations (3)—
(@) compute the active and reactive power flows p;; and g;;, respectively, along each line.

0= Apz ‘= Dnet,i — |U1| Z |’Uj| (G” CcOS Gij + Bij sin 0”) Vie B (1)
j=1

0= Aqi ‘= Qnet,i — |Uz| Z |1}j| (Gz] sinﬁij — Bz’j COS 0,']«) VieB (2)
j=1

pij = |villvj](Gij cos 0ij + Bijsinbij) — Gijloi* ¥(i, j) € £ 3

ij = |villv;|(Gijsin 055 — Bij cos 0;) + |vil*(Bij — bsi5) V(i,j) € L. 4)

(Here, 0;; := 6; — 6;, and G and B are the real and imaginary components, respectively, of the
network admittance matrix Y.) Traditional power flow solvers generally approach this problem in two
stages: (a) calculate all unknown bus voltages by using an iterative solver such as Newton-Raphson to
solve the nonlinear, implicit system of equations comprising (I)-(2) at PQ buses and (T)) at PV buses,
and (b) plug the given and calculated voltage quantities into the remaining equations to analytically

*Voltages and powers are complex-valued. Active (real) power flows in the direction of energy transfer and
performs useful work; reactive (imaginary) power oscillates between source and load without doing useful work.
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Figure 2: Data generation process for a single data sample within PFA.

calculate the rest of the network state — i.e., ppet and gyer at the slack bus, gy at all generator buses,
and p;; and g;; at all lines. Some GNN-based approaches similarly adopt a two-stage approach, using
a GNN to approximate step (a) and then plugging the resultant voltage predictions into the remaining
equations; other approaches work end-to-end manner by directly predicting the full network state.

4 PFA: A Benchmark for Power Flow

We present PFA, a benchmark for ML-for-power-flow methods that captures perturbations in load
profiles, generator profiles, and network topologies. PFA consists of a total of 859,800 solved AC
power flow instances across the following bus system sizes: IEEE-14, IEEE-30, IEEE-57, IEEE-
118, GOC-500, and GOC-2000 [15}[16l]. We provide 159,600 samples per bus system (except for
GOC-2000, for which we offer 61,800 samplesg]) that span three distinct feasibility regimes: (1) cases
that are feasible, (2) cases that approach infeasibility, and (3) cases that are close-to-infeasible. We
additionally present a set of standardized evaluation tasks to assess model performance across four
regimes: in-distribution generalization to N-1 and N-2 topological perturbations, data efficiency,
out-of-distribution generalization to different grid sizes, and performance on challenging close-to-
infeasible cases.

4.1 Data Generation

Figure [2]illustrates our data generation workflow for a single data sample. The process starts by
obtaining power network data for the grid size of interest, and then simultaneously introducing three
types of perturbations relative to the “base case” reflected in the network data. The goal of applying
these perturbations is to simulate data instances reflecting a wide range of grid conditions, to better
facilitate the training and evaluation of learning methods.

* Load perturbation: We utilize the OPF-Learn load sampling method [9], which uniformly
samples load profiles from a convex set that contains the ACOPF feasible space. As in [9], when
an infeasible point is found, the convex set is reduced using infeasibility certificates. Unlike [9],
which considers a more traditional ACOPF formulation, we utilize a custom ACOPF formulation
tailored to the power flow problem to generate these points, where limits on output variables
for power flow have been removed. A complete description of the formulation is provided in
Appendix While a common alternative approach is to sample active power demand from a
uniform distribution within £ 20% of the nominal base case (see, e.g., [10]), we find this does not
result in sufficient load profile diversity in the generated power flow cases (see Appendix[A.4).

Topological perturbation: We induce N-1 and N-2 topological perturbations, i.e., simulate
component outage events where up to two generators or lines (or one of both) are lost [[17].
We build upon the approach proposed by [10], where each data sample is subject to one of the
following equally probable events: (1) removal of up to two randomly chosen generators, (2)
removal of up to two randomly chosen lines, (3) removal of a randomly chosen line and generator,
or (4) no removal, maintaining the original topology.

Generator cost perturbation, for setpoint creation: To create diverse active power and voltage
setpoints on the generators of the system, we perturb the generator cost functions in the base-case

SWe offer fewer samples for GOC-2000 due to the exponentially large computational cost of scaling to larger
grid sizes, which we were not able to fully accommodate within our compute setup.



data. These cost functions are ultimately used to solve a modified version of ACOPF, resulting in
different setpoints. Specifically, we randomly permute generator cost parameters (which specify
how expensive it is for each generator to produce electricity) between and among generators.

Given a set of perturbed inputs, we aim to determine whether they correspond to a feasible power flow
solution. In particular, to obtain a power flow solution, we pass the perturbed data sample through a
custom formulation of ACOPF using PowerModels.jl [18]] and Ipopt [19]], a robust state-of-the-art
solver. The custom ACOPF formulation removes limits on power flow output variables, namely
reactive power generation, voltage magnitude at PQ buses, and branch flows, which makes the ACOPF
constraints equivalent to the power flow equations. If ACOPF converges, the sample is accepted, as
shown in Figure [2} in other words, we only accept inputs with feasible solutions into our dataset.
In addition to saving the perturbed inputs, we also save the obtained solution in order to ensure our
dataset is compatible with supervised learning methods; however, all benchmark evaluation metrics
are unsupervised (see Section[4.4) to avoid biases associated with the particular solution obtained (see
next paragraph). This data generation pipeline is fully generalizable to any network grid that is saved
in a data format that can be parsed by PowerModels (such as PSS/E and MATPOWER formats)E]

An important point to note is that power flow problems can have multiple solutions, and best practice
is to select a physically meaningful, operational point. Rather than enumerating all solutions, which
would require solving with different initializations and incur large computational cost, we follow
standard practice in the optimal power flow and power flow literature by saving the solution the
solver converges to. While we do not explicitly recover all power flow solutions, our data generation
procedure captures diverse operating conditions, including high-voltage, small-angle-difference
solutions (typical of normal operations) and lower-voltage, larger-angle-difference solutions (useful
for studying system stress or instability). Appendix [A.4]demonstrates that PFA exhibits feature
diversity reflective of these operating conditions in comparison to existing large-scale datasets
OPF-Learn and OPFData.

4.2 Close-to-Infeasible Cases

We also generate close-to-infeasible cases, which are defined in terms of their proximity to steady-
state voltage stability limits. These cases correspond to scenarios where the grid is at its loadability
limit. At this point, a further increase in load cannot be accommodated by the grid. Traditional power
flow solvers often struggle to converge on these cases, due to the problem being ill-conditioned. These
samples are obtained by progressively increasing power injections and withdrawals in the network
and making repeated power flow calculations. A close-to-infeasible case is then identified as being at
the steady-state stability limit where the power flow Jacobian becomes singular; beyond this point, no
power flow solution exists. Inspired by data augmentation strategies in ML, we also generate samples
“approaching infeasiblity,” representing points just before this boundary, for training. By computing
such samples, we ensure that we include points in our dataset that Ipopt may not have converged to
on its own. A detailed description of our procedure for computing close-to-infeasible cases can be
found in Appendix[A.T]

4.3 Dataset Summary

To the best of our knowledge, PFA is the only power flow benchmark dataset that introduces
simultaneous perturbations to loads, generator setpoints, and topologies, and that provides a data
generation strategy for challenging cases that approach infeasibility; Appendix [A.2]illustrates how
our proposed dataset compares to prior benchmarks. A summary of the amount of data we generate
for each topological perturbation and feasibility regime for each bus size is in Appendix [A.5] In
addition to providing the raw data produced by this data generation process (available on Hugging
Face under a CC-BY-4.0 license), we provide a flexible PyTorch InMemoryDataset class to enable
efficient integration with learning methods. This class provides both a general bus-generator-load
level formulation of the grid as well as one that contains bus types specific to the power flow problem,
such as PV, PQ, and slack buses. An overview of what each data instance contains and how it is
formatted using the InMemoryDataset is given in Appendix

8If needed, data generation functions in our codebase can also be adapted for OPF with custom objectives.



4.4 Standardized Evaluation Tasks and Metrics

Tasks. We provide a set of standardized evaluation tasks to evaluate in- and out-of-distribution
performance, data efficiency, and performance on close-to-infeasible cases. In-distribution tasks
assess whether models trained on a grid of a given size (with topological perturbations) can perform
well on grids of the same size, mirroring scenarios when grid operators leverage a solver for a given
grid [20]). Data efficiency tasks echo scenarios with limited historical data or distribution shifts due to
evolving grid conditions [21]]. Out-of-distribution tasks capture cases where models are deployed
on unfamiliar grid sizes, such as when a grid expands [4], or as general-purpose solvers. Lastly,
evaluation on close-to-infeasible cases assesses model robustness in solving power flow cases close
to the steady-state voltage limits where traditional solvers sometimes struggle to converge [22]]. A
summary of all evaluation tasks is in Table

Metrics. We propose key performance metrics for model evaluation. For a model to be deployable, it
fundamentally needs to produce solutions that satisfy the power balance equations (I)) and (2)), i.e.,
ensure that the net injected power at each bus is equal to zero. The magnitude of the complex power
mismatch |AS;]| at each bus, i.e., the deviation from satisfying power balance, can be computed by
combining the active and reactive power mismatches Ap; and Ag;, respectively, as calculated by
using the power flow problem inputs and each method’s outputs:

|AS;| =1/ (Ap;)? + (Ag;)? VieB. )

Based on this value, we define evaluation metrics listed in Table[3] specifically the mean and maximum
power mismatch across the dataset. We also evaluate the runtime of each model. Furthermore, we
introduce interpretability metrics, such as statistics on nodal features, to examine whether the model
learns plausible solutions (given, e.g., that power balance solutions may be non-unique, and some
solutions may not be practically usable). The interpretability metrics are described in Appendix
One motivation for using such unsupervised metrics is to address solver bias in the situation when
multiple power flow solutions exist. Using an unsupervised metric allows us to evaluate models based
on how well outputs satisfy the power flow equations, rather than introducing evaluation biases in
favor of the specific solutions found by Ipopt during the data generation process.

5 Experiments and Evaluation

5.1 Tested Models

We use PFA to perform a comparative analysis between a traditional power flow solver and state-of-
the-art GNN-based approaches. We choose GNNs because they are the most popular ML approach
identified for power flow; they are a natural fit given that power flow is a node value prediction
problem and that traditional solvers need to generalize across varying grid sizes. However, our
benchmark is readily compatible with other types of methods[] For the traditional solver, we select
PowerModels.jlI’s Newton-Raphson solver [18]]; we run this model in a “flat-start” mode (i.e., all
voltages initialized to 1). For the GNN-based approaches, we select CANOS [12], PowerFlowNet [1]],
and GraphNeuralSolver [4].

CANOS was originally proposed to solve ACOPF. It leverages an encoder-decoder structure combined
with an interaction network, where features of each grid component (buses, generators, shunts, loads)
are projected into distinct high-dimensional spaces prior to message passing [23]]. Predictions are
made on nodal features, the decoder enforces nodal box constraints via sigmoid bounding, and the
outputs are used to analytically calculate branch flows (3)-@). The model is trained on a combined L2
and constraint violation loss. As the original code is not publicly available, we re-implement CANOS,
with our replicated results for ACOPF shown in Appendix [A.8] We then adapt CANOS for power
flow prediction, referring to our modified version as CANOS-PF. Key changes include customizing
the encoder-decoder architecture for our dataset, removing sigmoid bounding, and modifying the
constraint violation loss to focus solely on power and branch flow violations. Additionally, our
predictions are used not only to derive branch flows analytically, but also the slack bus values.

"Node and edge data are stored as tensors, making it simple to access these attributes and feed them into any
standard feedforward network.



Task Topology Feasibility Bus Size
No. Description Train Test Train Test Train Test
(# Samples)
Task Group 1: In-Distribution Generalization
N Feasibl
11 Unperturbed N N1 Feasible CT:)ISS; tz’ 14, 30,57 Same as
training topology N_2 (54,000) infeasible 118, or 500 train
N Feasibl
12 | N-1perturbed N N1 Feasible CT(?:; tz’ 14, 30,57 Same as
training topology | N — 1 N2 (54,000) infeasible 118, or 500 train
N N , Feasible, 14,30,57
13 N-2 perturbed N-1|N—1 Feasible Close-to- 118, 500, or Same as
training topology (54,000) . ) train
N—-2| N-2 infeasible 2000
Task Group 2: Data Efficiency
2.1 e];f(f?i‘:ig:ct; Same experimental setup as Task 1.3
N N Feasibl
29 Medium data N-1|N—1 Feasible CT:)ISS; tz’ 14, 30, 57 Same as
efficiency N—2| N—o (36,000) infeasible 118, or 500 train
N N Feasibl
23 High data Ne1l| N-1 Feasible CT(?:; tz’ 14, 30,57 Same as
efficiency N_z| N—o (18,000) i foasible 118, or 500 train
Task Group 3: Out of Distribution Generalization to Different Grid Sizes
N N Feasibl
31 Fixed training N-1l|nNn-1 Feasible CT;S; tce)’ 14,30, 57 All of
grid size N_2| N—o (54,000) i feasible 118, or 500 the others
N N Feasible
Lo : > 118
3.2 frrg;lilnggﬂgdrgif; N-1|N-1 gif‘%‘gg; Closc-to- | 14,30, and 57 |
N-2| N-2 ’ infeasible
Large grid size N N Feasible Feasible,
33 fraining group N—-1| N-1 (54.000) Close-to- 118 and 500 | 14,30, 57
N—-2| N-2 infeasible
Task Group 4: Training on Challenging Power Flow Cases
Feasibl .
Training with N N (4?821561006; Feasible, 14.30.57 Same as
4.1 hard power N-1| N-1 T Close-to- T train
flow cases N_92| N_2 + Close-to-infeas. infeasible 118, or 500
(5,400)
Feasible
(27,000) .
Training with N N ; Feasible, 14, 30, 57
+ Close-to-infeas. y oU, Same as
4.2 augmentedhard | N—-1 | N -1 (5.400) Close-to- 118. or 500 train
power flow cases | N —2 | N —2 U infeasible » Of
+ Approaching
infeas. (21,600)
Traini | N N Close-to-infeas. Feasible
43 f&;ﬁﬁnﬁaﬁg y Ne1lN-1 (10,800) Close to, 14,30, 57 Same as
’ i Bl t
power flow cases | v —2 | N g | [ OAPPOATIE | infeasible | 1% 07900 ram

Table 2: Standardized evaluation tasks for PFA spanning in- and out-of-distribution performance,
data efficiency, and performance on close-to-infeasible cases. For each task, the number of training
samples is split evenly between all train topologies (e.g., for Task 1.2, we use 54,000/2 training
samples from each of N and N-1.) and is per bus size in the training set (e.g., for Task 3.2, there are
54,000 x 3 training samples). For each bus size across all tasks, we use 6,000 feasible test samples,
and 600 close-to-infeasible test samples.

PowerFlowNet (PFNet) is a supervised learning method that combines bus-typed embeddings of
the input features and mask embeddings with TAGConv message passing layers. These layers are
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Table 3: Metrics for evaluating model performance. Interpretability metrics are in Appendix

designed to leverage K-localized adaptive filters that extract multi-scale features across different
receptive field sizes while preserving the graph’s topological structure [[24]. This enables better
information propagation while reducing the risk of oversmoothing after several layers of message
passing. The model trains on an L2 loss. We use the publicly available PFNet code for our results.
Replicated results of the original paper are provided in Appendix [A.9]

GraphNeuralSolver (GNS) is a self-supervised method that iteratively updates the GNN’s nodal
features during training by directly minimizing the power balance equations. It works in three stages.
The first step calculates the global power consumption, which includes active power demand, power
line losses, and shunt element consumptions. It also analytically determines a parameter A that
adjusts every generator’s active power output to ensure consumption and generation are equal. The
second stage calculates the local power imbalance at each bus, which is used in the loss. Third, a
neural network-based update is applied to the voltage magnitudes and angles based on the local
power imbalance and messages aggregated from neighbors. As the original architecture modifies all
generator active power outputs (i.e., the input values), it does not emulate a traditional power flow
solver. Our version, GNS-S, modifies the architecture for our problem setup. Notably, in the first step,
A is determined such that all PV generators maintain their pre-specified generation output, and only
the slack bus output is modified. Our updated model formulation is provided in Appendix[A.T0]

5.2 Results

We select a representative subset of experiments from our standardized framework of tasks (see
Table 2) to evaluate model performance across diverse operational conditions. Specifically, we
focus on Tasks 1.1, 1.2, 1.3 (and 2.1), 3.1, 4.1, 4.2, and 4.3 which span a broad range of scenarios.
Our primary analysis is conducted on the IEEE 118-bus system, which is typically the largest and
most commonly used bus-system in the literature to train GNN-based power flow models. Before
performing experiments, we conduct a grid-search based hyperparameter search strategy to tune each
architecture’s parameters (see details in Appendix [A.TT). To maximize architecture generalizability,
hyperparameter tuning is performed using the training data from Task 1.3, which contains the most
diverse set of topological variations within our dataset. Each model is trained three times with
different random weight initializations and error bars are calculated as the standard deviations across
these runs. All models were trained using either an NVIDIA V100 or NVIDIA RTX 8000 GPU. Key
results are shown in Figure [3and extended results are provided in Appendix [A.12]

5.2.1 Task Group 1: In-Distribution Generalization

First, we examine how models generalize to N-1 and N-2 topological perturbations based on the
diversity of their training topologies (Tasks 1.1-1.3). In general, we see that models trained only on
the base (V) topology generally perform poorly on N-1 and N-2 cases. Even CANOS-PF, while
achieving the best average performance across this task group, performs the worst on N-1 and N-2
cases when trained solely on N. This is likely due to the model’s use of analytical formulas to derive
branch flow and slack values from nodal predictions, an approach that amplifies errors when initial
predictions are inaccurate. A key insight our results provide is that training on N-1 perturbations is
improves generalization to both N-1 and N-2 cases across all models. We also note other interesting
behavior such as GNS-S’s high error variance, possibly due to its constrained architecture that
is sensitive to structural perturbations [4], and the fact that models with supervised components
and message passing (especially interaction networks) exhibit robust performance, indicating that
perhaps deeper and more expressive architectures are better equipped to learn representations under
topological variation. Still, a key limitation remains: all models fail to achieve PBLs comparable to the
Newton-Raphson (NR) solver (see Figure @), even when they include physics-informed components,
highlighting an open challenge in the field for architecture development.
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Figure 3: Experimental results for all selected tasks.

5.2.2 Task Group 2: Data Efficiency

Most models exhibit consistent performance across data efficiency tasks; performance patterns do not
drastically change between the high-data and low-data regimes. An exception is GNS-S, which, in
the low-data regime, performs comparably to when it is only trained on data without any topological
perturbations. This result further suggests that topological diversity in the training data may play
a more crucial role in driving model performance and improving generalization, compared to the
amount of training data. However, as discussed earlier, the objective to develop models that can
match the performance of NR solvers, even in these data-limited regimes, remains ground for future
work in the field. This is especially a priority for real-time inference applications: models must be
fast and adaptable to distribution shifts, making data-efficient, generalizable solvers essential for
practical deployment.

5.2.3 Task Group 3: Out-of-Distribution Generalization and Runtime Analysis

Results for Task Group 3 are shown in Figure @] We train on a 118-bus system and report test
results on the feasible cases of a 57-bus system and a 500-bus system. We also include runtimes and
comparisons to the NR solver. A note on the PFNet results is that the model employs normalization;
we apply the same normalization parameters used for the training set to the other bus sizes. Overall,
GNN-based models outperform NR in terms of runtime (NR runtime increases with the bus system
sizeﬂ The fastest model achieves approximately a 5x speedup. This is in part because GNN-based
models benefit from the hardware they can leverage, contributing to their speed advantage. However,
even the best models do not achieve the 10~ precision levels typical of NR. This experiment also
highlights the challenge of generalizing to grids of a different size than the training grid; all three
models struggle to do this. Achieving high accuracy on larger grids without relying on overly deep
architectures (which suffer from oversmoothing) or designing models that can generalize across sizes,
either through unique training strategies or architectural innovation, remain major open problems in
this area.

5.2.4 Task Group 4: Performance on Close-to-Infeasible (C2I) Cases

Lastly, we examine model performance on close-to-infeasible (C2I) samples and the effect of
including such cases in the training data. While CANOS-PF achieves the lowest average error overall
in Tasks 4.1 and 4.2, GNS-S obtains the lowest C2I-specific losses across all of Task 4. This suggests
that C2I samples are less out-of-distribution for GNS-S than for other models. In contrast, PFNet

8We only included runtimes for the samples that NR converged for; the samples that were not able to converge
took longer, on average, to reach that point.
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Figure 4: Results for Task 3.1 showcasing the Power Balance Loss (PBL) on a combined feasible
and close-to-infeasible test set for three bus sizes. Runtimes and PBL of Newton-Raphson (NR) are
reported only for the samples of the test set that converged from a flat start. Convergence rates are
95.2%, 65.7%, and 43.4% for bus sizes 57, 118, and 500, respectively, and PBL values for NR were
approximately on the order of magnitude of 10~°. Runtime and PBL values for bus size 2000 are not
included as NR failed to converge from a flat start for this system size. NR runtimes were calculated
on an Intel Xeon Gold 6140 CPU and GNN runtimes were calculated on an NVDIA RTX 8000 GPU.

consistently performs worst on these cases, highlighting the difficulty of handling near-infeasibility
through purely supervised learning.

Interestingly, GNS-S maintains strong performance on feasible cases even when trained only on
approaching infeasible and close-to-infeasible samples (Task 4.3), whereas CANOS-PF performance
degrades slightly and PFNet performance reduces drastically in this regime. This could be attributed
to the physics-informed components in CANOS-PF and GNS-S which promote prediction of solutions
that satisfy power balance equations even under extreme operating conditions. Overall, performance
on C2I samples remains limited when such points are excluded from training. Task 4.2 improves C2I
performance but at the expense of feasible-case accuracy, while Task 4.3 highlights the opposite trend,
except for GNS-S. These results underscore a key open challenge: designing models that reliably
handle both normal and extreme operating conditions, potentially without needing C2I samples in
their training sets to do so.

In addition to experiments on tasks, we also investigate the failure modes of the models. Key insights
we take away from our analysis are that CANOS-PF is more consistent and stable across scenarios,
while PFNet and GNS-S exhibit higher variability and occasional qualitatively different failure modes.
A more detailed overview of this is provided in Appendix [A-13]

6 Future Directions

PF A offers a standardized framework for evaluating ML-based power flow methods, serving as a
valuable tool for grid operators and planners. This benchmark highlights several open challenges
and research directions. A primary priority is the development of fast, scalable, and accurate solvers
that support real-time decision-making under diverse grid conditions. Key goals include achieving
feasibility on par with Newton-Raphson (NR) methods and generalizing to large-scale grids with >
1000 buses. Another interesting direction is building models capable of reliably identifying infeasible
power flow cases. While our dataset includes samples near the loadability limit, there is currently no
benchmark to assess a model’s ability to detect when a solution does not exist. Since NR solvers do
not indicate a reason for non-convergence, ML models could fill this gap by identifying the reason for
such cases. Other challenges also include designing architectures robust to higher-order topological
perturbations, i.e., N —k contingencies for £ > 2. Given the combinatorial growth in possible outages
as k increases, ensuring robust model performance across a meaningful subset of these scenarios
remains an important next step. On the data generation and benchmarking front, a key priority is
evaluating models on out-of-distribution load profiles. Although [9]]’s method samples from the full
feasible load space, accurately representing this space in large networks is computationally infeasible.
Another significant challenge is to develop scalable data generation methods that achieve high feature
diversity for networks with thousands of nodes. Addressing this scalability issue is essential, since
robust performance on large-scale networks is critical for real-world model deployment.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract clearly summarizes the scope and key contributions of the paper.
The introduction provides additional context and outlines the four main contributions in
detail, accurately reflecting the content of the paper.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The future directions section discusses the limitations of the dataset, including
the high computational cost of generating data for larger network sizes. It also outlines
potential avenues for improvement.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides a thorough description of the data generation process and
clearly details the implementation choices for the tested models. This level of detail is
sufficient to reproduce the main experimental results and validate the paper’s claims.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: A link to the code repository and the Hugging Face repository with the data is
provided in the paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The train-test splits for each of the experimental tasks are described in Table 2
and the hyperparameter tuning strategy (alongside other model training details) is introduced
in the Results section and described in more detail in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports variability using box plots, which clearly show the distri-
bution of metrics across runs. Additionally, a table in the appendix provides the mean and
standard deviation of each metric across three runs, supporting the statistical validity of the
results.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The Results section details the compute resources used.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research conforms to the NeurIPS Code of Ethics
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses the implications of the proposed benchmark dataset,
emphasizing how it can highlight areas of opportunity and gaps in the current literature.
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11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper appropriately credits the original authors of the architecture being
implemented, as well as the specific components incorporated into the data generation
pipeline. Licenses and terms of use are respected where applicable.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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13.

14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The introduced asset—the dataset—is well documented, with clear descriptions
of its structure, contents, and intended use provided in the paper and linked repositories.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Close-to-Infeasible Case Generation

Close-to-infeasible cases correspond to operating conditions near the steady-state voltage stability
limit. Beyond this limit, no power flow solution exists, and the system is susceptible to voltage
collapse, in which the whole system goes down. At this critical point, the power flow Jacobian
becomes singular; solvers such as Newton-Raphson are prone to divergence [[1, [25]].

A technique commonly used to find the steady-state stability limit is continuation power flow, which
traces a path of solutions to the power flow equations employing a predictor-corrector scheme.
Specifically, the basic power flow equations g(z), shown in Equation are reparameterized with a
continuation parameter A € R, resulting in the system in Equation , where z = [GT |’U‘T} T
The notation used here is consistent with that used in [26]], where P(z) and Q(x) corresponds to the
second term in Equations [1)and [2} respectively, and P and Q™ are the net active and reactive power
injections, respectively.

P(x) — P
o) = |00 b (1)
inj _ pinj
Fa)) = gla) = x| Do ™ Lo | g (A2)
target base

For a current solution (9, A7), the predictor estimates the next point (27, \7), typically by taking a
step along the tangent direction of the solution trajectory. The corrector then uses this as a warm-start
point for Newton’s method in order to find the next solution (z/+1, A7+1)_ If the corrector fails, the
prediction has surpassed the power flow solvability boundary. The continuation path bends back at
this point, forming a characteristic ‘nose’ shape (see Figure[A.T).

We use MATPOWER's [26] continuation power flow implementation to trace the solution path.
Specifically, we define (P, Qpr ) as the setpoints of the load and generator of a randomly selected

base’ “¥ base . . .. ..
sample. The target injections are scaled as (Pygers Quatger) = (2.5 X Pot, 2.5 x Qy.). For each

se’?
base case, a close-to-infeasible case is saved when the continuation met}tl’?)gl reaches the steady-state
stability limit, identified by MATPOWER’s “NOSE” event. To enrich the training set, we also include
samples “approaching infeasibility”” which correspond to the last four samples before the nose point
was triggered. Only samples for which the NOSE event occurred or the continuation power flow
converged successfully are retained. Figure[A.T|illustrates an example path of power flow solutions
traced for the IEEE-118 case, where the base case (A = 0) corresponds to a sample drawn from the
training set. Figure[A.2]shows the condition numbers of the power flow Jacobian for the last 10 points
of the curve. The last point corresponds to the steady-stability limit, which shows a much higher

condition number, thus exhibiting the singularity of the Jacobian at this operating condition.

A.2 Dataset Characteristics Comparison

Table[A.T|compares PFA with existing power flow datasets, including large-scale benchmarks and
datasets designed for training specific GNN architectures. The comparison focuses on how these
datasets meet key real-world deployability criteria, such as inclusion of load profile distributions,
generator setpoint variations, varying grid sizes, N-1 and N-2 topological perturbations, close-to-
infeasible cases, and sufficiently complex and realistic network sizes (>1000 buses).

20



1.02

1.00

0.9525
0.9520

0.9515

0.98

Voltage Magnitude (VM) at bus 30

0.9510

0.9505

0.9500

Voltage Magnitude (VM) at bus 30

0.9495

0.5608 0.5610 0.5612 0.5614 0.5616
Continuation parameter (1)
1 1 1 1

0.0 0.1 0.2 0.3 0.4 0.5
Continuation parameter (A)

Figure A.1: Voltage magnitude at a load bus as a function of the continuation parameter A. The point
in red corresponds to the sample saved as close-to-infeasible, while the green points are samples
labeled as "approaching infeasibility" and used to augment the training data.

Condition number

107

I 1 I Il I 1 I I I

0.5608 0.5610 0.5612 0.5614 0.5616
Continuation parameter (A)

Figure A.2: Condition number of the power flow Jacobian as a function of the continuation parameter
A (y-axis is on a log scale). We see increasing numerical sensitivity as the voltage stability limit is
approached, with a sharp rise signaling the onset of ill-conditioning near the solvability boundary.
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Dataset Load Generator Grid N-1 N-2 Closeto >1000 Buses

Profiles Profiles Sizes Infeasible
OPFData v X v v X X v
OPFLearn v X v X X X v
PowerGraph X X v X X X X
GraphNeuralSolver v v v X X X X
PowerFlowNet v v v X X X v
CANOS v X v v X X v
PFA v v v v v v v

Table A.1: Comparative assessment of benchmark datasets (OPFData, OPFLearn), custom datasets
used to train GNN models, and PFA in considering key criteria for real-world deployment.

A.3 Custom ACOPF Formulation for Data Generation

For our data generation, we consider a custom formulation of ACOPF tailored to the power flow
problem setting described in Equation (A-3). We adopt notation consistent with [16] where applicable.
Let B denote the overall set of all buses, D C B the set of PQ buses, G C B the set of PV buses, and
R C B the set of slack (or reference) buses. The set £ denotes the directed set of branches, where
each (4, ) € L indicates a branch with “from” bus ¢ and “to” bus j. The reverse orientation of the
branches is captured by £R. For a given bus 4, let L; denote the subset of edges incident to that bus.

min py Apg +b' pg (A.3a)
Pgydg,|v|,0,pij:qi;

st Pt < py, < o Vic G\ R (A.3b)
Pg, >0 VieR (A.3¢)
v ™0 < o] < oy e Vi e B\ D (A.3d)
lvil >0 Vie B (A.3e)
0; =0 Vi € R (A.3f)
0; — 0; € [—OB™, 01 V(i,j) e L (A3g)
Pg; — Pa, — gs|vil> = R >SSy VieB (A.3h)

(4,7)ELULR
Gg; — qa; + bs|vil* = > Sy Vie B (A3i)

(i,j)ELULR
Sij = Y55 — Vil” — Y Vivi V(i,j) € L A.3]
o e, (4,7) € (A.3))

. b‘" LV .
S (Y - Z) |V |2 zg T* V(Z,j) el (A3k)
0 1 _ _
where V; = |v;|e??,  Y;; = —————,  Tj; is the complex tap ratio
Tij + inj

We consider a generation cost minimization objective. Equation (A3Db) enforces active power
generation limits at PV buses only (i.e., only for power flow input-related quantities), while active
power generation at slack buses and reactive power generation at both PV and slack buses (i.e., power
flow output-related quantities) are left unconstrained. Equation (A.3d) bounds the voltage magnitude
at PV and slack buses, while for PQ buses we only require them to be nonnegative. The rest of
the constraints are as standard for ACOPF. The slack bus angle is fixed to zero in Equation (A.3f).
Equation corresponds to voltage angle difference limits, Equations and enforce
active and reactive power balance at each bus, and (A.3])) and (A.3K) ensure the branch flows follow
Ohm’s Law.
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A.4 Feature Diversity Comparison Across Benchmark Datasets

Figures[A.3]-[A-8] present violin plots comparing 10,000 samples from four datasets (PFA, Power-
Graph, OPFData, and OPFLearn) for the IEEE 118-bus system. These plots illustrate the distribution
of nodal variables across datasets, highlighting the diversity introduced by our data generation process.
Specifically, we compare the spread of real power demand (p,), reactive power demand (gg4), active
power generation (py), reactive power generation (g,), voltage magnitude (|v|), and voltage angle (6)
across seven randomly selected nodes in the system.

Overall, our dataset exhibits comparable or greater variability in these quantities compared to existing
large-scale benchmarks. While comparisons with the OPF datasets like OPFData and OPFLearn
dataset are not entirely direct given its more constrained ACOPF formulation (which inherently
limits variability in power generation values), our dataset maintains a broader distribution in several
dimensions. In contrast, when compared to a power flow dataset like PowerGraph, PFA exhibits
more variability in all the compared variables. Notably, for active power demand (pg), the distribution
in PFA closely matches that of OPFLearn, suggesting similar diversity in load sampling across the
two datasets.

Y

f M
(|| R

26 31 46 49
Generator Bus

[ PFA [1 OPF-Learn [] OPFData

Figure A.3: Violin plots illustrating spread of p, values in 7 randomly selected generation buses. This
graphic compares feature diversity of p, values sampled from PF'A to other large-scale benchmark
datasets. Note: PowerGraph has not been included in this plot, as this dataset does not report
component-level active power generation values.
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Figure A.4: Violin plots illustrating spread of g, values in 7 randomly selected generation buses. This
graphic compares feature diversity of g, values sampled from PF'A to other large-scale benchmark
datasets.
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Figure A.5: Violin plots illustrating spread of p4 values in 7 randomly selected loads at PQ buses. This
graphic compares feature diversity of p, values sampled from PF A to other large-scale benchmark
datasets.
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Figure A.6: Violin plots illustrating spread of p4 values in 7 randomly selected loads at PQ buses. This
graphic compares feature diversity of ¢4 values sampled from PF A to other large-scale benchmark
datasets.
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Figure A.7: Violin plots illustrating spread of |v| values in 7 randomly selected buses. This graphic
compares feature diversity of |v| values sampled from PF A to other large-scale benchmark datasets.
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Figure A.8: Violin plots illustrating spread of 8 values in 7 randomly selected buses. This graphic
compares feature diversity of 6 values sampled from PF' A to other large-scale benchmark datasets.

A.5 Summary of Dataset Splits

Tables[A.2]and [A.3| summarize the breakdown of data that PFA provides for each bus system size.
Specifically, the tables illustrate how the data is distributed across each feasibility regime, topological
perturbation type, and training and testing splits. Each bus system size contains a total of 132,000
data samples with the exception of the GOC-2000 system, which only contains 30,000 samples. We
note that the data for GOC-2000 system can only be used for Task 1.3 (described in Table[Z). We also
note that we never test on the Approaching Infeasible regime, as this subset of data is only used for
data augmentation in Task 4.2 to assess whether including this subset improves testing performance
on Close-to-Infeasible samples.
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Bus System . Approaching Close-to-
Size Feasible Infeasible Infeasible
N N-1 N-2 N N-1 N-2 N N-1 N-2

IEEE-14 54,000 | 27,000 | 18,000 | 14,400 | 14,400 | 14,400 | 3,600 | 3,600 | 3,600

IEEE-30 54,000 | 27,000 | 18,000 | 14,400 | 14,400 | 14,400 | 3,600 | 3,600 | 3,600

IEEE-57 54,000 | 27,000 | 18,000 | 14,400 | 14,400 | 14,400 | 3,600 | 3,600 | 3,600
IEEE-118 | 54,000 | 27,000 | 18,000 | 14,400 | 14,400 | 14,400 | 3,600 | 3,600 | 3,600
GOC-500 | 54,000 | 27,000 | 18,000 | 14,400 | 14,400 | 14,400 | 3,600 | 3,600 | 3,600
GOC-2000 | 27,000 | 13,500 | 9,000 | 2,400 2,400 2,400 600 600 600

Table A.2: Number of available training datapoints provided by PFA across bus system sizes,
feasibility regimes, and grids with varying topological perturbations.

Bus System . Approachin Close-to-
Siie Feasible i)lll’feasible : Infeasible
N N-1 N-2 | N|N-1|N2| N | N-1|N-=2
IEEE-14 2,000 | 2,000 | 2,000 | - - - 200 | 200 | 200
IEEE-30 2,000 | 2,000 | 2,000 | - - - 200 | 200 | 200
IEEE-57 2,000 | 2,000 | 2,000 | - - - 200 | 200 | 200
IEEE-118 2,000 | 2,000 | 2,000 | - - - 200 | 200 | 200
GOC-500 2,000 | 2,000 | 2,000 | - - - 200 | 200 | 200
GOC-2000 | 1,000 | 1,000 | 1,000 | - - - 100 | 100 | 100

Table A.3: Number of available festing datapoints provided by PFA across bus system sizes,
feasibility regimes, and grids with varying topological perturbations.

A.6 PyTorch InMemoryDataset Format of PFA

We provide a PyTorch InMemoryDataset class called PFDeltaDataset to load the raw data de-
scribed in Appendix[A.5] This dataset class is designed to support loading data for a specified task for
with a given bus system size. Each raw data instance that we load is stored as a JSON file representing
the power flow solution for a specific grid configuration.

We offer two different HeteroData formulations of the dataset:

* Component-Level Formulation. This representation includes nodes corresponding to
physical components such as buses, generators, and loads. It includes both nodal and edge
attributes, all expressed in per-unit (p.u.) values. The structure of this formulation follows

Figure[A.9]

* PV-PQ Formulation. Optionally-, users can use this formulation, which identifies each
bus as a PV, PQ, or slack bus. This formulation is tailored to models that use unique
high-dimensional projections for PV and PQ buses. This formulation contains extra edge
connections between bus nodes and their specific types (PV, PQ, or slack). The structure
of this formulation follows Figure[A.T0] This formulation can be accessed by setting the
add_bus_type flag to True in the PFDeltaDataset class.

Custom PFDeltaDataset classes can be implemented for each model by inheriting the base

PFDeltaDataset class and overriding the build_heterodata method to perform model-specific
data pre-processing of the HeteroData objects.
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HeteroData(
bus={
x=[14, 21,
y=[14, 2],
bus_gen=[14, 2],
bus_demand=[14, 2],
bus_voltages=[14, 2],
bus_type=[14],
Shunt=[14, 2]:
limits=[14, 2],
}’
gen={
limits=[5, 4],
generation=[5, 2],
slack_gen=[5],
},
load={ demand=[11, 2] },
(bus, branch, bus)={
edge_index=[2, 20],
edge_attr=[20, 8],
edge_label=[20, 4],
edge_limits=[20, 1],
}’
(gen, gen_link, bus)={ edge_index=[2, 5] },
(bus, gen_link, gen)={ edge_index=[2, 5] },
(load, load_link, bus)={ edge_index=[2, 11] },
(bus, load_link, load)={ edge_index=[2, 11] }

Figure A.9: Component-level formulation of a HeteroData instance of the IEEE-14 bus system
available on PFDeltaDataset.

Each HeteroData instance contains nodal and edge attributes that have been preprocessed from the
dataset’s raw power flow solutions. Edges represent electrical or logical connections between com-
ponents and buses. Each such edge includes an edge_index tensor that defines graph connectivity
using the COO (coordinate) format, with two tensors indicating the source and destination nodes of
each edge type in the graph.

Nodes contain several types of attributes that can be utilized during the GNN message passing:

* bus

— x: Input features for all buses. This is the active and reactive power demand (pg, q4)
for PQ buses, the net active power and voltage magnitude (pye, |v|) for PV buses, and
the voltage angle and magnitude (0, |v|) for the slack bus.

— y: Output targets for all buses. Voltage angles and magnitudes (6, |v|) for PQ buses,
the net reactive power and voltage angles (get, |v|) for the PV buses, and the net active
and reactive powers (Pnet, qnet) for the slack bus.

- bus_gen: Active and reactive power generation at each bus (pg, gg).

— bus_demand: Active and reactive power demand at each bus (pg, ¢4).

- bus_voltages: Voltage angle and magnitude at each bus (6, |v]).

— bus_type: Integer type flag (1 = PQ, 2 = PV, 3 = slack)

— bus_shunt: Shunt conductance and susceptance (the real and imaginary components
of shunt admittances) (gs, bs)

— limits: Voltage limits in the original pglib case. Note that only certain voltage limits
are enforces, as specified by[A.3]
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HeteroData(

bus={
x=[14, 21,
y=[14, 2],
bus_gen=[14, 2],
bus_demand=[14, 2],
bus_voltages=[14, 2],
bus_type=[14],
Shunt=[14, 2]:
limits=[14, 2],

}’

gen={
limits=[5, 4],
generation=[5, 2],
slack_gen=[5],

},

load={ demand=[11, 2] },

PQ={
x=[9, 2],
y=09, 21,

}’

PV={

X=[4, 2]’

y=[4, 2],

generation=[4, 2],

demand=[4, 2],

},

slack={
X=[1, 2])
y=[1, 2],
generation=[1, 2],
demand=[1, 2],

})

(bus, branch, bus)={

edge_index=[2, 20],

edge_attr=[20, 8],

edge_label=[20, 4],

edge_limits=[20, 1],
},
(gen, gen_link, bus)={ edge_index=[2, 5] },
(bus, gen_link, gen)={ edge_index=[2, 5] },
(load, load_link, bus)={ edge_index=[2, 11] 1},
(bus, load_link, load)={ edge_index=[2, 11] }
(PV, PV_link, bus)={ edge_index=[2, 4] },
(bus, PV_link, PV)={ edge_index=[2, 4] 1},
(PQ, PQ_link, bus)={ edge_index=[2, 9] },
(bus, PQ_link, PQ)={ edge_index=[2, 9] 1},
(slack, slack_link, bus)={ edge_index=[2, 1] },
(bus, slack_link, slack)={ edge_index=[2, 1] }

Figure A.10: PV-PQ-level formulation of a HeteroData instance of the [EEE-14 bus system available
on PFDeltaDataset. This formulation adds extra sub-node connections to the bus nodes to indicate
whether they are PV, PQ, or slack nodes.
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* gen
— limits: Generator operating imits (pmmin, Pmax, Gmin, gmax) @s specified in the original
pglib case. Note that only certain generation limits are enforced, as specified by [A.3]
— generation: Active and reactive power generation at generators (py, g4)
— slack_gen: Boolean indicator for whether the generator is located at a slack bus.

e Joad

— demand: Active and reactive power demand at each load (pg, g4)-

« PQ
— x: Active and reactive power demand at the bus (pg, qq)-
— y: Voltage angles and magnitudes at the bus (6, |v|).

* PV

- x: Net active power and voltage magnitude at the bus (pper, |v]).
y: Net reactive power and voltage angle at the bus (gyet, |v])
generation: Active and reactive power generation at the generators connected to the

bus (pg, qq)-
- demand: Active and reactive power demand at the load connected to the bus (pg4, ¢q)-

e slack

- x: Voltage angle and magnitude (6, |v|).
— y: Net active and reactive powers (Pnet, Gnet)-
— generation: Active and reactive power generation at the generators connected to the
bus (pg, qq)-
- demand: Active and reactive power demand at the load connected to the bus (pg4, ¢q)-
¢ (bus, branch, bus)

— edge_attr: Electrical branch characteristics: (7, =, gfoms Dfrom»Gto> Btos T » Fshift)
= 7, x: Series resistance and reactance
* Gfrom, Dfrom: Shunt conductance and susceptance at the "from" bus
* G, Dro: Shunt conductance and susceptance at the "to" bus
# tap (7): Tap ratio (defaults to 1.0 if no transformer)
# shift (fgnp): Phase shift angle (degrees)
— edge_label: Power flow targets for each branch (Pfrom» Gfroms Ptos Gto)
* Dirom, Gfrom: active/reactive power at the source of the edge.
* Do, Gro- active/reactive power at the destination of the edge.
— edge_limits: Branch flow limits as specified in the original pglib case. Note that these
limits are not enforced in our data generation process, but are included in the dataset
for analysis purposes.

A.7 Interpretability Metrics

In addition to model performance metrics, we also include interpretability metrics to perform
qualitative analysis on the solutions predicted by the ML-based power flow solvers. These metrics try
to quantify the central tendencies and ranges of the predicted values of the model, such as voltage
magnitudes, reactive powers, voltage phase differences, and power at the slack bus. These metrics are
as follows:

Voltage Magnitude at PQ Buses (Mean): Calculate the mean voltage magnitude at PQ buses for a
given sample.

N
1
Meangmpie (|v]) = N Z vl (A4
i=1

where N is the number of PQ buses in the sample, and |v|; is the voltage magnitude at the i-th bus.
Aggregate for a dataset by calculating the mean and standard deviation across all samples.
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Voltage Magnitude at PQ Buses (Min): Calculate the minimum voltage magnitude at PQ buses for
a given sample.

N

Mingmpie(|v]) = rlnzl? vl (A.5)
where N is the number of PQ buses in the sample, and |v|; is the voltage magnitude at the i-th bus.
Aggregate for a dataset by calculating the minimum across all samples.

Voltage Magnitude at PQ Buses (Max): Calculate the maximum voltage magnitude at PQ buses for
a given sample.

MaxXgampie (|v]) = mfaf vl (A.6)
where N is the number of PQ buses in the sample, and |v|; is the voltage magnitude at the i-th bus.
Aggregate for a dataset by calculating the maximum across all samples.

Reactive Power at PV Buses (Mean): Calculate the mean reactive power at PV buses for a given
sample.

Meansample QHel = Z Qnet,i (A7)

where N is the number of PV buses in the sample, and gy,; is the reactive power at the i-th bus.
Aggregate for a dataset by calculating the mean and standard deviation across all samples.

Reactive Power at PV Buses (Min): Calculate the minimum reactive power at PV buses for a given

sample.
N
Minsample(Qnet) = IPZI? Qnet,i (A.8)

where N is the number of PV buses in the sample, and gy ; is the reactive power at the i-th bus.
Aggregate for a dataset by calculating the minimum across all samples.

Reactive Power at PV Buses (Max): Calculate the maximum reactive power at PV buses for a given
sample.

N
Maxsample(Qnet) = r?:alx Ghet,i (A.9)

where N is the number of PV buses in the sample, and gy,; is the reactive power at the i-th bus.
Aggregate for a dataset by calculating the maximum across all samples.

Voltage Phase Difference at All Branches (Mean): Calculate the mean absolute voltage phase
difference at all branches for a given sample.

Meangmpe (|A0]) = +- Z|A0| (A.10)

where N is the number of branches in the sample, and |Ad)] is the voltage phase difference at the i-th
branch. Aggregate for a dataset by calculating the mean and standard deviation across all samples.

Voltage Phase Difference at All Branches (Min): Calculate the minimum absolute voltage phase
difference at all branches for a given sample.

N
Mingmple (|A8]) = m_l? | A6 (A.11)

where N is the number of branches in the sample, and |Af| is the voltage phase difference at the i-th
branch. Aggregate for a dataset by calculating the minimum across all samples.

Voltage Phase Difference at All Branches (Max): Calculate the maximum absolute voltage phase
difference at all branches for a given sample.

MaxXampie (| A0]) = mfafg |AG)| (A.12)

where N is the number of branches in the sample, and |Ad)] is the voltage phase difference at the i-th
branch. Aggregate for a dataset by calculating the maximum across all samples.
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Active Power at the Slack Bus (Mean): Calculate for a dataset by computing the mean and standard
deviation of active powers of slack buses across all samples.

Active Power at the Slack Bus (Min): Calculate for a dataset by computing the minimum active
power of slack buses across all samples.

Active Power at the Slack Bus (Max): Calculate for a dataset by computing the maximum active
power of slack buses across all samples.

Reactive Power at the Slack Bus (Mean): Calculate for a dataset by computing the mean and
standard deviation of reactive powers of slack buses across all samples.

Reactive Power at the Slack Bus (Min): Calculate for a dataset by computing the minimum reactive
power of slack buses across all samples.

Reactive Power at the Slack Bus (Max): Calculate for a dataset by computing the maximum
reactive power of slack buses across all samples.

In addition of reporting these metrics for our dataset, we also report them for the predictions of
PowerFlowNet, GNS-S, and CANOS-PF when trained on IEEE-118 (Task 1.3) considering topology
N in tables [A 4] [A3] and[A.6]

PV

Task 1.3 (topology N) Qnet 0

Min | Mean | Max | Min Mean Max
Custom AC-OPF -7.66 | 0.496 | 10.1 | -1.66 | -0.688 | 0.283

CANOS-PF -7.36 | 0.531 | 104 | -1.43 | -0.675 | 0.165
GNS-S -5.29 | 0.123 | 10.9 | -1.70 | -1.457 | -1.021
PFNet -7.69 | 0479 | 10.2 | -1.70 | -0.696 | 0.266

Table A.4: Interpretability metrics for PV buses in Task 1.3 considering topology NV.

PQ
Task 1.3 (topology V) [ V]
Min | Mean Max Min | Mean | Max
Custom AC-OPF -1.59 | -0.709 | 0.194 | 0.693 | 1.02 | 1.08
CANOS-PF -1.35 | -0.698 | 0.080 | 0.783 | 1.02 | 1.08
GNS-S -1.68 | -1.487 | -1.187 | 0.804 | 1.03 | 1.11
PFNet -1.63 | -0.716 | 0.201 | 0.740 | 1.02 | 1.08

Table A.5: Interpretability metrics for PQ buses in Task 1.3 considering topology N.

Slack

Task 1.3 (topology N) Phet net

Min | Mean | Max | Min | Mean | Max
Custom AC-OPF 11.33 | 225 | 293 | -478 | -1.23 | 1.71

CANOS-PF 1158 | 225 | 294 | -483 | -1.20 | 1.70
GNS-S -7.54 8.0 144 | -2.42 | -1.37 | 1.07
PFNet 12.63 | 2277 | 28.7 | -5.71 | -1.21 | 1.60

Table A.6: Interpretability metrics for slack buses in Task 1.3 considering topology N.
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A.8 Replicating CANOS

To correctly compare the performance of CANOS-PF against that of PowerFlowNet and GNS-PF, we
first re-implement the original CANOS to verify that our re-implementation works as expected. We
assess the fidelity of our re-implementation by comparing its performance on its original dataset to
the errors reported in its original paper [12]. Due to limited compute resources, we were unable to
train CANOS using the hyperparameters specified in the main body of the original paper. Instead, we
train a significantly smaller model for a smaller number of training steps. The results we report in
this appendix are on CANOS with 16 message passing steps and hidden size of 256 trained on 200k
training steps. In this appendix, we refer to this version of CANOS as Small CANOS.

One of the featured models in [12]] is Wide CANOS, with 36 message passing steps and a hidden size
384 trained for 600k training steps. Table[A.7|compares the MSE of different variables as well as
their sum when trained on pglib_opf_case500_goc. As the table reveals, Small CANOS performs
comparatively to Wide CANOS. While Small CANOS has a higher Total MSE, we attribute this
discrepancy to the fact that Small CANOS is significantly smaller, and that Wide CANOS was trained
for a significantly larger number of training steps. We thus conclude that our implementation of
CANOS is accurate.

Variable Wide CANOS - Original, TopDrop Small CANOS - Re-implementation
Total MSE 1.63e-02 2.70e-02
Bus VA 1.59e-04 5.15e-04
Bus VM 1.45e-06 2.94e-05
Gen Pg 6.65¢-04 2.01e-03
Gen Qg 1.79e-04 1.89e-03
Line Pf 2.02e-03 5.46e-03
Line Pt 2.01e-03 1.56e-03
Line Qf 4.43e-03 5.46e-03
Line Qt 3.99¢-03 1.54e-03
Transf. Pf 1.22e-03 2.47e-03
Transf. Pt 1.22e-03 1.83e-03
Transf. Qf 2.21e-04 2.46e-03
Transf. Qt 2.23e-04 1.80e-03

Table A.7: MSE comparison of Wide CANOS (36 message passing steps, 384 hidden size, 600k
training steps) and Small CANOS (16 message passing steps, 256 hidden size, 200k training steps).

A.9 Replicating PowerFlowNet Results

To correctly compare the performance of PowerFlowNet against that of CANOS-PF and GNS-PF, we
adapted the implementation of PowerFlowNet [7]] provided by the authors. To verify that the model
works as expected within our code repository, we retrain it on its original dataset using its own pre-
processing. Table 2 in [[7] reports a Masked L2 loss of 0.018 when trained on pglib_opf_case118_ieee.
When trained in our code repository, we attained a Masked L2 loss of 0.0155. Thus, we conclude the
model was correctly adapted to our code repository.

A.10 Modified GraphNeuralSolver Formulation

In this section, we present the modified components of the GraphNeuralSolver (GNS) model formula-
tion used in our experiments. Specifically, we highlight the differences from the original architecture
proposed in [4]], adapting it to accommodate a single slack bus and fixed active power generation at
PV buses, as in traditional power flow formulations. For consistency, we retain the same notation as
in [4]], and only the equations that deviate from the original formulation are shown below.
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A.11 Hyperparameter Tuning

We hyperparameter tuned each model on Task 1.3 to maximize generalizability. We employed a grid
search strategy, sweeping multiple hyperparameters for each of the three models until convergence was
achieved. The best hyperparameters were identified as the ones that performed the best on a validation
set (this was designated as 10% of the training dataset) based on each model’s native training loss.
Each model was set to have a batch size of 64. Once an initial set of optimal hyperparameters were
found, the learning rate of each model was fine-tuned based on the specific tasks we performed
evaluation for (1.1, 1.2, 1.3, 2.3, 4.1, 4.2, and 4.3). This involved conducting a small sweep of learning
rates on these specific tasks. Model-specific details on the hyperparameters tuned, the number of
epochs trained for each model, and the final parameters are provided here:

* PFNet: We conducted a grid search over key hyperparameters, including hidden_dim,
n_gnn_layers, K (the receptive field size in the TAGConv layers), and the learning rate.
Each model was trained for approximately 100 epochs during tuning, consistent with the
configuration in the original paper [7]. The final configuration used hidden_dim = 256,
n_gnn_layers = 5, K = 4, and a dropout rate of 0.2. The learning rate was 0.0001 for
Tasks 1.1, 1.2 and 4.3, 0.00009 for Task 1.3, and 0.0003 for Tasks 2.3, 4.1, and 4.2.

* GNS-S: We performed a grid search over the following hyperparameters: X (the depth of
the network), hidden_dim, gamma (which weights the contribution of each iterative layer
to the loss function), and the learning rate. The finalized values were: K = 10, hidden_dim
=20, and gamma = 0.01. The learning rate was 0.0003 for Tasks 1.1, 4.1, and 4.3, 0.0005
for Tasks 1.3 and 4.2, and 0.0007 for Tasks 1.2 and 2.3. The model was trained for 25
epochs, approximately consistent with the training setup in the original paper [4].

* CANOS-PF: We performed a grid search over the following hyperparameters: hidden_dim,
k_steps (the depth of the message-passing network), and the learning rate. The learning
rate scheduler was fixed to the same setup as the one defined in the original implementation
and the model was trained for 50 epochs [12]. The finalized parameters were: hidden_dim
=128 and k_steps = 15. The learning rate was 0.0003 for Tasks 1.3, 4.1, and 4.2, 0.0005
for Tasks 1.1, 1.2, 4.3, and 0.0007 for Task 2.3.

A.12 Extended Experimental Results

Tables [A10] [A.11] and [A.12] present extended experimental results on PFA. Model
performance is evaluated on Tasks 1.1, 1.2, 1.3 (and 2.1), 3.1, 4.1, 4.2, and 4.3, with analysis
primarily focused on the IEEE 118-bus system. Power Balance Loss (PBL) mean and maximum
values for the IEEE 118-bus system under Tasks 1.1, 1.3, 1.3/3.1, 4.1, 4.2, and 4.3 are reported in
Tables[A.§|and[A.9] Additionally, PBL mean and maximum results across systems of varying size
(IEEE-57, IEEE-118, and IEEE-500) for Task 3.1 are shown in Table @}

In addition to the three GNN-based models, we report results from the PowerModels.jl New-
ton—Raphson (NR) solver as a point of comparison. Runtimes for all four models across the three bus
systems are provided in Table NR calculations were performed from a flat start, and results
were averaged over the percentage of samples that converged. The convergence rates for the IEEE-57,
IEEE-118, and IEEE-500 systems were 95.2%, 65.7%, and 43.4%, respectively. All reported results
are obtained by training each model three times per experiment with randomly initialized weights,
then computing the mean and standard deviation across these runs. Runtimes for NR were calculated
on an Intel Xeon Gold 6140 CPU whereas runtimes for the GNN-based models were calculated on
an NVIDIA RTX 8000 GPU.

While training, the performance of the model is calculated periodically in the validation set, which
is set to be a fixed random subsample of 10% of the task’s corresponding training set. Another key
aspect of our training is the early stopping strategy we apply for each of the models. As described in
Appendix [A.TT] each model requires a different number of epochs to reach convergence; to ensure
that we are not overfitting, we employ an early stopping strategy that halts training if the epoch with
the best validation PBL (Mean) happened over 15 epochs ago or if this same error has not changed
by more than 1% for 10 epochs consecutively.
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Experiment

Power Balance Loss (Mean)

Task Model N N-1 N-2 Close-to- infeasible
PFNet 3.240.2¢-1 5.240.2e-1 5.340.3¢-1 1.4+0.1e0
1.1 CANOS-PF | 1.940.3e-1 7.6+0.8e-1 6.6+0.5¢-1 1.240.1e0
GNS 5.342.7e-1 6.842.6e-1 7. 142.5¢-1 1.040.2¢0
PFNet 3.240.2¢-1 4.0+0.2e-1 4.440.2e-1 1.240.05¢0
1.2 CANOS-PF | 1.840.06e-1 | 2.240.08e-1 | 2.440.09%-1 8.740.7¢e-1
GNS 3.6+0.3¢-1 4.04+£0.3e-1 4.140.3e-1 8.2+1.1e-1
PFNet 3.440.08e-1 | 4.040.05e-1 | 4.240.09%-1 1.140.03¢0
1.3,2.1 | CANOS-PF | 1.940.2¢-1 2.140.1e-1 2.240.1e-1 9.740.7e-1
GNS 3.540.4e-1 3.840.4e-1 3.940.4e-1 7.740.5¢-1
PFNet 4.140.6e-1 4.9+40.7e-1 5.140.7e-1 1.14-0.08¢0
2.3 CANOS-PF | 4.140.8c-1 4.6+0.9¢-1 4.740.8e-1 1.0+0.1e0
GNS 8.342.6¢-1 8.84+2.7¢-1 8.942.7e-1 1.340.3e0
PFNet 4.5404e-1 | 5.240.09%-1 | 5.340.07-1 1.340.04e0
4.1 CANOS-PF | 4.740.1e-1 | 5.3£0.05e-1 | 5.440.06¢e-1 1.740.01e0
GNS 3.54+0.1e-1 3.740.2¢e-1 3.840.2¢-1 6.6+0.3¢-1
PFNet 5.6+0.7¢-1 6.640.7e-1 6.7+0.7¢-1 1.240.1e0
4.2 CANOS-PF | 3.940.8e-1 4.3+0.8e-1 4.440.8e-1 8.8+£0.9-1
GNS 4.040.9e-1 4.6+1.0e-1 4.641.0e-1 6.4+1.4e-1
PFNet 1.240.04e0 | 1.440.04c0 | 1.5+0.02¢0 1.140.07¢0
4.3 CANOS-PF | 1.1£0.04e0 | 1.240.03¢0 1.24:0.02¢0 0.84:0.05¢0
GNS 6.3+£2.2¢-1 7.342.4e-1 7.342.4e-1 7.0+2.8¢-1

Table A.8: Power Balance Loss

(Mean) across different grid conditions.

Experiment Power Balance Loss (Max)

Task Model N N-1 N-2 Close-to- infeasible

PFNet 1.540.2e1 5.740.3e1 5.1+0.8¢e1 7.042.1e1

1.1 CANOS-PF | 9.442.6e0 1.740.2e2 1.6+0.3e2 1.940.4e2

GNS 2.341.0el 8.944.2¢1 1.4+0.7¢2 8.445.6el

PFNet 1.140.1el 4.240.7el 5.041.3e1 3.7+0.6el

1.2 CANOS-PF | 3.941.1e0 | 1.240.06el 1.540.1el 2.740.4e1

GNS 1.6+02e1 | 2.140.08¢l 1.7+0.2¢1 2.4+0.8¢1

PFNet 1.0+0.2¢1 3.540.3cl 3.5+40.4el 3.540.6¢l

1.3,2.1 | CANOS-PF | 3.7+0.1e0 1.1+0.1el 8.942.1e0 3.440.4el

GNS 1.140.3el 2.1+0.3e1 1.8+0.2¢1 1.940.5¢1

PFNet 1.1+0.2e1 4.8+1.8¢el 3.940.2e1 4.340.7e1

2.3 CANOS-PF | 0.840.4e1 3.440.8el 2.940.2e1 4.340.8e1

GNS 3.743.5el 5.4+5.1el 5.3+3.8¢l 4.04+2.3e1

PFNet 1.540.2¢1 4.540.2¢1 4.340.3el 8.540.8el

4.1 CANOS-PF | 1.140.08e1 | 3.240.2¢1 3.140.2e1 9.140.8e1

GNS 1.240.2e1 2.140.3e1 1.5+0.07e1 2.040.3e1

PFNet 1.6+0.3¢e1 4.940.8el 4.1+1.2¢e1 8.540.4el

4.2 CANOS-PF | 8.541.5¢0 | 2.8+0.06e1 | 2.740.08¢l 4.640.6e1

GNS 1.8+0.6el 2.4+0.3e1 2.5+1.4el 2.240.2e1

PFNet 3.340.8¢l 6.0+£2.2¢1 5.040.9¢1 8.140.3¢l

43 CANOS-PF | 2.040.5el 4.040.3el 5.240.3el 2.4+0.3¢el

GNS 2.441.9el 4.543.6e1 4.142.3e1 2.540.5¢1

Table A.9: Power Balance Loss (Max) across different grid conditions.
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Experiment Power Balance Loss (Mean)

Case Model N N-1 N-2 Close-to-infeasible
PFNet 2.340.4¢0 2.340.4e0 2.340.4¢0 2.4+0.4e0

57 CANOS-PF 1.640.1e0 1.6+0.1e0 1.6+0.1e0 1.740.1e0
GNS 3.341.4el 8.8+£3.91 1.540.7¢2 0.840.2¢0
NR 1.140.0e-6 1.240.0e-6 1.1£0.0e-6 1.340.0e-6
PFNet 3.440.08e-1 | 4.040.05e-1 | 4.240.09-1 1.140.03e0

118 | CANOS-PF | 1.9+40.2e-1 2.1+0.1e-1 2.240.1e-1 9.740.7e-1
GNS 3.540.4e-1 3.840.4e-1 3.940.4e-1 7.740.5¢-1
NR 3.740.0e-6 3.240.0e-6 3.340.0e-6 4.640.0e-6
PFNet 8.343.9¢l1 8.143.8el 8.444.0el 8.943 8¢l

500 | CANOS-PF 1.840.1e1 1.841.00e1 1.840.1e1 1.940.1e1
GNS 2.44-0.7e1 2.440.7¢e1 2.440.7el 2.440.7e1
NR 1.4+0.0e-5 1.4+0.0e-5 1.3£0.0e-5 1.6+0.0e-5

Table A.10: Power Balance Loss (Mean) across different bus sizes and grid conditions.

Experiment Power Balance Loss (Max)

Case Model N N-1 N-2 Close-to-infeasible

PFNet 1.240.2e1 | 1.640.2e1 | 1.540.2¢l 2.140.2e1

57 CANOS-PF | 3.74+04el | 3.9402e1 | 3.840.3el 3.940.2¢1

GNS 3.0+1.3e5 | 4.442.2e5 | 5.242.4e5 4.3+1.8el

PFNet 1.0£0.2e1 | 3.5403el | 3.5+0.4el 3.540.6el

118 | CANOS-PF | 3.740.1¢0 | 1.140.1e1 | 8.9+2.1e0 3.44-0.4el

GNS 1.1+£03e1 | 2.1403el | 1.8+0.2e1 1.9+0.5¢1

PFNet 1.940.6e3 | 1.940.6e3 | 1.9+0.6e3 1.940.6e3

500 | CANOS-PF | 4.7+05e2 | 5.140.4e2 | 6.1+0.2¢2 4.940.7¢2

GNS 5.9423e2 | 5.9423e2 | 6.1+2.2¢2 5.8+2.1e2

Table A.11: Power Balance Loss (Max) across different bus sizes and grid conditions.

Experiment Runtime (seconds)

Case Model N N-1 N-2 Close-to-infeasible

PFNet 6.6e-3+2.8¢-5 | 6.6e-3+1.6e-5 | 6.6e-342.8e-5 6.7e-3+8.5¢-5

57 CANOS-PF | 3.1e-248.1e-5 | 3.1e-2+2.1e-5 | 3.1e-2+1.1e-4 3.2e-249.8¢-5

GNS 5.1e-2+3.1e-4 | S5.1e-2+1.5e-4 | 5.1e-249.6e-5 5.3e-2+1.0e-4

NR 9.5e-3+2.0e-4 | 3.9e-3+8.4e-5 | 3.7e-3+4.1e-5 3.9¢-34+1.4e-4

PFNet 6.4e-3+7.7¢e-5 | 6.4e-3+6.3e-5 | 6.4e-342.8e-5 6.4e-3+1.3e-5

118 | CANOS-PF | 2.7e-2+2.1e-4 | 2.7e-2+2.1e-5 | 2.7e-248.8¢-5 2.8e-2+1.8¢e-4

GNS 4.8e-2+19e-4 | 4.8e-242.1e-4 | 4.8e-241.8¢-4 4.9¢e-246.8¢-5

NR 4.2e-2+55e-4 | 1.6e-2+8.5¢-4 | 1.2e-2+1.8e-4 1.2e-243.1e-4

PFNet 7.4e-3+15e-4 | 7.3e-3+4.0e-6 | 7.3e-342.3¢e-5 7.5e-3+5.0e-5

500 | CANOS-PF | 3.1e-2+1.2¢4 | 3.1e-2+1.4e4 | 3.1e-245.6¢-4 3.2e-2453¢-4

GNS 6.5e-2+1.6e-4 | 6.5e-2+23e-4 | 6.5e-243.0e-4 6.7e-2+5.0e-4

NR 1.2e-143.1e-3 | 5.2e-242.4e-3 | 2.1e-2+1.1e-3 2.1e-241.0e-4

Table A.12: Runtimes across different bus sizes and grid conditions.

A.13 Failure Modes of Models

Figure shows histograms of the maximum power balance loss (PBL Max) across all test samples,
separated by model (CANOS, PFNet, GNS-S). Each model exhibits a left-skewed distribution with
a long tail, indicating that while most samples have relatively low PBL Max values, a small subset
experiences substantially larger violations. The spread and shape of these distributions differ across
models: CANOS displays the tightest distribution with the lowest mean and standard deviation,
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suggesting greater consistency and overall accuracy. PFNet exhibits a broader spread and a slightly
higher mean, whereas GNS-S shows the widest spread.

Figures [A.T2HA T4 show histograms of power loss (PBL) per node, categorized by bus type (PQ, PV,
Slack) for each model. Across all models, PQ buses consistently have lower PBL than PV buses.
Some possible interpretations of this behavior include: (1) reactive power (predicted at PV buses) is
harder to predict correctly than voltage magnitude (predicted at PQ buses), or (2) errors in reactive
power contribute more heavily to overall PBL than errors in voltage magnitude. Performance on the
slack bus varies distinctly across models. CANOS-PF achieves exactly zero PBL on the slack bus by
design, due to its analytical treatment of that node. It also has the lowest PV and PQ PBL values in
comparison to the other models. In contrast, PFNet and GNS-S display broad distributions of slack
bus PBL, indicating greater variability and potential model instability at the slack node.

Frequency of Power Balance Loss (Max) in Test Sets
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Figure A.11: Distribution of maximum power balance loss (PBL Max) across test samples for
CANOS, PFNet, and GNS-S.
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Figure A.12: Distribution of power balance loss (PBL Mean) across bus types within the test samples
for PFNet.
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Power Balance Loss per Bus Type in CANOS-PF
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Figure A.13: Distribution of power balance loss (PBL Mean) across bus types within the test samples
for CANOS-PF. All slack buses achieve a PBL of zero due to analytical enforcement of this property
within the model. As a result, we do not present these results in this plot.
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1600 Bus Type
mam PQs

1400 PVs
e Slacks

1200

fary
o
o
o

800

Frequency

600 it (1if
a00 —— (IR Ay

200

o | it
0.0 0.5

1.0 1.5 2.0 2.5

Power Balance Loss

3.0 3.5

Figure A.14: Distribution of power balance loss (PBL Mean) across bus types within the test samples
for GNS-S.
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