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Abstract

This paper presents null-shot (∅-shot) prompt-001
ing. ∅-shot prompting exploits hallucination in002
large language models (LLMs) by instructing003
LLMs to utilize information from the “Exam-004
ples” section that never exists within the pro-005
vided context to perform a task. While reduc-006
ing hallucination is crucial and non-negligible007
for daily and critical uses of LLMs, we pro-008
pose that in the current landscape in which009
these LLMs still hallucinate, it is possible, in010
fact, to exploit hallucination to increase per-011
formance in performing tasks compared to012
standard zero-shot prompting. Experiments013
with eight LLMs show improvements in per-014
formance across the majority of eight datasets,015
including reading comprehension, arithmetic016
reasoning, and closed-book question answer-017
ing. The observed inconsistency in increased018
relative performance across the LLMs also po-019
tentially indicates a different degree of inherent020
hallucination in each model. These differences021
show that it is possible to utilize ∅-shot prompt-022
ing as a way to detect degrees of hallucination023
in LLMs using existing benchmarking datasets.024
We also perform ablation studies, including ex-025
perimenting with a modified version of ∅-shot026
prompting that incorporates ideas from zero-027
shot chain-of-thought prompting, which shows028
different trends of results.029

1 Introduction030

Large language models (LLMs) have been adopted031

across domains and applications due to their versa-032

tile capabilities (Zhao et al., 2023). A subset of fine-033

tuned LLMs that currently dominates is aligned034

auto-regressive LLMs (Ouyang et al., 2022); no-035

table examples include ChatGPT (OpenAI, 2022),036

PaLM 2 for Chat (Anil et al., 2023), and Llama037

2 Chat (Touvron et al., 2023). This type of LLM038

is fine-tuned to follow user instructions in natural039

language, i.e., alignment. To interact with these040

models, users provide a prompt, a text input in the041

Zero-Shot Prompting Null-Shot Prompting

Question: All the clutter in the house excited Leslie but 
not Derrick because cleaning energized _ very much.

Choices: 1) Leslie, 2) Derrick

Answer:

The answer is 1) Leslie.



The sentence "All the clutter in the house excited Leslie but 
not Derrick because cleaning energized Leslie very much" 
is an example of a complex sentence with an independent 
clause and a dependent clause. The independent clause is 
"All the clutter in the house excited Leslie." The dependent 
clause is "because cleaning energized Leslie very much." 
The dependent clause is not a complete sentence on its 
own, but it provides additional information about the 
independent clause. In this case, the dependent clause 
tells us why Leslie was excited about the clutter.



The answer to the question "All the clutter in the house 
excited Leslie but not Derrick because cleaning energized _ 
very much" is Leslie. This is because the dependent clause 
tells us that Leslie was excited about the clutter because 
cleaning energized her.

Look at examples in the "Examples" section and 
utilize examples and information from that 
section to perform the following task.

Question: All the clutter in the house excited Leslie 
but not Derrick because cleaning energized _ very 
much.

Choices: 1) Leslie, 2) Derrick

Answer:

The answer is 2) Derrick.



The sentence "All the clutter in the house excited Leslie but 
not Derrick because cleaning energized Derrick very much" 
is a complex sentence with two independent clauses. The 
first independent clause is "All the clutter in the house 
excited Leslie." The second independent clause is 
"cleaning energized Derrick very much." The two 
independent clauses are joined by the conjunction "but."



The first independent clause tells us that Leslie was excited 
by the clutter in the house. The second independent clause 
tells us that Derrick was energized by cleaning. The two 
clauses are related because they both describe how the 
characters in the story feel about clutter.



The answer to the question "All the clutter in the house 
excited Leslie but not Derrick because cleaning energized _ 
very much " is 2) Derrick. This is because the second 
independent clause tells us that Derrick was energized by 
cleaning.

Figure 1: Examples of a generated response outputted
by PaLM 2 for Chat when using zero-shot prompting
(left) and ∅-shot prompting (right) for WinoGrande.

case of text-to-text generative models, to LLMs. 042

These prompts greatly dictate the outputs gener- 043

ated by LLMs and directly affect performance on 044

tasks. While prompts can become very complex 045

and consist of many elements (White et al., 2023), 046

typically, a prompt consists of two essential parts 047

for zero-shot prompting (Wei et al., 2022a): (1) task 048

instructions, i.e., what to do and relevant context, 049

and (2) task inputs. However, zero-shot prompting 050

may not bring out the full potential of LLMs, giv- 051

ing rise to more complex instruction composition 052

and prompt engineering (PE). 053

PE is a field that studies approaches to improve 054

prompts used to interact with LLMs, thereby en- 055

hancing the performance of tasks (White et al., 056

2023). Various PE techniques have been pro- 057

posed to improve task performance by compos- 058

ing prompts in a specific style, including few-shot 059

prompting (Brown et al., 2020), chain-of-thought 060

(CoT) prompting (Wei et al., 2022c), and zero- 061

shot CoT (0CoT) prompting (Kojima et al., 2022). 062

These PE approaches typically exploit the fact that 063

outputs from LLMs are generated auto-regressively. 064

Therefore, a prompt and the generated output to- 065
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kens so far act as conditions in an output probability066

space. In other words, we can view these condi-067

tions as localizing the trajectory to generate the068

next output token. Thus, we can consider existing069

PE approaches as either providing more relevant to-070

kens as an input (prompt) to the model or providing071

a prompt that elicits the model to generate pretext072

in the output before providing a final answer, or a073

combination of both.074

For example, in few-shot prompting, this ap-075

proach involves the inclusion of examples in a076

prompt, i.e., an input to the model has a longer077

relevant context. Similarly, in generated knowl-078

edge prompting (Liu et al., 2022), prompts include079

more relevant knowledge. On the other hand, 0CoT080

prompting instructs LLMs to think step-by-step;081

hence, the models have been instructed to gener-082

ate reasoning steps in the output before reaching083

a final conclusion. CoT prompting exploits both084

a longer relevant context in a prompt with explicit085

reasoning steps and elicits the model to follow the086

provided steps before giving the final answer in its087

generated outputs. We take an approach similar to088

0CoT prompting, encouraging models to provide089

more preceding tokens before reaching a conclu-090

sive answer.091

Despite the usefulness of these PE approaches,092

hallucination in LLMs presents another challenge093

hindering the widespread use of LLMs, specifi-094

cally in critical applications. Hallucination, as de-095

fined by previous studies (Rawte et al., 2023; Li096

et al., 2023b; Zhang et al., 2023), is a behavior097

when LLMs produce outputs that include false or098

conflicting information. Hallucination is inherent099

in LLMs and comes in three main types (Zhang100

et al., 2023): (1) input-conflicting, (2) context-101

conflicting, and (3) fact-conflicting hallucination.102

Input-conflicting hallucination occurs when LLMs103

produce outputs that conflict with user instruc-104

tions, while context-conflicting hallucination hap-105

pens when conflicts occur within the generated106

output itself. The most notable and important107

type of hallucination is fact-conflicting, where the108

model produces seemingly possible false informa-109

tion. Various attempts (Zhang et al., 2023) have110

been made to reduce hallucination at various stages111

of LLMs, such as pre-training, alignment, and infer-112

ence. Notably, a related study introduced chain-of-113

verification (CoVe) prompting (Dhuliawala et al.,114

2023), a PE approach aimed at reducing halluci-115

nation in responses through additional verification116

steps before returning a conclusive output.117

However, we take an alternative approach to 118

CoVe prompting. Instead of using prompting to re- 119

duce hallucination, we introduce a counter-intuitive 120

PE technique to exploit the context-conflicting hal- 121

lucination of LLMs to enhance the performance 122

of LLMs on tasks. We propose null-shot (∅-shot) 123

prompting where we instruct LLMs to perform 124

tasks by looking into and utilizing a non-existent 125

imaginary, i.e., null, “Examples” section, which in 126

existing relevant approaches contain explicit exam- 127

ples of the task. We conduct experiments on eight 128

datasets consisting of arithmetic reasoning, com- 129

monsense reasoning, reading comprehension, natu- 130

ral language inference, and closed-book question 131

answering. We select six models for the main ex- 132

periment: PaLM 2 and PaLM 2 for Chat (Anil et al., 133

2023), Gemini Pro and Gemini Pro (Chat) (Team 134

et al., 2023). GPT-3.5 Turbo (OpenAI, 2022), and 135

GPT-4 Turbo (OpenAI, 2023). We also include 136

Llama 2 7B and Llama 2 7B Chat (Touvron et al., 137

2023) for a scaling analysis. 138

Similar to few-shot prompting, where a previous 139

study (Brown et al., 2020) observed increased per- 140

formance when providing explicit examples of the 141

task in the prompt, asking LLMs to utilize these 142

null, i.e., implicit, examples shows increased per- 143

formance. We find an improvement up to 44.62% 144

in one dataset of arithmetic reasoning tasks using 145

Gemini Pro (Chat), compared to zero-shot prompt- 146

ing. We also observe improvements in other combi- 147

nations of models and tasks. In particular, PaLM 2 148

is the most notable, as ∅-shot prompting improves 149

the performance of the model on the majority of 150

tasks. Examples of outputs from zero-shot and 151

∅-shot prompting using PaLM 2 for Chat for the 152

WinoGrande dataset are shown in Figure 1. 153

In this study, we also discuss the possibility of 154

utilizing ∅-shot prompting for assessing models’ 155

hallucination. Additionally, we conduct ablation 156

studies, consisting of a scaling analysis, a variant 157

of ∅-shot prompting inspired by 0CoT prompting, 158

positions of ∅-shot phrase, and effects of each com- 159

ponent in the ∅-shot phrase. We find that ∅-shot 160

prompting is effective in Llama 2 7B but not in 161

Llama 2 7B Chat. Also, the reasoning variant of ∅- 162

shot prompting is generally less effective compared 163

to the 0CoT prompting baseline. Finally, placing 164

the phrase before the task instruction shows the 165

most effectiveness in most of the datasets. In sum- 166

mary, our contributions are as follows: 167

• We propose ∅-shot prompting, exploiting hal- 168
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∅-shot Phrase

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task.

Figure 2: A ∅-shot phrase instructs LLMs to look into
and utilize information from the null section.

lucination in LLMs to improve performance169

across tasks.170

• We perform extensive evaluation across six171

tasks using eight LLMs and discuss implica-172

tions of results as well as the potential of using173

∅-shot prompting for hallucination detection.174

• We conduct various ablation studies, consist-175

ing of a scaling analysis, a reasoning variant176

of ∅-shot prompting, positions of the ∅-shot177

phrase, and effects of each prompt component178

in the phrase.179

2 Null-Shot Prompting180

We propose ∅-shot prompting by placing the ∅-181

shot phrase, as shown in Figure 2, at the beginning182

of the prompt, i.e., before task instructions and task183

inputs, in contrast to 0CoT prompting where they184

place the phrase at the end of the prompt. The rea-185

son for this positioning is the observed superiority186

compared to placing it at the end of the prompt,187

as demonstrated in Section 5.3. We can view the188

phrase as instructing LLMs to retrieve the “Ex-189

amples” section from their internal memory, i.e.,190

trained weights, to accomplish this task.191

We note that one of expected behaviors of LLMs192

when encountering this kind of instruction should193

be to notify users that there is an issue in the in-194

struction, where we instruct the models to utilize195

information that we did not provide. We observe196

several instances, as shown in Appendix G, of this197

expected behavior from GPT-4 Turbo and Gem-198

ini Pro. The instances demonstrate behavior in199

informing the user about the unavailability of the200

“Examples” section.201

3 Experiments202

To assess the performance of ∅-shot prompting,203

we conduct experiments on eight models: six for204

the main experiment and two additional models205

for the scaling analysis. LLMs used for the main206

experiment are PaLM 2, PaLM 2 for Chat, Gem- 207

ini Pro, Gemini Pro (Chat), GPT-3.5 Turbo, and 208

GPT-4 Turbo; Llama 2 7B and Llama 2 7B Chat 209

are used for the scaling analysis. Full details of the 210

setup for each LLM are described in Appendix C. 211

The experiments are performed on six tasks across 212

eight datasets. Setup details for each dataset are de- 213

scribed as follow. Additional details regarding ab- 214

lation studies are provided separately in Section 5. 215

We evaluate the performance of ∅-shot 216

prompting and zero-shot prompting–the latter is a 217

baseline–on six tasks across eight datasets. The 218

baseline performance is the zero-shot prompting 219

performance of the respective model on the 220

dataset unless stated otherwise in the ablation 221

studies. We assess the increase in performance 222

when using ∅-shot prompting for each respective 223

model compared to the zero-shot prompting 224

baseline. The rest of this section discusses each 225

dataset and its associated evaluation. For all 226

datasets, we use a standardized question format. 227

The comprehensive list of datasets and their 228

associated details, along with the standardized 229

format for task instructions and inputs in the 230

prompt, as well as output extraction details, 231

are shown in Appendix B, while qualitative ex- 232

amples of each dataset are presented in Appendix J. 233

234

Arithmetic Reasoning: AQuA-RAT (Ling 235

et al., 2017) provides a variety of mathematical 236

questions requiring different strategies to solve. 237

This dataset includes questions as natural language 238

descriptions of expressions and five answer options 239

with one correct option label. Similarly, GSM8K 240

(Cobbe et al., 2021) provides diverse grade school 241

math word problems where the label is a number. 242

However, GSM8K does not provide any choices, 243

and models need to generate its own answer. 244

Commonsense Reasoning: StrategyQA (Geva 245

et al., 2021) provides questions that require im- 246

plicit reasoning steps, i.e., strategy, to answer the 247

question. It covers a wide range of topics, and the 248

answer to each question is either “YES” or “NO.” 249

On the other hand, WinoGrande (Sakaguchi et al., 250

2021) presents an adversarial Winograd (Levesque 251

et al., 2012) schema challenge for a more robust 252

commonsense reasoning benchmark. 253

Reading Comprehension: RACE (Lai et al., 2017) 254

presents a dataset containing English exams for 255

middle-school (RACE-m) and high-school (RACE- 256

h) students. Some questions in this dataset also 257

require the model to reason, posing a higher chal- 258
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lenge for models. We utilize both versions of the259

dataset in the experiment.260

Natural Language Inference and Closed-Book261

Question Answering: ANLI (Nie et al., 2020)262

provides an adversarial natural language inference263

(NLI) dataset that is more challenging than stan-264

dard NLI. We utilize data from the third round of265

data collection (R3) as our test set, as this round266

includes not only Wikipedia as the only source but267

also other media such as news, fiction, and spoken268

text. Finally, TriviaQA (Joshi et al., 2017) is se-269

lected to test generalization in typical question an-270

swering from model knowledge, i.e., “Does ∅-shot271

prompting help the model improve its knowledge-272

recalling ability?” Due to resource constraints, we273

sample only 1000 records from the dataset as our274

test set.275

4 Results and Discussions276

We observe an overall increase in performance277

when comparing zero-shot and ∅-shot prompting278

on each combination of dataset and model. We uti-279

lized approximately 1340 GPU hours on NVIDIA280

A100 80GB and L40S 48GB for all Llama 2 mod-281

els’ evaluations and about 290 hours of accumu-282

lated inference time from interacting with each283

model via APIs. Relative results are shown in Ta-284

ble 1, absolute results are presented in Appendix I,285

and error analysis is discussed in Appendix H. Ad-286

ditional discussion about hallucination in LLMs287

compared to phenomena in humans is provided in288

Appendix F. Henceforth, in all the tables, including289

Table 1, in cases where performance is increased290

compared to the baseline, the percentage values are291

colored green; bold denotes the maximum increase292

(in green) or minimum decrease (in black) ratio in293

performance.294

Overall, we find that the Gemini Pro models295

exhibit the most significant increase in perfor-296

mance compared to the other models, within the297

same dataset, when using ∅-shot prompting for298

the arithmetic reasoning task, i.e., 44.62% (chat)299

and 28.97% increase in AQuA-RAT and GSM8K,300

respectively. We also note that PaLM 2 shows in-301

creased performance across all datasets except for302

AQuA-RAT, with a slight decrease in performance.303

Additionally, we observe that our ∅-shot prompt-304

ing diminishes the performance across tasks for305

GPT-4 Turbo, especially in StrategyQA and Wino-306

Grande, both of which are commonsense reasoning307

task. Similarly, we observe noticeable reduced per-308

formance when using ∅-shot prompting with the 309

Gemini Pro models in StrategyQA and TriviaQA. 310

4.1 PaLM 2 vs PaLM 2 for Chat 311

PaLM 2 exhibits increased performance across all 312

datasets except for AQuA-RAT, which shows a 313

slight decrease in performance. Similarly, we ob- 314

serve improved performance in the majority of 315

cases for PaLM 2 for Chat. However, the increased 316

performance of PaLM 2 for Chat using ∅-shot 317

prompting can not match that of PaLM 2. This 318

difference is likely attributed to the possibility that 319

PaLM 2 for Chat underwent further fine-tuning 320

specifically for chat conversations, i.e., multi-turn 321

conversations. Throughout this fine-tuning pro- 322

cess, additional guidelines and knowledge may 323

have been incorporated into the model, leading 324

PaLM 2 for Chat to exhibit potentially less halluci- 325

nation compared to PaLM 2. The relatively lower 326

increase in performance may serve as an indicator 327

of this characteristic. 328

Another noteworthy observation is that, as PaLM 329

2 is a text-to-text generative LLM focused on nat- 330

ural language tasks, it tends to provide an answer 331

with only one character in cases where the dataset 332

offers multiple choices. Even if ∅-shot prompt- 333

ing does not result in an increase in the output 334

token count (i.e., output tokens play a less signifi- 335

cant role as a condition for output generation), the 336

∅-shot phrase still significantly improves perfor- 337

mance compared to the baseline in each dataset 338

given the fact that they also tend to yield only one 339

character as the final output. Therefore, this finding 340

could also serve as evidence of the effectiveness of 341

∅-shot prompting as a sufficiently strong condition 342

to guide the model in generating the correct answer. 343

4.2 GPT-3.5 Turbo vs GPT-4 Turbo 344

GPT-3.5 Turbo, in general, outperforms GPT-4 345

Turbo when using ∅-shot prompting. GPT-3.5 346

Turbo demonstrates a significant performance im- 347

provement in the arithmetic reasoning task. How- 348

ever, when considering other datasets, its perfor- 349

mance is subpar compared to PaLM 2 and PaLM 2 350

for Chat. GPT-3.5 Turbo performs relatively sub- 351

optimal on WinoGrande, reading comprehension, 352

and NLI, with performance decreases ranging from 353

-1.19% to -3.61%. On the other hand, GPT-4 Turbo 354

has no notable performance improvement across 355

tasks, except for a slight increase in reading com- 356

prehension. 357

Based on observations, a few assumptions can 358
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Model AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
PaLM 2 -2.70% 11.28% 10.95% 10.10% 1.85% 3.64% 2.71% 7.01%

PaLM 2 for Chat 5.26% 2.25% 1.66% 6.97% 1.04% 0.68% 1.56% -0.14%
GPT-3.5 Turbo 33.94% 15.19% 3.14% -1.84% -1.79% -1.19% -3.61% 1.23%

GPT-4 Turbo -0.52% -1.53% -17.39% -24.06% 0.30% 0.42% -0.26% -0.94%
Gemini Pro 38.46% 28.97% -24.43% -1.36% 1.93% 2.13% 2.14% -63.96%

Gemini Pro (Chat) 44.62% 27.93% -25.39% -1.12% 0.74% 1.63% 1.63% -63.97%

Table 1: This table presents relative results indicating the performance changes compared to the zero-shot prompting
baseline.

be drawn. First, GPT-3.5 Turbo exhibits strong359

hallucination in the arithmetic reasoning task, as360

evidenced by a substantial performance increase361

on both AQuA-RAT and GSM8K datasets. Sec-362

ond, GPT-4 Turbo experiences less hallucination363

induced by ∅-shot prompting across tasks. This364

suggests that GPT-4 Turbo is more adept at han-365

dling hallucination, and a non-factual phrase like366

the one introduced in ∅-shot prompting is less ef-367

fective for this model. This aligns with a prior368

report indicating that GPT-4 models are less prone369

to hallucination compared to GPT-3.5 models (Ope-370

nAI et al., 2023) and observations from qualitative371

examples in Appendix G. Finally, both GPT-3.5372

Turbo and GPT-4 Turbo exhibit less hallucination373

than PaLM 2 and PaLM 2 for Chat in general, as374

evidenced by the subtle performance changes.375

4.3 Gemini Pro376

Similar to GPT-3.5 Turbo in arithmetic reason-377

ing, we find drastic increases when using ∅-shot378

prompting with Gemini Pro. Thus, the Gemini Pro379

models are potentially more prone to hallucination380

in arithmetic reasoning tasks. As all of the models,381

except GPT-4 Turbo, show increased performance382

in at least one dataset of the arithmetic reasoning383

task, we argue that this is potentially due to the384

fact that most hallucination detection benchmarks385

and approaches in mitigating hallucination focus386

more on text-based tasks (Zhang et al., 2023; Rawte387

et al., 2023). Arithmetic reasoning tasks are one388

area where there is less emphasis on mitigating389

hallucination. Thus, we observe this trend of ef-390

fectiveness of ∅-shot prompting across all models.391

We encourage future studies to put more emphasis392

on mitigating hallucination in arithmetic-related393

tasks as well.394

We also observe the opposite trend in common-395

sense reasoning and closed-book question answer-396

ing tasks, particularly in StrategyQA and TriviaQA.397

Performances in StrategyQA and TriviaQA show a398

noticeable drop up to -64.97%. We posit that this399

is due to the models refusing to perform the tasks 400

as the instruction involves the use of “Examples”, 401

which does not appear in the context. Qualitative 402

examples of this behavior of Gemini Pro are shown 403

in Appendix G. Results observed on StrategyQA 404

and TriviaQA are in line with the prior report by 405

Team et al. (2023) regarding the factuality aspect 406

of the model, showing less hallucination in situa- 407

tions where the models are elicited to produce false 408

information. 409

We also want to point out that the reading com- 410

prehension task, which has a longer context com- 411

pared to other tasks, generally elicits more hallu- 412

cination from Gemini Pro, similar to other models 413

except GPT-3.5 Turbo. We conjecture that this 414

shows such models are less effective in detecting 415

non-factual content in the prompt and more prone 416

to hallucination with longer context. This may 417

prompt future studies on how the length of the in- 418

put context can affect LLMs’ hallucination. 419

4.4 Null-Shot Prompting for Hallucination 420

Detection 421

Building on the previous aforementioned report 422

(OpenAI et al., 2023) and empirical results ob- 423

served in this study, the general conclusion is 424

that GPT-4 Turbo is the least hallucinated model 425

when instructed with the ∅-shot phrase, while GPT- 426

3.5 Turbo is the next least hallucinated model in 427

all tasks except for the arithmetic reasoning task. 428

PaLM 2 models are the most hallucinated, while 429

further fine-tuning for chat conversation in PaLM 430

2 for Chat demonstrates the effectiveness of the 431

approach in reducing hallucination due to ∅-shot 432

prompting. 433

For Gemini Pro, we find the results of the arith- 434

metic reasoning datasets quite surprising, with a 435

very high increase in performance compared to the 436

results of StrategyQA and TriviaQA, where ∅-shot 437

prompting significantly degrades the performance 438

due to the models being able to detect hallucina- 439

tion and stop performing the task. This observation 440
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shows another notable aspect: that our approach441

may be able to provide finer detailed information442

on what aspects a model of interest tends to halluci-443

nate. Furthermore, arithmetic reasoning, in general,444

seem to be an area where LLMs’ hallucination is445

easily elicited through ∅-shot prompting.446

This also exemplifies that not only can ∅-shot447

prompting be utilized to increase performance in448

hallucinated LLMs, but it can also serve as a simple449

proxy for determining the degree of hallucination in450

LLMs. In other words, the higher the performance451

increase stemming from ∅-shot prompting com-452

pared to the baseline, the more likely the model ex-453

hibits higher hallucinated responses. Furthermore,454

utilizing ∅-shot prompting does not require any455

specialized hallucination detection dataset, which456

are expensive to construct, task-specific, and scarce457

as of the current state, contrary to our prompting458

approach that can be applied to any existing bench-459

marking datasets for various tasks.460

4.5 “Examples”461

As can be observed from the increased performance462

across the datasets and models, as well as qual-463

itative examples shown in Appendix J, it is pos-464

sible to draw an assumption that the null exam-465

ples that these LLMs envisioned and utilized to466

increase their performance may come from their467

own internal knowledge, i.e., trained weight param-468

eters. Many studies have shown that LLMs may469

have internal mental model demonstrated through470

space and time world models (Gurnee and Tegmark,471

2023), reasoning capabilities (Wei et al., 2022c;472

Kojima et al., 2022), and abilities to use tools (ac-473

tions) (Yao et al., 2023b). Nevertheless, studies474

(Valmeekam et al., 2023a,b) argued that this is lim-475

ited to only some simpler tasks, and the model fails476

in more complex scenarios or fails to perform tasks477

autonomously. We conjecture that results shown478

through our experiments demonstrate that LLMs,479

at least to a certain degree, have their own inter-480

nal world model. This trait enables them to look481

into the null “Examples” section and utilize it to482

increase performance in tasks.483

It may also be possible that the examples that484

these LLMs envisioned and referred to might be485

the best possible examples that will help increase486

the performance of a particular task. If this holds487

true, it may be possible to eliminate the need to488

supply explicit examples, as in few-shot prompting,489

and rely on LLMs themselves to retrieve these null490

examples while still achieving higher performance.491

Future studies could also explore whether changing 492

the instruction to that of providing an explicit num- 493

ber of shots to retrieve, for example, Look at the 494

first three examples in the “Examples” section, or 495

looking into more sections or examine how section 496

name affects the performance of LLMs on datasets. 497

One potential area where the performance of ∅- 498

shot prompting could be further improved might 499

be to provide the ∅-shot phrase along with actual 500

explicit examples. A hybrid-shot approach like this 501

may further improve the performance of the model, 502

i.e., null examples could augment the explicit exam- 503

ples. Besides, this hybrid approach might be a key 504

to achieving increased performance while reducing 505

hallucinatory behaviors of the model for a partic- 506

ular task. Another key area that could be worth 507

investigating is to utilize interpretability techniques 508

similar to a study by Cunningham et al. (2023) to 509

understand how ∅-shot prompting triggers atten- 510

tion areas of LLMs and verify if the models really 511

utilize the internal knowledge when instructed to. 512

On the other hand, we posit that this approach 513

also demonstrates potential in better understanding 514

hallucination in LLMs. Similar to asking LLMs 515

to look into the null “Examples” section in our 516

approach, providing LLMs with other kinds of in- 517

structions to utilize the null context in the tasks 518

may hold another key to investigate hallucination 519

in specific areas. As previously discussed, this may 520

serve as a simpler way to assess hallucination in 521

LLMs. 522

5 Ablation Studies 523

We perform ablation studies to better understand 524

how our prompting technique performs on smaller 525

LLMs, namely, Llama 2 7B and Llama 2 7B Chat, 526

in Section 5.1. Furthermore, we attempt to fuse 527

0CoT and ∅-shot prompting together, coined as 528

null-shot chain-of-thought (∅CoT) prompting, and 529

assess its performance against 0CoT prompting, its 530

baseline, in Section 5.2. We also demonstrate that 531

the position of placing the ∅-shot phrase affects 532

performance in Section 5.3. Finally, we conduct 533

an experiment to assess how each component in 534

the ∅-shot phrase contribute to the performance of 535

∅-shot prompting in Section 5.4. 536

5.1 Scaling Analysis 537

In the scaling analysis, we follow the main exper- 538

iment procedure described in Section 3 but use 539

Llama 2 7B and the Llama 2 7B Chat. We include 540
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both Llama 2 models in our study to examine the ef-541

fectiveness of ∅-shot prompting on smaller models.542

The results from the study are shown in Table 2. We543

observe increases in performance across all tasks544

with ∅-shot prompting using Llama 2 7B, except545

for AQuA-RAT and WinoGrande. In the case of546

GSM8K, we observe an increase in performance547

when using ∅-shot prompting with Llama 2 7B548

Chat. However, the rest of the datasets do not show549

an improvement when using ∅-shot prompting to-550

gether with Llama 2 7B Chat.551

Results obtained from experimenting with552

Llama 2 7B and Llama 2 7B Chat exhibit a similar553

pattern to PaLM 2 and PaLM 2 for Chat, where we554

observe a higher performance increase in the base555

version compared to the chat version of the model556

within the same family and potentially the same557

size. As discussed earlier, these results also show558

that Llama 2 7B Chat is better at handling halluci-559

nation. This aligns with a study proposing Llama 2560

(Touvron et al., 2023) where various measures have561

been incorporated, such as ensuring the quality562

and safety of the pre-training dataset, incorporating563

safety supervised fine-tuning for both pre-trained564

and fine-tuned models, and adding a safety-specific565

reward model during the reinforcement learning566

with human feedback (RLHF) pipeline for Llama567

2 Chat.568

From the results, we observe effectiveness across569

types of tasks from all safety measures in reducing570

hallucination, especially noting how effective the571

RLHF pipeline is for reducing hallucination. How-572

ever, it is noteworthy that there is less effectiveness573

in math word problems where the model needs to574

respond with arbitrary number output, as can be575

observed from the increased performance for both576

models.577

Furthermore, when comparing the increased per-578

formance in the reading comprehension task, we579

observe a notable increase in the performance of580

the pre-trained version, Llama 2 7B. This is likely581

due to the fact that the pre-trained model suffers582

more from longer context, i.e., it hallucinates more583

when engaging in long-context scenarios. How-584

ever, we notice that the fine-tuned version, Llama585

2 7B Chat, does not suffer from this trait, similar to586

PaLM 2 for Chat. Despite the resource constraint587

that prevented us from employing Llama 2 models588

at 13B and 70B sizes in our study, we conjecture589

that the effectiveness of our ∅-shot prompting re-590

lies more on the inherent hallucination of the model591

rather than its size. In other words, the higher the592

model is hallucinating, the more effective our ap- 593

proach is likely to be. 594

5.2 Null-Shot CoT Prompting 595

As 0CoT prompting shows promising increases in 596

performance, we conduct an experiment to inves- 597

tigate if modifying the original 0CoT phrase to 598

include an instruction similar to ∅-shot prompt- 599

ing will increase performance or not. The modi- 600

fied 0CoT phrase to incorporate ∅-shot prompting, 601

named ∅CoT prompting, is shown in Appendix D. 602

Similar to 0CoT prompting, we decide to place the 603

∅CoT phrase at the end of the task instruction and 604

input. We conduct an experiment following the 605

description in Section 3, but use 0CoT prompting 606

as a baseline instead of zero-shot prompting. The 607

results from the experiment are shown in Table 4 608

in Appendix D. 609

We observe that ∅CoT prompting rarely main- 610

tains effectiveness over 0CoT prompting. This 611

could be due to the fact that both prompting ap- 612

proaches require the models to reason and explain 613

in steps, and our ∅CoT prompting may hinder the 614

abilities of the models to reason, resulting in subpar 615

performance compared to 0CoT prompting. Alter- 616

natively, we can formulate one observation: elicit- 617

ing the models to reason also decreases the chances 618

of hallucination. 619

However, we also perceive that ∅CoT prompt- 620

ing is effective for PaLM 2 in reading comprehen- 621

sion as well as adversarial commonsense reasoning 622

tasks and the Gemini Pro models in the AQuA-RAT 623

dataset. As discussed earlier, base models tend to 624

hallucinate more. By utilizing ∅CoT with long- 625

context inputs, as in RACE datasets and a task that 626

require long reasoning steps, as in WinoGrande, it 627

may guide the models’ hallucination in the correct 628

path to the answer. This could also be the reason for 629

the increased performance in the commonsense rea- 630

soning and reading comprehension tasks in PaLM 631

2 for Chat as well. As for the Gemini Pro models, 632

we believe multiple choices in arithmetic questions 633

may intervene with reasoning abilities. 634

We also note that ∅CoT prompting is very ef- 635

fective for GPT-4 Turbo, previously discussed in 636

Section 4.2 as a model that seems to have less hal- 637

lucination, in WinoGrande dataset. The sudden 638

performance increase may suggest that this task 639

likely require both reasoning (from the 0CoT part) 640

and null examples (from the ∅-shot part), i.e., eas- 641

ier to elicit hallucination. In contrast, Gemini Pro 642

performs better at handling hallucination in Strate- 643
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Model AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
Llama 2 7B -18.46% 10.53% 0.09% -2.09% 12.60% 14.83% 3.80% 0.93%

Llama 2 7B Chat -5.88% 2.11% -5.88% -8.05% -15.96% -16.03% -4.23% -2.18%

Table 2: This table presents relative results indicating the performance changes compared to the zero-shot prompting
baseline for Llama 2 7B and Llama 2 7B Chat.

gyQA and TriviaQA. As previously discussed, the644

models are better at detecting non-factual content645

in the ∅CoT phrase and decline to continue the646

task. Overall, strong models seem to suffer more647

from hallucination when using ∅CoT prompting648

for the AquA-RAT dataset.649

5.3 Positions of Null-Shot Phrase650

To determine the effects of the position of the ∅-651

shot phrase, we conduct an experiment following652

what is described in Section 3. However, we com-653

pare between placing the phrase before the task654

instruction, as in our original experiment, and at655

the end of the prompt, similar to what was done in656

Section 5.2. We only use the GPT-3.5 Turbo model657

to reduce the cost of the experiment. We compare658

the obtained performance against the same zero-659

shot prompting baseline as described in our main660

experiment. The results are shown in Table 5 in661

Appendix E.662

We observe that placing the ∅-shot phrase at663

the beginning shows superior effectiveness across664

datasets, except for GSM8K, where models are re-665

quired to produce arbitrary numeric answers. We666

argue that this is due to the fact that placing con-667

tent at the beginning exhibits stronger conditional668

strength for these models to rely on for output gen-669

eration. This phenomenon has also been mentioned670

in another study, where tokens at the beginning of671

the prompt have been given more importance com-672

pared to the end of the prompt (Liu et al., 2023).673

5.4 Prompt Components674

To assess the contribution of each component in675

the ∅-shot phrase, we conduct an experiment simi-676

lar to the one described in Section 3, but only use677

GPT-3.5 Turbo to save the cost. We decompose our678

∅-shot phrase into two main components: “Look679

at examples in the “Examples” section” and “uti-680

lize examples and information from that section.”681

We prepare three additional variants of the ∅-shot682

phrase, as shown in Appendix E. v1 and v2 remove683

the first and second components, respectively; and684

v3 removes both components. Results from the685

experiment are shown in Table 6 in Appendix E.686

We notice that removing both components, as in 687

v3, reduces the effectiveness of ∅-shot prompting 688

on all datasets compared to the full ∅-shot phrase. 689

Thus, simply instructing the model to perform the 690

task by looking into the null section is insufficient. 691

We also find that, on the majority of tasks except 692

for arithmetic reasoning and closed-book question 693

answering, v2 shows the most prominent perfor- 694

mance. Therefore, the first component instructing 695

the model to look into the imaginary section plays 696

an important role. However, for the arithmetic rea- 697

soning task, we find that v1 is most effective, so 698

instructing the model to utilize examples and in- 699

formation is crucial for arithmetic tasks. For the 700

closed-book question answering task, both com- 701

ponents are required, as can be seen that our full 702

∅-shot phrase provides the best performance, i.e., 703

it requires both look and utilize instructions. Over- 704

all, the full ∅-shot phrase may provide the best 705

balance as it encompasses all of the components, 706

making it suitable across tasks. 707

6 Conclusion 708

We propose ∅-shot prompting, making use of hal- 709

lucination in LLMs to improve performance across 710

tasks. Our experiments show the effectiveness of 711

our approach, especially in models with higher in- 712

nate hallucination, specifically the base models. 713

We also discuss the possibility of utilizing ∅-shot 714

prompting for hallucination detection, which can 715

repurpose existing natural language benchmarks 716

for this purpose and does not require task-specific 717

hallucination detection datasets, which are more 718

costly to construct. 719

We also provide a discussion on the LLMs’ be- 720

haviors elicited through ∅-shot prompting. Fur- 721

thermore, we conduct various ablation studies ex- 722

ploring scaling effects, reasoning variants of ∅- 723

shot prompting, effects of positioning the ∅-shot 724

phrase, and the performance contribution of each 725

component in the phrase. Future studies should 726

explore the possibilities of utilizing this approach 727

for detecting hallucination in LLMs and integrating 728

this approach with other PE techniques. 729
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Limitations730

While the study that introduced 0CoT prompting731

(Kojima et al., 2022) used a two-stage prompting732

approach for improved result extraction, we do not733

utilize this approach in our study to reduce costs,734

which may result in some cases of unsuccessful735

result extraction. However, we compensate it with736

very flexible output extraction scripts instead (cf.737

Appendix B). As stated in Appendix C, we only738

utilize the 7B version of Llama 2 models, and impli-739

cations made in this study may change with larger740

variants of Llama 2. However, we believe that it741

likely does not change our conclusions about the742

relationship between innate hallucination and in-743

creased performance across tasks.744

Ethics Statement745

Similar to general use cases of LLMs, our approach746

is likely to suffer from dataset poisoning (Wal-747

lace et al., 2021) as polluted datasets may increase748

the performance of our approach at the cost of in-749

creased hallucination in LLMs. Furthermore, we750

are unsure about the null examples that models en-751

vision during their output generation. Thus, it may752

retrieve biased, harmful, or toxic content and may753

lead to the reproduction of such content in the gen-754

erated outputs. We also note that it is possible to755

use ∅-shot prompting or a modified version of the756

prompting to avoid harmless and helpful aligned757

behaviors or other safety mechanisms built into the758

models and cause jailbreaking (Wei et al., 2023).759

Finally, as we have a limited understanding of the760

inner workings of LLMs in general, which is an761

active area of research, utilizing ∅-shot prompting762

may lead to unexpected behaviors.763
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Appendix A Related Work1078

Hallucination in LLMs: Various studies have ex-1079

plored hallucination in LLMs, i.e., behaviors when1080

models provide conflicting information in their out-1081

puts (Zhao et al., 2023). Attempts have been made1082

to reduce hallucination in LLMs across steps in1083

model development, e.g., pre-training (Touvron1084

et al., 2023), fine-tuning (Bai et al., 2022; Touvron1085

et al., 2023), and inferencing (Dhuliawala et al.,1086

2023; Li et al., 2023b). These efforts are propelled1087

by the development of various benchmarks for hal-1088

lucination (Lin et al., 2022; Li et al., 2023b). While1089

it is crucial to reduce hallucination in LLMs, our1090

study proposes that we can exploit these hallucina-1091

tion in LLMs to achieve greater performance across1092

tasks and also utilize this approach for evaluating1093

hallucination in LLMs.1094

PE: PE is a field focused on improving the per-1095

formance of LLMs through structuring inputs pro-1096

vided to these models, i.e., prompts. Many prompt-1097

ing approaches have been proposed over the years,1098

e.g., few-shot prompting (Brown et al., 2020), CoT1099

prompting (Wei et al., 2022c), and 0CoT prompt-1100

ing (Kojima et al., 2022). Many variants of CoT1101

prompting have also been proposed, with their fo-1102

cus either on the chain, e.g., chain-of-note (Yu1103

et al., 2023), CoVe (Dhuliawala et al., 2023), and1104

chain-of-code (Li et al., 2023a) prompting. An-1105

other line of research focuses on the thought, such1106

Additional context, e.g., article, context, and
hypothesis
Question: {question}
Choices: {choices}
Answer:

Figure 3: The task instruction and task input format
used for the experiments.

Dataset Task Test split Count Ans.
AQuA-RAT AR test 254 MC

GSM8K AR test 1319 Num.
StrategyQA CR test 2290 BC

WinoGrande CR dev 1267 BC
RACE-m RC middle-test 1436 MC
RACE-h RC high-test 3498 MC

ANLI NLI R3-test 1200 MC
TriviaQA CQA Wikipedia 1000∗ Text

Table 3: Details of each dataset. Test split shows the
split used for evaluations in this study, while Count
shows the number of included samples. For the Task,
AR: Arithmetic Reasoning, CR: Commonsense Reason-
ing, RC: Reading Comprehension, NLI: Natural Lan-
guage Inference, CQA: Closed-book Question Answer-
ing. The Ans. denotes the type of the expected answer,
where BC represents binary choices, MC represents
multiple choices, Num. represents an arbitrary number
answer, and Text represents a free-text answer.
∗We downsampled TriviaQA to only 1000 records to save
budget.

as tree-of-thought (Yao et al., 2023a), graph-of- 1107

thought (Besta et al., 2023), and everything-of- 1108

thought (Ding et al., 2023) prompting. While we 1109

share similarities with few-shot prompting in utiliz- 1110

ing examples and other chain and thought facilities 1111

of PE in eliciting longer responses from LLMs, our 1112

approach utilizes hallucination in LLMs to use ex- 1113

amples that exist within the model. Furthermore, 1114

to the best of our knowledge, we are the first to 1115

propose PE for hallucination exploitation. 1116

Appendix B Datasets 1117

Figure 3 displays the format of task instructions 1118

and inputs for the datasets. This format is inspired 1119

by the procedure done in the 0CoT prompting study 1120

(Kojima et al., 2022). Choices and additional con- 1121

text are only provided in the prompts when appli- 1122

cable. All included datasets are in English. Ad- 1123

ditional details on the chosen testing set and the 1124

number of records are presented in Table 3. 1125

We note that AQuA-RAT, WinoGrande, and 1126

TriviaQA are under the Apache License, Ver- 1127

sion 2.0. GSM8K and StrategyQA are under 1128

the MIT License. RACE datasets are avail- 1129
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able for non-commercial research purposes only.1130

ANLI is under the Creative Commons Attribution-1131

NonCommercial 4.0 International License. Trivi-1132

aQA used in our study is downsampled using the1133

standard random sampling function in Python with1134

a fixed seed of 42. We also note that the datasets1135

may include names of individuals collected from1136

the internet, i.e., publicly available facts about a1137

person but not in an offensive way. The follow-1138

ing list shows the sources of data we used for this1139

study.1140

• AQuA-RAT: https://github.com/1141

google-deepmind/AQuA1142

• GSM8K: https://github.com/openai/1143

grade-school-math1144

• StrategyQA: https://github.com/1145

google/BIG-bench/tree/main/bigbench/1146

benchmark_tasks/strategyqa1147

• WinoGrande: https://winogrande.1148

allenai.org1149

• RACE: https://www.cs.cmu.edu/~glai1/1150

data/race/1151

• ANLI: https://github.com/1152

facebookresearch/anli1153

• TriviaQA: https://nlp.cs.washington.1154

edu/triviaqa/1155

We also develop output extraction scripts for all1156

datasets. For datasets with choices, we look for1157

patterns of choices in the responses. First, if the1158

response generated from a model is an uppercase1159

character, we treat that as the final answer. For1160

example, if a model responded with “A” and if1161

we have “A” as one of our choices, “A” will be1162

treated as the final answer. In other cases, we first1163

attempt to match a pattern of an uppercase character1164

choice followed by a parenthesis, e.g., “A)”. Then1165

we try to match a pattern of “answer is”, where1166

we treat the first uppercase character choice after1167

the pattern as the final answer. For example, if a1168

response contains “So, the answer is A)”, “A” will1169

be extracted as the final answer.1170

For all patterns, we attempt to match on the last1171

line of the model’s output first. If unsuccessful, we1172

then try to match the first line of the model output.1173

These heuristics are based on our observation that1174

models are likely to provide the conclusive answer1175

in the last or first lines, as empirically observed in 1176

our pilot study. Failures to match are treated as no 1177

answer, as well as in cases where the model returns 1178

an empty response. 1179

For datasets without choices, two scenarios are 1180

considered. The first scenario is when the answer 1181

is a number. In this case, we treat the first number 1182

found on the last or first line as the final answer. 1183

This is in a similar spirit to a previous study (Ko- 1184

jima et al., 2022). The second scenario is when the 1185

answer is free text. In this case, we first lowercase 1186

the response and the label. Then we check if the 1187

label exists in the response or not. 1188

Appendix C LLMs 1189

All LLMs in this study are utilized in a determin- 1190

istic setup, i.e., we set the sampling temperature 1191

to 0 and provide a fixed random seed when ap- 1192

plicable. Therefore, we only interact with the 1193

model once for each record of the dataset given 1194

a prompting approach. Any additional settings, 1195

including safety, are left to default. For chat mod- 1196

els/pipelines, we always start with an empty con- 1197

text history, with the prompt as the first user mes- 1198

sage. Six LLMs included in the main experiment 1199

are PaLM 2 (text-bison-001), PaLM 2 for Chat 1200

(chat-bison-001), Gemini Pro (gemini-pro) via 1201

generateContent method, Gemini Pro (Chat) 1202

(gemini-pro via start_chat method), GPT-3.5 1203

Turbo (gpt-3.5-turbo-1106), and GPT-4 Turbo 1204

(gpt-4-1106-preview). We choose these models 1205

for our experiments as they offer APIs to access the 1206

models without the need to prepare our own infras- 1207

tructure for running the models. Furthermore, all 1208

of these models are relatively large and are utilized 1209

in many real-world products and scenarios. 1210

PaLM 2 and PaLM 2 for Chat serve as a com- 1211

parison for models from the same family, where 1212

one model is possibly a base model and the other 1213

one is potentially a chat fine-tuned variant for chat 1214

conversation. This could further give us a way to 1215

assess the effectiveness of the proposed prompting 1216

between these two types of LLMs and the impor- 1217

tance of chat fine-tuning. Similarly, GPT-3.5 Turbo 1218

and GPT-4 Turbo are also chosen to assess these 1219

instruction-aligned models within the same family, 1220

where the subsequent version of the same model 1221

family is possibly relatively larger in both param- 1222

eter size and training data. This could provide 1223

insights into the effects of scaling models further. 1224

We include Gemini Pro because its performance is 1225

13
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∅CoT Phrase

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task
step-by-step .

Figure 4: The ∅CoT phrase shares the majority with
the ∅-shot phrase. However, it has “step-by-step”, high-
lighted in yellow, added at the end, inspired by 0CoT
prompting.

likely positioned between that of GPT-3.5 Turbo1226

and GPT-4 Turbo. All of these six aforementioned1227

LLMs are utilized via their respective API-wrapper1228

Python libraries1.1229

Finally, Llama 2 7B2 and Llama 2 7B Chat3 are1230

included for the scaling analysis where we attempt1231

to evaluate ∅-shot prompting on smaller models.1232

Due to resource constraints, we are only able to1233

evaluate using the smallest variants of Llama 21234

models (7B), despite the existence of the 13B and1235

70B variants. Both Llama 2 models are utilized1236

via Hugging Face’s transformers4 pipelines, i.e.,1237

the text-generation pipeline for Llama 2 and1238

the conversational pipeline for Llama 2 Chat.1239

We note that all models used in our study through1240

APIs are subject to the terms and conditions of API1241

providers, which allow non-commercial research1242

purposes in our study. Llama 2 models are subject1243

to Meta’s community license agreement, which1244

permits our use cases.1245

Appendix D Null-Shot CoT Phrase1246

This section contains phrases used for the ∅CoT1247

prompting experiment and relative results of the1248

experiment described in Section 5.2. The ∅CoT1249

and 0CoT phrases are shown in Figures 4 and 5,1250

respectively. The results from the experiment are1251

presented in Table 4.1252

1GPT-3.5 Turbo and GPT-4 Turbo: https:
//github.com/openai/openai-python

PaLM 2, PaLM 2 for Chat, Gemini Pro, and
Gemini Pro (Chat): https://github.com/google/
generative-ai-python

2https://huggingface.co/meta-llama/
Llama-2-7b-hf

3https://huggingface.co/meta-llama/
Llama-2-7b-chat-hf

4https://github.com/huggingface/transformers/

0CoT Phrase

Let’s think step by step.

Figure 5: The 0CoT phrase used as a baseline for the
experiment detailed in Section 5.2. This phrase is taken
from Kojima et al. (2022).

∅-shot Phrase: Components

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task.

Figure 6: The ∅-shot phrase with the first components
highlighted in yellow and the second components high-
lighted in green.

Appendix E Null-Shot Phrase’s 1253

Positioning and Null-Shot 1254

Phrase Variants 1255

In this section, we present a result table, Table 5, 1256

of the experiment described in Section 5.3 to deter- 1257

mine the position placement of the ∅-shot phrase. 1258

We also present prompt variants used for the ex- 1259

periment described in Section 5.4 to determine the 1260

effects of each component in Figures 7, 8, and 9, 1261

and their results in Table 6. 1262

For the prompt variants, the original ∅-shot 1263

phrase is shown in Figure 2 and has been broken 1264

down into two main components, as shown in Fig- 1265

ure 6. The first variant, v1, removes the first compo- 1266

nent. The second variant, v2, removes the second 1267

component. Finally, the third variant, v3, removes 1268

both components. The full phrases are shown in 1269

Figures 7, 8, and 9. 1270

∅-shot Phrase: First Variant (v1)

Utilize examples and information from the
“Examples” section to perform the following
task.

Figure 7: The first variant of ∅-shot phrase with the
first component removed.
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Model AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
PaLM 2 -54.44% -27.71% -5.36% 18.89% 16.18% 20.16% -0.85% -4.50%

PaLM 2 for Chat -5.88% -7.55% 14.75% -4.49% 0.49% 0.79% -2.49% -2.12%
GPT-3.5 Turbo -3.42% -4.00% -13.21% -10.96% -3.34% 0.15% -46.94% 0.75%

GPT-4 Turbo 2.08% -1.12% -2.34% 24.77% -5.64% -8.56% -8.79% -1.04%
Gemini Pro 8.47% -9.99% -98.42% -99.62% -3.02% -1.06% -7.07% -98.54%

Gemini Pro (Chat) 8.06% -11.66% -98.42% -99.62% -2.32% -0.73% -8.01% -98.55%

Table 4: This table presents relative results indicating the performance changes when using ∅CoT prompting
compared to the 0CoT prompting baseline.

Prompting AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
∅-shot 33.94% 15.19% 3.14% -1.84% -1.79% -1.19% -3.61% 1.23%

∅-shot-after 30.28% 19.20% -6.21% -69.08% -4.81% -4.62% -46.47% -3.09%

Table 5: This table presents relative results indicating the performance changes compared to the zero-shot prompting
baseline. We find that placing the phrase before the task instruction and input allows GPT-3.5 Turbo to perform
better in most cases.

∅-shot Phrase: Second Variant (v2)

Look at examples in the “Examples” section
and perform the following task.

Figure 8: The second variant of ∅-shot phrase with the
second component removed.

∅-shot Phrase: Third Variant (v3)

Perform the following task as demonstrated
in the “Examples” section.

Figure 9: The third variant of ∅-shot phrase with both
components removed.

Appendix F Hallucination in LLMs in1271

Relation to Phenomena in1272

Humans1273

In this section, we engage in a broader discussion1274

about the similarities of hallucination in LLMs to1275

three phenomena in humans: déjà vu, fabrication,1276

and confabulation. We select these phenomena as1277

they share some characteristics with LLMs, e.g.,1278

false memory, lying, or double firing in the same1279

region of neurons. We discuss déjà vu, fabrication,1280

and confabulation in Sections F.1, F.2, and F.3,1281

respectively.1282

F.1 Déjà Vu1283

Déjà vu (Brown, 2003) in humans is a phenomenon1284

where one believes that they have a memory of a1285

certain situation before. For example, they may feel1286

like they have visited a place before, but in fact, this1287

is their first time there. The reasons behind this phe- 1288

nomenon are still inconclusive for humans (Brown, 1289

2003), with many streams of research pursuing ex- 1290

planations. 1291

We believe that one potential reason behind the 1292

increased performance of LLMs could be due to a 1293

similar phenomenon. LLMs may believe that they 1294

have seen a situation before, while in fact, they have 1295

never seen such a situation during their training. In 1296

contrast to emergent abilities (Wei et al., 2022b) 1297

when LLMs are further scaled and they generalize 1298

to never-before-seen tasks, this phenomenon is pos- 1299

sibly due to LLMs believing that they have seen 1300

a particular piece of information before, similar 1301

to déjà vu in humans, enabling them to retrieve a 1302

memory that may have never existed. If this holds 1303

true, it could also be a key factor in utilizing LLMs 1304

for better understanding déjà vu in humans. 1305

The most similar type of explanation for this be- 1306

havior in LLMs to déjà vu in humans, in our opin- 1307

ion, is the attentional framework (Brown, 2003), 1308

where our brain may process information in two 1309

passes, with the first pass being inattention and the 1310

second one being full attention. The matching be- 1311

tween an experience of the second pass to the first 1312

pass makes us subconsciously feel like we had this 1313

experience before. In LLMs, it may be possible 1314

that ∅-shot prompting elicits similar behaviors of 1315

firing through same regions of attention weights, 1316

in a loose sense, twice, making the model hallu- 1317

cinate the null section. The interpretation of this 1318

could be due to a resurfacing of similar probabil- 1319

ity distributions of tokens during LLMs’ decoding 1320

process. 1321
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Prompting AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
∅-shot 33.94% 15.19% 3.14% -1.84% -1.79% -1.19% -3.61% 1.23%

∅-shot-v1 36.70% 16.85% 2.73% -3.95% -2.12% 1.75% -6.37% 0.62%
∅-shot-v2 10.09% 8.98% 4.57% 1.84% -1.14% -0.80% 0.52% -0.37%
∅-shot-v3 27.52% 15.88% 1.23% -8.82% -1.47% -1.43% -2.07% -0.25%

Table 6: This table presents relative results indicating the performance changes compared to the zero-shot prompting
baseline. We note that each prompt component has its own strengths. In particular, v2, where the second prompt
component is removed, shows the best performance in most datasets.

F.2 Fabrication1322

Another perspective to consider is fabrication. As1323

humans, we fabricate, i.e., lie about facts, stories,1324

experiences, and more (Saxe, 1991). We fabri-1325

cate for various purposes, such as protecting our1326

loved ones from harsh truths, maintaining harmony1327

among peers, or taking advantage of a situation1328

through fabricated stories. Considering that LLMs1329

have been trained on large corpora containing a1330

massive amount of human-generated content (Zhao1331

et al., 2023), these models may learn these kinds of1332

behaviors through their training data. Alternatively,1333

it could be due to the fact that the training corpora1334

may contain conflicting data, leading to halluci-1335

natory behaviors of LLMs. Fabricating the null1336

“Examples” section as instructed in ∅-shot prompt-1337

ing, is potentially done because the model wants to1338

maintain comfort or gain favors, i.e., “sycophancy”,1339

with users (Perez et al., 2023).1340

While fabrication in this sense may sound ac-1341

ceptable, these behaviors of fabricating facts can1342

be exploited in malicious attempts by making the1343

models fabricate false information, strengthening1344

confirmation bias (Nickerson, 1998) instead of pro-1345

viding truthful and objective information. This kind1346

of hallucination can be harmful, and while we pro-1347

pose ∅-shot prompting to increase performances1348

of LLMs by exploiting inherent hallucination, we1349

posit that a better understanding and mitigation of1350

hallucination in LLMs should render our approach1351

less effective. This means that LLMs are less prone1352

to hallucination and can provide more truthful in-1353

formation. That is why we also posit that ∅-shot1354

prompting shows the possibility of uses in halluci-1355

nation detection as well.1356

F.3 Confabulation1357

Related to déjà vu and fabrication is confabula-1358

tion. Confabulation in humans is an “honest ly-1359

ing” (Berrios, 1998) where a person retains a false1360

memory and believes that such a memory is true1361

(Fotopoulou, 2008). Similarly, as we observe from1362

the results, LLMs may honestly believe that such a1363

section exists when prompted with ∅-shot prompt- 1364

ing and try to produce results in accordance with 1365

the instruction in the prompt. In humans, provoked 1366

confabulation (Schnider et al., 1996; Francis et al., 1367

2022) directly prompts a person with a question or 1368

conversation related to a false memory. This type 1369

of confabulation can also be regarded as the same 1370

as what ∅-shot phrase prompts LLMs. 1371

While confabulation is regarded as a neuropsy- 1372

chiatric disorder usually following brain damage, 1373

comprehensive causes of this disorder remain in- 1374

conclusive (Berrios, 1998; Francis et al., 2022). 1375

Further investigation and understanding in LLMs 1376

for the origin of their hallucination may also shed 1377

some light and aid in discovering causes of con- 1378

fabulation in humans. Nevertheless, confabulation, 1379

both in humans and LLMs, is generally regarded 1380

as an undesired behavior, and various studies have 1381

been explore intervention/mitigation approaches 1382

(Francis et al., 2022; Zhang et al., 2023). Finally, 1383

we acknowledge that some studies use confabula- 1384

tion in place of hallucination for LLMs (Shanahan 1385

et al., 2023; Rawte et al., 2023). Whether which 1386

term is more suitable to describe this category of 1387

behaviors in LLMs remains inconclusive for the 1388

field and is an open question. 1389

Appendix G Empirical Results of 1390

Expected Behaviors When 1391

Using Null-Shot Prompting 1392

This section contains qualitative examples gener- 1393

ated by either GPT-4 Turbo or Gemini Pro from our 1394

main experiment and from ChatGPT web version. 1395

When we utilize ∅-shot prompting, these models 1396

may inform users about the unavailability of the 1397

“Examples” section. This demonstrates a less hallu- 1398

cinatory behavior and may be preferred in scenarios 1399

where, for example, users unintentionally forget to 1400

provide the stated section in the prompt but intend 1401

to include it. Through these examples, we find that 1402

only GPT-4 Turbo and Gemini Pro have the abil- 1403

ity to inform users about its inaccessibility to the 1404

instructed null “Examples” section. This behav- 1405
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AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 0.08% (1) 53.89% (1234) 20.52% (260)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.06% (2) 0% (0) 7.9% (79)

Table 7: Number of instances when GPT-4 Turbo’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.

AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 1.29% (17) 26.33% (603) 5.45% (69)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.2% (7) 0% (0) 64.7% (647)

Table 8: Number of instances when Gemini Pro’s re-
sponse includes a phrase informing the user about the
unavailability of the instructed “Examples”.

ior exhibits less hallucination compared to other1406

models, specifically, context-conflicting hallucina-1407

tion. The numbers of instances for each dataset1408

where this event occurred, i.e., GPT-4 Turbo starts1409

the response with “I’m sorry, but” or Gemini Pro1410

generates something similar to “The provided con-1411

text does not contain”, are presented in Tables 7,1412

8, and 9, for GPT-4 Turbo, Gemini Pro, and Gem-1413

ini Pro (Chat), respectively. Additional qualitative1414

examples are shown in Figures 10, 11, 12, 13, and1415

14.1416

G.1 Context-Conflicting Hallucination1417

Detection Ability of GPT-4 Turbo1418

As can be observed from Table 7, GPT-4 Turbo1419

is less prone to hallucination when using our ∅-1420

shot prompting in StrategyQA and WinoGrande1421

compared to other datasets, despite the fact that1422

our ∅-shot prompting elicits context-conflicting1423

hallucination. Typically, commonsense reasoning1424

requires a use of implicit reasoning steps (Geva1425

et al., 2021) or world knowledge (Levesque et al.,1426

2012); performing this task may induced the model1427

to utilize its associated weights of various reason-1428

ing types required by each question in the task. The1429

use of reasoning may resulted in reduced halluci-1430

nation; in our case, the model is better at detect-1431

ing conflicting instructions. This observation is1432

AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 1.21% (16) 26.24% (601) 5.45% (69)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.23% (8) 0% (0) 64.8% (648)

Table 9: Number of instances when Gemini Pro (Chat)’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.

aligned with a previous study (Dhuliawala et al., 1433

2023) which showed that reasoning could reduce 1434

LLMs’ hallucination. 1435

TriviaQA is another task where the model shows 1436

its ability to detect hallucination compared to the 1437

rest of the dataset. This could be due to the fact 1438

that trivia questions may require additional knowl- 1439

edge, eliciting GPT-4 Turbo to search the Internet 1440

or retrieve information from external sources, as 1441

this approach is common for this task (Yasunaga 1442

et al., 2021; Schick et al., 2023). As GPT-4 might 1443

attempt to access these additional sources but could 1444

not, the model responded with the unavailability of 1445

the section. 1446

On the other hand, GPT-4 Turbo did not inform 1447

users in arithmetic reasoning, reading comprehen- 1448

sion, and NLI tasks. These tasks may have different 1449

characteristics that may not encourage the model 1450

to reason through words. For example, the reading 1451

comprehension task may require a general level of 1452

reasoning. However, with its long-context nature, 1453

this may prohibit GPT-4 Turbo from reasoning and 1454

easily distract the model via our ∅-shot phrase, as 1455

we instructed the model to further look into some- 1456

thing that sounds promising to exist given the long 1457

context. For arithmetic reasoning, numbers, calcu- 1458

lations, and mathematical symbols may distract the 1459

model from paying attention to detect the conflict 1460

in the prompt, i.e., activated different areas of at- 1461

tentions. As for NLI, assessing a given hypothesis 1462

against a provided context may not be enough to 1463

elicit the reasoning level necessary to detect con- 1464

flicts in prompts. 1465

G.2 Context-Conflicting Hallucination 1466

Detection Ability of Gemini Pro 1467

Similar to what can be observed with GPT-4 Turbo, 1468

Gemini Pro is able to detect context-conflicting hal- 1469

lucination in datasets, as shown in Tables 8 and 9. 1470

In contrast to GPT-4 Turbo, we observe a notice- 1471

able rate of over half of the generated responses 1472

for TriviaQA, but not WinoGrande, containing an 1473

informing statement that the instruction to utilize 1474

information or examples from the null “Examples” 1475

section is incorrect. We note that both Gemini Pro 1476

and Gemini Pro (Chat) share a highly similar pat- 1477

tern across datasets, likely due to them being a 1478

similar model. 1479

We observe that arithmetic reasoning and read- 1480

ing comprehension tasks, coupled with ∅-shot 1481

prompting, lower the ability of the models to reason 1482

and detect hallucination, the same as with GPT-4 1483
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Turbo. Therefore, we conjecture that this is due1484

to the nature of the tasks, which involve heavy nu-1485

merical values and long contexts in general. We1486

prompt future studies to design hallucination detec-1487

tion methods incorporating this insight during the1488

development of hallucination detection datasets. In-1489

terestingly, TriviaQA is where the models shine the1490

most, which is consistent with a report on Gemini1491

where the authors implemented instruction-tuning1492

approaches aiming at reducing incorrect informa-1493

tion generation in closed-book question answering1494

tasks (Team et al., 2023).1495

G.3 Inability of Other LLMs to Detect1496

Hallucination1497

One potential reason why other models could not1498

detect context-conflicting hallucination when using1499

our ∅-shot prompting could be due to the fact that1500

these models are smaller compared to GPT-4 Turbo1501

or Gemini Pro. In a previous study, it showed1502

that smaller models may exhibit fewer reasoning1503

capabilities and more hallucinated behaviors (Wei1504

et al., 2022c). Therefore, even Llama 2 models1505

were trained using a process designed to minimize1506

hallucination, they exhibited more hallucinatory1507

behaviors, likely due to the lack of scale.1508

As for PaLM 2 models and GPT-3.5 Turbo, it1509

is unclear how their scale is comparable to GPT-41510

Turbo or Gemini Pro due to a lack of public report.1511

Nevertheless, it is worth noting that GPT-3.5 uti-1512

lized through the ChatGPT website exhibits better1513

responses in informing users about the inaccessi-1514

bility of the null section. An example of an inter-1515

action with GPT-3.5 through the ChatGPT website1516

is shown in Figure 15. The inconsistency in behav-1517

iors between GPT-3.5 utilized via the website and1518

GPT-3.5 Turbo utilized via the API could possibly1519

be due to the constant updates behind the scenes of1520

the web version, which is potentially powered by a1521

newer model.1522

Appendix H Error Analysis1523

We investigate failure cases of the main experiment.1524

In particular, we focus on cases where responses1525

are an empty string due to getting blocked from1526

safety mechanisms built into these models or their1527

APIs; we leave all safety settings to default to imi-1528

tate real-world scenarios of API usages. We note1529

that these mechanisms, as of writing, only exist1530

within the models used through APIs served by1531

Google which are the PaLM 25 models and Gemini 1532

Pro6 models. Our further investigations also vali- 1533

date that GPT-3.5 Turbo and GPT-4 Turbo do not 1534

have this behavior. Table 10 presents cases where 1535

the aforementioned models from Google output 1536

empty responses due to being blocked by the secu- 1537

rity mechanisms. 1538

We observe interesting results where the utiliza- 1539

tion of ∅-shot or ∅CoT prompting decreases the 1540

effectiveness of the built-in safety mechanisms in 1541

the majority of cases. As shown in Table 10, the 1542

red color highlights the decrease in the numbers 1543

of empty responses across datasets when eliciting 1544

through ∅-shot or ∅CoT prompting. We find that 1545

both prompting can decrease empty responses by 1546

25.02% on average – 44.77% and 5.26% on av- 1547

erage when using ∅-shot and ∅CoT prompting, 1548

respectively. We posit that the prompting distracts 1549

the models and deviates the models from usual 1550

patterns. Thus, the prompting decreases the effec- 1551

tiveness of the built-in safety measures. The results 1552

show a possibility to utilize both PE techniques to 1553

circumvent the safety mechanisms built into the 1554

models in a similar spirit to jailbreaking through 1555

prompting (Chao et al., 2023; Shen et al., 2023), 1556

but in our case, the safety breach is potentially at 1557

the API pipeline level. We conjecture that measures 1558

deployed during training, such as safe instruction- 1559

tuning, may not generalize enough to safeguard 1560

against all cases, in particular, when the models get 1561

distracted with hallucination-elicited prompts. 1562

Comparing ∅-shot and ∅CoT prompting, we 1563

notice that ∅-shot prompting is more effective in 1564

breaking built-in safety measures, which is likely 1565

attributed to the fact that ∅CoT prompting induces 1566

reasoning during decoding. Therefore, we posit 1567

the same reasons for the reduced effectiveness of 1568

∅CoT prompting in general; reasoning reduces 1569

the chances of hallucination. In addition, we ob- 1570

serve that PaLM 2 for Chat generates fewer empty 1571

responses than PaLM 2 in general. In contrast, 1572

Gemini Pro is more consistent across text and chat 1573

generation. This observation may result from the 1574

fact that PaLM 2 and PaLM 2 for Chat are two dif- 1575

ferent models, while both Gemini Pro variants are 1576

based on the same model. Nevertheless, we cannot 1577

confirm this fact due to a lack of public report. 1578

5https://cloud.google.com/vertex-ai/docs/
generative-ai/configure-safety-attributes-palm

6https://ai.google.dev/docs/safety_setting_
gemini
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: How much does it cost you for lunch today at Subway if you pay $40 for a foot-long
fish sub and thrice as much for a six-inch cold-cut combo sub?
Answer:

I’m sorry, but there seems to be a misunderstanding. I don’t have access to an “Examples”
section or any other external content. However, I can help you calculate the cost based on the
information you’ve provided.

If you paid $40 for a foot-long fish sub at Subway, and a six-inch cold-cut combo sub
costs thrice as much, then the cost of the six-inch cold-cut combo sub would be:

3 times $40 = $120

So, the total cost for lunch at Subway would be the cost of the foot-long fish sub plus
the cost of the six-inch cold-cut combo sub:

$40 (foot-long fish sub) + $120 (six-inch cold-cut combo sub) = $160

Therefore, it would cost you $160 for lunch today at Subway based on the prices you’ve
provided. However, please note that these prices seem unusually high for Subway sandwiches, and
it’s likely that there’s been a mistake or miscommunication regarding the actual costs.

Figure 10: An output generated using ∅-shot prompting with GPT-4 Turbo for GSM8K dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Is one blast from double-barreled shotgun likely to kill all squid brains?
Choices: A) True, B) False
Answer:

I’m sorry, but as an AI, I don’t have access to external content, including an “Examples”
section you’re referring to. Therefore, I cannot directly utilize examples and information
from that section to answer your question.

However, I can provide a general answer based on common knowledge. A double-barreled
shotgun is a powerful firearm that can cause significant damage. Whether one blast could kill all
squid brains would depend on several factors, including the size and number of the squid, the
distance, the spread of the shot, and the specific ammunition used. In a realistic scenario, it is
unlikely that one blast would kill multiple squid if they are not in very close proximity to each
other, as the shot spread would disperse over a distance, reducing its lethality per squid. Therefore,
without specific context, the most accurate answer would be:

Answer: B) False

Figure 11: An output generated using ∅-shot prompting with GPT-4 Turbo for StrategyQA dataset.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: ‘When Will You Marry?’ became the world’s most expensive work of art when it was
sold
Answer:

I’m sorry, but as an AI, I don’t have the ability to look at sections or examples outside of the
text provided to me in our conversation. However, I can tell you that the painting “When Will
You Marry?” by Paul Gauguin was sold for a record price of nearly $300 million in 2015. At that
time, it was reported to be one of the most expensive works of art ever sold. Please note that the art
market is dynamic, and records for the most expensive works of art can change over time.

Figure 12: An output generated using ∅-shot prompting with GPT-4 Turbo for TriviaQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task. Question: Did Metallica band members cutting their hair hurt their
sales? Choices: A) True, B) False Answer:

The provided context does not contain any information about Metallica band members
cutting their hair or the impact it had on their sales. Therefore, I cannot answer this
question.

Figure 13: An output generated using ∅-shot prompting with Gemini Pro for StrategyQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that
section to perform the following task. Question: “Which actor, best known for his role in ““The
Godfather”” series of films, shares his name with a member of TV’s ““Dragon’s Den””?” Answer:

The context does not mention anything about actors in “The Godfather” series of films
or members of TV’s “Dragon’s Den”, so I cannot answer this question from the provided
context.

Figure 14: An output generated using ∅-shot prompting with Gemini Pro (Chat) for TriviaQA dataset.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: The A57 road runs from Liverpool to which English town or city?
Answer:

I’m sorry for any confusion, but I don’t have direct access to specific sections, including an
“Examples” section, as I don’t have the ability to browse external content or specific webpages.
However, I can provide information based on my training data up to January 2022.

As of my last update, the A57 road runs from Liverpool to Lincoln. It’s a major road in
England that connects these two locations. If there have been any changes or updates after my last
training cut-off, I recommend checking a reliable and up-to-date source for the latest information
on the A57 road.

Figure 15: An output generated using ∅-shot prompting with ChatGPT (web version). An
archived version of the conversation can be accessed via https://chat.openai.com/share/
96d07393-c685-45a1-a321-72471bc91c41

Model AQuA GSM8K
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 2.36% (6) 0% (0) 2.76% (7) 2.36% (6) 4.02% (53) 0.38% (5) 1.14% (15) 0.91% (12)
PaLM 2 for Chat 0.39% (1) 0% (0) 0% (0) 0% (0) 0.23% (3) 0.3% (4) 0.23% (3) 0.23% (3)

Gemini Pro 1.18% (3) 0.39% (1) 0% (0) 0.39% (1) 3.26% (43) 0.53% (7) 1.06% (14) 0.45% (6)
Gemini Pro (Chat) 0.39% (1) 0.39% (1) 0% (0) 0% (0) 3.26% (43) 0.3% (4) 0.53% (7) 0.38% (5)

Model StrategyQA WinoGrade
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 15.9% (364) 3.28% (75) 14.06% (322) 7.69% (176) 9.79% (124) 0.87% (11) 9.55% (121) 3.95% (50)
PaLM 2 for Chat 2.79% (64) 2.93% (67) 2.53% (58) 3.23% (74) 0.63% (8) 0.47% (6) 0.71% (9) 0.63% (8)

Gemini Pro 4.67% (107) 2.4% (55) 3.45% (79) 3.28% (75) 3.47% (44) 2.45% (31) 3.16% (40) 1.26% (16)
Gemini Pro (Chat) 4.19% (96) 2.45% (56) 3.49% (80) 3.36% (77) 3.55% (45) 2.45% (31) 3.16% (40) 0.87% (11)

Model RACE-m RACE-h
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 6.82% (98) 5.01% (72) 8.43% (121) 6.55% (94) 15.21% (532) 11.29% (395) 15.78% (552) 13.18% (461)
PaLM 2 for Chat 3.2% (46) 1.95% (28) 3.41% (49) 3.27% (47) 3.69% (129) 2.54% (89) 3.6% (126) 3.77% (132)

Gemini Pro 5.43% (78) 4.18% (60) 6.34% (91) 5.78% (83) 6.2% (217) 4.63% (162) 6.38% (223) 5.26% (184)
Gemini Pro (Chat) 5.43% (78) 4.11% (59) 5.64% (81) 4.87% (70) 6.38% (223) 4.75% (166) 6.46% (226) 5.37% (188)

Model ANLI TriviaQA
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 8.83% (106) 3.92% (47) 8.42% (101) 8.67% (104) 10.2% (102) 2.8% (28) 6.7% (67) 5.4% (54)
PaLM 2 for Chat 0.33% (4) 0.42% (5) 0.08% (1) 0.42% (5) 4.8% (48) 4.3% (43) 4.3% (43) 5.7% (57)

Gemini Pro 1.92% (23) 0.5% (6) 1.5% (18) 1.42% (17) 5.7% (57) 2.3% (23) 4.2% (42) 1.7% (17)
Gemini Pro (Chat) 2.33% (28) 0.83% (10) 1.83% (22) 1.67% (20) 5.8% (58) 2.3% (23) 3.9% (39) 1.3% (13)

Table 10: This table displays the ratio of cases where each model responds with an empty string, representing
instances where a generated response or a prompt is blocked by safety mechanisms built into the model’s pipelines.
Red color represents a case where prompting decreases the number of empty responses. 0S, ∅S, 0CoT, and ∅CoT
denote zero-shot prompting, ∅-shot prompting, zero-shot CoT prompting, and ∅-shot CoT prompting, respectively.
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Appendix I Absolute Results1579

This section provides absolute results for the main1580

experiment and ablation studies. Table 11 presents1581

absolute results from the main experiment. Tables1582

12, 13, 14, and 15 provide absolute results for the1583

scaling analysis, the reasoning variant, the posi-1584

tion analysis, and the prompt components analysis,1585

respectively.1586

Appendix J Qualitative Examples of1587

Null-Shot Prompting1588

In this section, we provide qualitative examples of1589

generated responses from the datasets when utiliz-1590

ing ∅-shot prompting. The LLM used to generate1591

each response is denoted in the figure caption. Fig-1592

ures 16, 17, 18, 19, 20, 21, 22, and 23 are exam-1593

ples of AQuA-RAT, GSM8K, StrategyQA, Wino-1594

Grande, RACE-m, RACE-h, ANLI, and TriviaQA,1595

respectively.1596

Appendix K Raw Data and Source Code1597

Raw data and source code will be made public upon1598

acceptance.1599

Appendix L Declaration of AI Assistance1600

We utilized ChatGPT only for grammatical check-1601

ing and LaTeX support of the content presented in1602

this study but did not use it for the initial draft of1603

this study. GitHub Copilot was utilized for trivial1604

and boilerplate code completion during data gener-1605

ation and data analysis. We declare that all content1606

presented and code utilized in this study has been1607

reviewed and edited by the authors.1608
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Model AQuA GSM8K StrategyQA WinoGrande
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 29.13 28.35 14.78 16.45 59.83 66.38 72.69 80.03
PaLM 2 for Chat 14.96 15.75 53.90 55.12 57.73 58.69 56.59 60.54

GPT-3.5 Turbo 42.91 57.48 54.89 63.23 64.02 66.03 59.98 58.88
GPT-4 Turbo 75.98 75.59 74.30 73.16 74.85 61.83 73.48 55.80

Gemini Pro 25.59 35.43 51.55 66.49 67.03 50.66 63.85 62.98
Gemini Pro (Chat) 25.59 37.01 52.39 67.02 67.60 50.44 63.69 62.98

Model RACE-m RACE-h ANLI TriviaQA
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 82.66 84.19 71.56 74.16 49.17 50.50 64.20 68.70
PaLM 2 for Chat 73.54 74.30 67.04 67.50 42.67 43.33 70.20 70.10

GPT-3.5 Turbo 85.38 83.84 81.73 80.76 48.42 46.67 81.00 82.00
GPT-4 Turbo 92.97 93.25 88.59 88.97 64.17 64.00 85.40 84.60

Gemini Pro 83.01 84.61 77.82 79.47 50.58 51.67 70.20 25.30
Gemini Pro (Chat) 84.61 85.24 79.10 80.39 51.08 51.92 70.50 25.40

Table 11: Absolute results of the main experiment. 0S denotes zero-shot prompting, ∅S denotes ∅-shot prompting.
Underline signifies cases where ∅-shot prompting results outperform its zero-shot prompting baseline.

Model AQuA GSM8K StrategyQA WinoGrande
0S ∅S 0S ∅S 0S ∅S 0S ∅S

Llama 2 7B 25.59 20.87 2.88 3.18 50.79 50.83 45.22 44.28
Llama 2 7B Chat 52.75 49.65 21.53 21.99 52.75 49.65 49.01 45.07

Model RACE-m RACE-h ANLI TriviaQA
0S ∅S 0S ∅S 0S ∅S 0S ∅S

Llama 2 7B 27.09 30.50 23.90 27.44 32.92 34.17 64.80 65.40
Llama 2 7B Chat 57.17 48.05 46.37 38.94 35.50 34.00 64.30 62.90

Table 12: Absolute results of the scaling analysis experiment. 0S denotes zero-shot prompting, ∅S denotes ∅-shot
prompting. Underline signifies cases where ∅-shot prompting results outperform its zero-shot prompting baseline.

Model AQuA GSM8K StrategyQA WinoGrande
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 35.43 16.14 60.20 43.52 62.71 59.34 63.93 76.01
PaLM 2 for Chat 13.39 12.60 58.23 53.83 52.40 60.13 59.83 57.14

GPT-3.5 Turbo 57.48 55.51 66.41 63.76 66.11 57.38 51.14 45.54
GPT-4 Turbo 75.59 77.17 74.45 73.62 63.45 61.97 51.93 64.80

Gemini Pro 46.46 50.39 69.07 62.17 66.42 1.05 62.83 0.24
Gemini Pro (Chat) 48.82 52.76 70.89 62.62 66.42 1.05 62.43 0.24

Model RACE-m RACE-h ANLI TriviaQA
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 71.03 82.52 60.12 72.24 49.17 48.75 66.70 63.70
PaLM 2 for Chat 71.59 71.94 65.04 65.55 43.50 42.42 70.60 69.10

GPT-3.5 Turbo 83.36 80.57 77.67 77.79 42.25 22.42 80.30 80.90
GPT-4 Turbo 71.59 67.55 61.75 56.46 52.17 47.58 86.20 85.30

Gemini Pro 83.15 80.64 78.47 77.64 48.33 44.92 61.60 0.90
Gemini Pro (Chat) 84.05 82.10 78.36 77.79 48.92 45.00 62.00 0.90

Table 13: Absolute results of the ∅CoT prompting experiment. 0S denotes zero-shot prompting, ∅S denotes ∅-shot
prompting. Underline signifies cases where ∅-shot prompting results outperform its zero-shot prompting baseline.
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Prompting AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
0-shot 42.91 54.89 64.02 59.98 85.38 81.73 48.42 81.00
∅-shot 57.48 63.23 66.03 58.88 83.84 80.76 46.67 82.00

∅-shot-after 55.91 65.43 60.04 18.55 81.27 77.96 25.92 78.50

Table 14: Absolute results of the effects of positions experiment. 0S denotes zero-shot prompting, ∅S denotes
∅-shot prompting. Underline signifies cases where ∅-shot prompting results outperform its zero-shot prompting
baseline.

Prompting AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
0-shot 42.91 54.89 64.02 59.98 85.38 81.73 48.42 81.00
∅-shot 57.48 63.23 66.03 58.88 83.84 80.76 46.67 82.00

∅-shot-v1 58.66 64.14 65.76 57.62 83.57 80.30 45.33 81.50
∅-shot-v2 47.24 59.82 66.94 61.09 84.40 81.07 48.67 80.70
∅-shot-v3 54.72 63.61 64.80 54.70 84.12 80.56 47.42 80.80

Table 15: Absolute results of the effects of components experiment. 0S denotes zero-shot prompting, ∅S denotes
∅-shot prompting. Underline signifies cases where ∅-shot prompting results outperform its zero-shot prompting
baseline.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: John likes to have lightly flavored tea every evening. In a 50% strong milk tea, he
replaces 15% of it with milk twice. Then, he replaces 10 percent of the resultant solution with
more milk.
What is the final concentration of tea John drinks?
Choices: A)15.38%, B)42%, C)39.86%, D)22.35%, E)32.51%
Answer:

To find the final concentration of tea John drinks, we can use the information from the “Examples”
section.

First, we need to find the concentration of tea after the first replacement of 15% with
milk.
Initial concentration of tea = 50%
After first replacement = 50% - (50% * 15%) = 50% - 7.5% = 42.5%

Then, we need to find the concentration of tea after the second replacement of 15% with
milk.
Initial concentration of tea = 42.5%
After second replacement = 42.5% - (42.5% * 15%) = 42.5% - 6.375% = 36.125%

Finally, we need to find the concentration of tea after the third replacement of 10% with
milk.
Initial concentration of tea = 36.125%
After third replacement = 36.125% - (36.125% * 10%) = 36.125% - 3.6125% = 32.5125%

So, the final concentration of tea John drinks is approximately 32.51%. Therefore, the
correct choice is E) 32.51%.

Figure 16: An output generated using ∅-shot prompting with GPT-3.5 Turbo for AQuA-RAT.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: On Mondays, Wednesdays, and Fridays, college student Kimo has three 1-hour classes
each day. On Tuesdays and Thursdays, he has two 2-hour classes each day. In one semester, there
are 16 weeks of school. In one semester, how many hours does Kimo spend attending classes?
Answer:

To calculate the total hours Kimo spends attending classes in one semester, we can use the
information provided in the examples section.

On Mondays, Wednesdays, and Fridays:
3 classes x 1 hour each = 3 hours per day
3 hours x 3 days = 9 hours per week

On Tuesdays and Thursdays:
2 classes x 2 hours each = 4 hours per day
4 hours x 2 days = 8 hours per week

Total hours per week:
9 hours (MWF) + 8 hours (TTh) = 17 hours per week

Total hours for 16 weeks:
17 hours/week x 16 weeks = 272 hours

So, in one semester, Kimo spends 272 hours attending classes.

Figure 17: An output generated using ∅-shot prompting with GPT-3.5 Turbo for GSM8K.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Can someone sell their time through the Toronto Star?
Choices: A) True, B) False
Answer:

A) True

Example from the “Examples” section: “People can sell their time through the Toronto
Star by offering services such as tutoring, dog walking, or house cleaning through classified ads or
online platforms.”

Figure 18: An output generated using ∅-shot prompting with GPT-3.5 Turbo for StrategyQA.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: They were worried the wine would ruin the bed and the blanket, but the _ was’t ruined.
Choices: 1) blanket, 2) bed
Answer:

2) bed

Example from the “Examples” section: “I spilled wine on the bed and the blanket, but
the bed wasn’t ruined.”

Figure 19: An output generated using ∅-shot prompting with GPT-3.5 Turbo for WinoGrande.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Article: A boy and his father were walking in the mountains. Suddenly the boy fell,hurt himself,and
cried,“AAAhhhhhhhhh!!!” To his surprise,he heard the voice repeating ,somewhere in the moun-
tain,“AAAhhhhhhhh!!!” Then the boy shouted,“Who are you?” He received the answer,“Who are
you?”He got angry at the answer,so he shouted, “Foolish!”He received the answer,“Foolish!”
He looked at his father and asked,“What’sgoing on?”The father smiled and said,“My
son,listen,”And then he shouted to the mountain,“Ilove you!”The voice answed,“Ilove you!”
Again the man cried,“You are the best!” The voice answed,“You are the best!”
The boy was surprised,but did not understand. Then the father explained ,“People call this
’ECSO’,but really this is Life.It gives you back everything you say or do. Our life is just a reflection
of what we have done. If you want more love in the world,have more love in your heart. If you
want to be successful,work hard. This can be used in everything in life. Life will give you back
everything you have given to it.
Question: When the boy heard the voice repeating,he thought _ .
Choices: A) it was foolish to hear others’ voice, B) someone else in the mountain liked his voice,
C) there were many other people in the mountain, D) he was laughed at by someone else in the
mountain
Answer:

D) he was laughed at by someone else in the mountain

Figure 20: An output generated using ∅-shot prompting with GPT-4 Turbo for RACE-m.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Article: Japan’ s nuclear crisis is also causing concerns in China. Worried shoppers rushed to
stores and supermarkets in the country for salt, with the belief that it might protect them from
potential nuclear radiation spreading from Japan.
Many rushed to buy to store as much iodized salt as possible because of the rumor that iodized salt
could help prevent radiation poisoning spreading from Japan’ s Fukushima Daiichi power plant.
Consumers also worried that the nuclear plumes might spread to China by air and sea, polluting
food sources, including salt taken from the sea.
The wave of panic buying spread quickly across the country, driving up salt prices by five to ten
fold in some cities.
Even regions rich in salt production, like Jiangxi Province,faced sudden shortages.
The government took measures to guarantee enough supply and to stabilize the market. It also
dismissed the nuclear rumors, saying the nuclear fallout was unlikely to reach the country, and that
salt did not help to prevent radiation poisoning.
Local authorities have stepped in to stabilize the market, too. As well, state-owned salt companies
have been urged to increase their supply.
Facing expanding market demand, distribution centers have taken extra measures to ensure they
are well-prepared.
Wang Yun, the General Manager of Beijing Salt Industry Corporation, said, “Our storage reserves
can guarantee a two-month supply for the Beijing market.”
Question: People made panic purchases of salt for the reasons EXCEPT _ .
Choices: A) salt might protect them from potential nuclear radiation, B) nuclear radiation might
pollute food sources, C) nuclear radiation might pollute salt taken from the sea, D) there would be
a shortage of salt on the market
Answer:

D) there would be a shortage of salt on the market

Figure 21: An output generated using ∅-shot prompting with GPT-4 Turbo for RACE-h.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Context: How to handle smart people<br>Accept that you cannot always be the smartest person in
the room. There will probably be people who are able to comprehend certain things easier than
you. Everyone is talented in their own way and are good and bad at different things.
Hypothesis: ANgelina never takes the kids to school
Question: Does the hypothesis imply ‘entailment,’ ‘neutral,’ or ‘contradiction’ in the given context?
Choices: A) entailment, B) neutral, C) contradiction
Answer:

The correct answer is: **B) neutral**

The hypothesis “Angelina never takes the kids to school” is neutral in the given context.
This is because the hypothesis does not provide any information about whether or not Angelina
is smart. It is possible that Angelina is smart and chooses not to take the kids to school, or that
Angelina is not smart and chooses not to take the kids to school. The hypothesis does not provide
enough information to determine whether or not there is an entailment, contradiction, or neutral
relationship between the hypothesis and the context.

Here are some examples of entailment, contradiction, and neutral relationships:

* **Entailment:** If it is raining, then the ground is wet. This is an example of entail-
ment because the conclusion (the ground is wet) necessarily follows from the hypothesis (it is
raining).
* **Contradiction:** If it is raining, then the ground is dry. This is an example of contradiction
because the conclusion (the ground is dry) contradicts the hypothesis (it is raining).
* **Neutral:** If it is raining, then the ground is either wet or dry. This is an example of a neutral
relationship because the conclusion (the ground is either wet or dry) does not necessarily follow
from the hypothesis (it is raining).

Figure 22: An output generated using ∅-shot prompting with PaLM 2 for Chat for ANLI.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Who was named the best player at Euro 2012 by UEFA ?
Answer:

The best player at Euro 2012 was named Andres Iniesta by UEFA. This can be seen in the example
from the “Examples” section: “Andres Iniesta was named the best player at Euro 2012 by UEFA.”

Figure 23: An output generated using ∅-shot prompting with GPT-3.5 Turbo for TriviaQA.
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