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Abstract

Graph-based meaning representations are widely used in NLP, where their abstraction level is determined once by dataset curators. Humans however, often use different levels of abstraction to adjust to different audience traits, like age or expertise. We develop methods to automatically adjust the abstraction level of graph based meaning representations to be more abstract or more granular. To get more abstract graphs, we develop an unsupervised pattern-finding and lossless graph-compression algorithm. We use this approach to compress the Process Execution Graph (PEG) dataset, and find semantically meaningful, cognitively-plausible patterns, leading to improved parsing precision (at the cost of recall). Finally, we present a case study for making representations of procedural texts more granular. We employ macro expansion to produce a challenging text-to-code dataset over the PEG graphs, decomposing predicates into their granular implementation. Taken together, we hope that this work will spur future research into better suitable abstraction levels for different settings and scenarios.1

1 Introduction

Graph-based meaning representations are used in a wide range of NLP applications, such as broad coverage semantics or executable semantic representations (e.g. AMR, UD, or SQL; Banarescu et al., 2013; Nivre et al., 2016; Rubin and Berant, 2021). These meaning representations can be annotated in different levels of abstraction. For example, in Figure 1 the same wet lab process for heating a liquid to its boiling temperature can be described more granularly, e.g., specifying the temperature and the container for the liquid, or more abstractly, e.g., with the “boil” predicate. The choice of abstraction level for a given formalism is usually done by the task designers, and models then aim to reproduce that specific level of abstraction.

Exploring other abstraction levels is useful for two main reasons. First, from the cognitive perspective, humans often adapt their language according to their audience traits, e.g., their age or expertise. For example, different levels of abstractions will be used to describe a lab protocol to a layperson, a first-year undergrad student, or an expert biochemist (Dell and Brown, 2013). In regards to the wet lab process in Figure 1 for instance, we can describe it very specifically to a layperson (part (C)), mention only the boiling temperature to an undergrad student (part (A)), and use only “boil” when communicating with an expert who knows the specific temperature (part (B)). Addi-

Figure 1: Exploring different levels of abstraction in a graph meaning representation of a wet lab protocol. (A) The full procedure at the level annotated by Tamari et al. (2021), containing two instances of the same subprocess of “boiling a reagent” ($H_2O$ boiled in $100^\circ C$, ethanol boiled in $78^\circ C$), then mixing the outcomes; (B) a more abstract representation of the same process, achieved by compressing the subgraph colored in purple to a “boil” node in an unsupervised manner; (C) a more granular representation of the process, achieved by first converting the graph to code, then using macro-expansion to decompose the “heat” predicate to its granular implementation.

1 We will make all resources publicly available.
tionally, creating abstractions by packing different operations in a single node can ensure that these operations occur in their entirety, e.g. turning off the fire can be an inherent part of boiling a liquid.

Second, more accurate meaning representation parsers may be obtained by training on a different abstraction level (Kate, 2008). For example, a higher abstraction level often results in simpler representations which reduces the search space of a model and allows it to predict smaller graph structures (i.e., containing less nodes and edges). On the other hand, using more granular representations can be beneficial as well, as it may help the model to identify semantic similarity between otherwise unrelated predicates.

The focus of this work is on abstracting representations through compression. To achieve this, we begin by developing an unsupervised lossless graph compression algorithm, based on the Minimum Description Length (MDL) principle (Rissanen, 1989). Our approach finds subgraphs which represent meaningful recurring patterns (e.g., boiling a liquid), and replaces instances of these patterns with a single pattern node to compress the gold training graphs (see Section 3). To test abstraction, we use the recently published Process Execution Graphs dataset (PEG; Tamari et al., 2021). PEG annotates wet lab protocols with executable meaning representation graphs, where each node represents either a predicate (e.g., “mix” or “heat”), or an argument (e.g., a “vial” or “water”).

Our results and analysis (Section 4) show that semantically meaningful patterns can be found in an unsupervised fashion, and that their use for graph compression improves the precision of the PEG parser at the cost of recall.

Finally, we present a case study for making representations more granular (Section 5). To do this, we focus on executable meaning representations, such as Python programs or SQL. We perform macro expansion, i.e. replace each function call with its implementation, thus creating a longer, but more specific representation. We automatically convert PEG graphs into PEG2Code, a code format which can be run in a wet lab simulator, and serves as a challenging text-to-code dataset on its own.

To conclude, our main contributions are:

- We present a general unsupervised exploration of the abstraction level via unsupervised graph compression and macro expansion.
- We develop an unsupervised pattern-finding and lossless-compression algorithm applicable for various graph-based meaning representations, allowing us to find meaningful and effective patterns.

- We present a new text-to-code dataset (PEG2Code), containing complex examples of lab protocols in a natural language together with their corresponding execution code.

2 Background

In Section 2.1 we begin by introducing the Minimum Description Length (MDL) principle (Rissanen, 1989) for data representation and compression, and Subdue (Ketkar et al., 2005), a pattern-mining and compression algorithm which follows the MDL principle. Then in Section 2.2 we describe Process Execution Graphs (PEG; Tamari et al., 2021), on which we test our approach.

2.1 Unsupervised Graph Compression

MDL is a principle originating from information theory, which states that the best representation to describe a dataset is the one that minimizes the Description Length (DL) of the data, e.g. the number of bits to encode a graph. In this work we will adapt and extend Subdue (Ketkar et al., 2005), a MDL-based lossy graph-compression for directed acyclic unweighted graphs with labeled nodes and edges.

Subdue works as follows: starting from all the nodes with unique labels, at each iteration \( n \) it considers subgraphs of size \( \leq n \) nodes, constructed from subgraphs that were considered in the \( n - 1 \) iteration. It then ranks each subgraph according to its effectiveness in compressing the DL of the graphs, and saves the top \( K \) of them, to be extended and considered in the next iteration. The number of iterations and \( K \) are hyperparameters that we explore in this work. We name the chosen subgraphs for compression as patterns.

Each pattern consisting of nodes \( U = \{u_1, \ldots, u_n\} \) can then be replaced with a single “pattern node” \( u' \). Outgoing edges \( (u, v); v \notin U \) in the original graph are replaced with an edge \( (u', v) \), and incoming edges \( (v, u_i) \) are similarly replaced with an edge \( (v, u_i') \). Note that this is a lossy compression as it does not preserve information as the exact source or target nodes for either incoming or outgoing edges. E.g., for an incoming edge \( (v, u_i) \), it is impossible to recover the original edge \( (v, u_i) \) with perfect certainty.
2.2 Process Execution Graphs (PEG)

PEG is a graph-based meaning representation, aiming to capture the predicate-argument structure of biochemistry lab protocols written in natural language. Formally, PEGs are labeled directed acyclic graphs, grounded in the original protocol. Each node corresponds to a tokens span in the text and represents either a predicate or an argument. Predicate is an action in the lab (for example, “heat”), while an argument is an object in the lab (e.g., a “vial”). In Figure 1 (A), predicate nodes are colored in orange, and argument nodes in blue. Tamari et al. (2021) annotated 279 protocols in English with corresponding PEG graphs, and have also presented a parser capable of predicting PEG from unstructured texts. Finally, PEG is coupled with a simulator which implements some of its predicates. These implementations will allow us to apply macro expansions, after we convert PEG graphs to code, to gain a more granular representation.

3 Unsupervised Graph Compression for Meaning Representations

We first describe our approach for getting more abstract representations using unsupervised graph compression. Following in Section 5 we present a case study for making a representation more granular.

Our compression-driven approach consists of the following steps (Figure 2): (1) given a parallel dataset of texts and corresponding graphs, we first find patterns in the graphs in an unsupervised manner, and use them to compress the graphs training set; (2) we then train a parsing model on the compressed graphs; (3) we use the trained model to predict compressed graphs for held-out texts; and finally (4) we decompress them back to the space of the original meaning representations. This allows us to compare the performance of our approach versus the original model. Figure 2a illustrates our training phase (steps 1-2), and Figure 2b illustrates our inference phase (steps 3-4), in comparison to original parsing paradigm.

In the following, we will first formalize our problem (Section 3.1), and then elaborate on our compression method (Section 3.2).

3.1 Formal Definitions

We formalize our problem as follows:

Input. Our input \( G : \{g_i\}_{i=0}^N \) is a set of directed acyclic unweighted graphs with labeled nodes and edges. These requirements are general enough to hold for various prominent meaning representations, such as universal dependency, AMR, as well as executable formats such procedural code and SQL. In particular, in this work we will use the PEG graphs, which conform to these requirements and allow us to test both more granular and more abstract representations.

Output. We perform an unsupervised learning of frequent patterns \( H \) in \( G \), and use them to compress all of its graphs \( \{g_i\}_{i=0}^N \). A pattern \( P \in H \) is a subgraph that appears in at least one of the graphs in \( G \). Compression is done by replacing all the instances of every \( P \in H \) in each graph \( g_i \in G \) with one node per instance. We call this kind of node a pattern node. Formally, \( \forall i \in [N], g'_i \) is the compressed graph of \( g_i \), and our output is \( G' := \{g'_i\}_{i=0}^N \) (see Figure 3 for example). Since we derive \( G' \) by only reducing subgraphs into nodes, it holds that the description length of \( G' \) is smaller or equal to that of the original set \( G \).

3.2 Developing a Lossless Graph Compression

To prevent errors in decompression, we develop a lossless compression algorithm, by looking for patterns conforming with the following constraint: for a candidate pattern \( P \), there are \( v_{in}, v_{out} \in V(P) \) s.t. for every instance \( p \) of the pattern \( P \) in some graph \( g \), it holds that:

\[
\forall (s, t) \in E(g), \quad (s / t \notin V(P)) \Rightarrow s = v_{in} \quad (1)
\]

and

\[
\forall (s, t) \in E(g), \quad (s \in V(P) \land t \notin V(P)) \Rightarrow s = v_{out} \quad (2)
\]

Intuitively, Equation 1 ensures that every incoming edge to the pattern is connected to the same node in the pattern, while Equation 2 ensures that every outgoing edge leaves the pattern from the same node.

When both conditions are met, an MDL based compression approach becomes lossless, as we can record a single entry node \( v_{in} \) and a single exit node \( v_{out} \) along with each pattern \( P \). During decompression these two conditions ensure that we can connect every incoming edge to \( v_{in} \) and every outgoing edge to \( v_{out} \). See Figure 3 for example.
Training phase. Given a parser and a graph meaning representation dataset, instead of training on the original graphs (left side), we first apply compression, then train on graphs in the compressed, more abstract space (right side).

Inference phase. Right side: the new (compression-driven) trained parser predicts a graph in the more abstract space, i.e. “compressed” graph. Then apply decompression to transfer the inferred graph to the original space, as the original model’s inferred graphs (left side).

Figure 2: Experiment pipeline for our compression-driven parser.

Figure 3: Lossless graph compression example. g (left) is a graph in the original space, containing two potential patterns: \((C \rightarrow D)\) (in orange) conforms to our lossless constraint in both of its instances, and is being compressed in \(g'\) (right) by replacing each instance with a pattern node \(P\), where its \(v_{in} = C\) and \(v_{out} = D\). The other candidate \((D \rightarrow E)\) (in purple stripes) violates the constraint, as it has two incoming edges to different node labels: \(E\) (in the upper instance), and \(D\) (in the lower instance). Edge labels were omitted for simplicity.

Smoothed lossless constraint. The constraints in Equations 1 and 2 may sometimes be too strict. We therefore wish to relax them to allow for patterns that respect the constraint in general, apart from a few exceptional cases, e.g., due to noise or annotation error. We implemented this relaxation by setting a threshold \(T\), which represents the maximum allowed violations of the constraint for each pattern.\(^2\)

\(^2\)Out of computational considerations we checked the number of instances that violated the constraints, regardless the number of violations in each instance.

4 Evaluation

In this section we first describe our evaluation and experimental setup for applying our compression method on the PEG dataset. Following we show our main results for parsing PEG (Section 4.1) and analysis insights in regards to our compression paradigm (Section 4.2).

Evaluation setup. We evaluate our compression approach on PEG graphs, as outlined in Figure 2. Most importantly, since our compression is lossless, we convert the predicted compressed graphs back to the space of the original PEG graphs (Figure 2b), and thus are able to compare a model trained on the original graphs versus a model trained on the compressed graphs. We calculate precision, recall and F1 on the edges of the decompressed predicted graphs, considering the edge label and both its source and target nodes’ labels. In a preliminary experiment we find that the variability between different training seeds is small: \(±0.09\) on average over all edge labels.

Experimental Setup. The PEG dataset consists of 279 annotated protocols. We follow Tamari et al. (2021), and use them in a 5-fold cross validation: 2 folds (112 protocols) for training, and 3 folds (167 protocols) for evaluation. We use each set of chosen patterns to compress the data and train the same model architecture on 4 RTX 2080Ti GPUs (8 hours of training on average). We follow the same configuration and hyperparameters that were used by Tamari et al. (2021) for training.
Figure 4: Patterns found on PEG graphs. Pattern-1: a reagent in a specific amount; Pattern-2: a temperature operation (e.g. “heat”) with two of its settings (e.g. 87°C, “overnight”); Pattern-3: spin operation with its setting; Pattern-4: temperature operation with one setting; Pattern-2 using Pattern-4: A demonstration of recursive patterns, where Pattern-2 includes Pattern-4.

4.1 Compression and Parsing Results

Our parsing results are presented in Table 1. The results in this table are for graphs in the original PEG graphs space (i.e. for evaluation after decompressing the inferred graphs), which are comparable to the results presented by Tamari et al. (2021); and Table 3 presents results for an additional evaluation in the compressed graphs space. The patterns that were used for compression are illustrated in Figure 4. Below we outline key observations drawn from these results.

Training the parser on compressed graphs improves precision... The patterns that were found by our lossless compression algorithm and were used to compress PEG graphs improve the overall parsing precision. This improvement is notably seen for the most common “ARG0” edge label, that was improved by +2.41% after using Pattern-3 for compression, as well as for the other common important “measure” edge label, which was improved by +8.46% after using Pattern-1. For all the edge labels except “ARG2” and “co-ref-of”, the best precision per edge label was achieved by one of the models that were trained on compressed graphs (see bold-highlighted numbers in Table 1).

...but decreases recall The use of compressed graphs for training decreases the model’s recall. As pattern nodes are considerably less frequent in comparison to regular nodes in the graphs, we assume that the model is less likely to predict them. As a result, the edge labels that are contained in these pattern nodes are predicted less than the original graph distribution. A possible strategy to improve the recall is thus using more frequent patterns for compression by omitting the lossless constraint. This would require a strategy for decompression, for example, identifying the most likely source and target node for each edge type. Alternatively, we can consider modifying the MDL objective to prefer more frequent patterns. Finally, future work may consider representing both pattern nodes as well as their original subgraphs within the same graph representation.

Improved precision and decreasing recall are notably seen for edges that touch pattern nodes. We analyze two types of edges in the compressed predicted graphs: (1) pattern edge: an edge $(u, v)$ where either $u$ or $v$ is a compressed pattern node; and (2) normal edge: an edge that none of its nodes are pattern nodes. The results on the compressed graphs (Table 3) show that the use of patterns from our lossless compression algorithm gives a high precision for pattern edges, and increasingly so when using more patterns. The recall of the same edges is low, and generally gets lower when using more such patterns. This can be one prominent cause of the general observation of low recall.

These results can be interpreted as baseline results for parsing into the compressed graphs space. We observe that specially for pattern edges of type “ARG0” the precision is notably high (79.12-81.06). Additionally, the precision of “ARG2” pattern edges is between 83.56-100.00, except when compressing by Pattern-1 only.

4.2 Analysis

Semantically meaningful patterns were found in an unsupervised manner. A manual examination of the compressed patterns reveals meaningful patterns. For example, see the patterns illustrated in Figure 4. Even though the patterns were found in an unsupervised manner, they reveal domain-specific knowledge, e.g. that a reagent should be mentioned with its amount (measure), and that a temperature operation like “heat” requires at least one or two settings, like what to heat and to what temperature.

Recursive patterns were found in the data. Our lossless compression algorithm finds recursive patterns, i.e. patterns that contain previously-found patterns. For example see Pattern-2, which contains Pattern-4 and can be represented by using it, as shown in Figure 4 in “(Pattern-2 using Pattern-4)”. Recursive patterns are an interesting phenomenon, as it can indicate a modular structure of the graphs, and known to be a unique and fundamental feature
Table 1: Parsing results on decompressed graphs, predicted by models that were trained on compressed PEG graphs. We show the Precision (P), Recall (R), and F1 - per edge label and across labels (“All Labels”). “Original model” presents the results of a model that trained on the original (non-compressed) graphs. ‘Pattern i’ column (i ∈ [1, 4]) presents the results of a model that was trained on graphs which are compressed by Pattern-i. The best precision per edge label is highlighted in bold.

<table>
<thead>
<tr>
<th>Edge label</th>
<th>Original model</th>
<th>Pattern 1</th>
<th>Pattern 2</th>
<th>Pattern 3</th>
<th>Pattern 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Labels</td>
<td>61.12 65.92 63.43</td>
<td>61.88 62.02 61.95</td>
<td><strong>62.07</strong> 61.32 61.70</td>
<td>61.64 62.80 62.21</td>
<td>61.22 62.98 62.09</td>
</tr>
<tr>
<td>ARG0</td>
<td>64.95 70.10 67.43</td>
<td>64.92 66.11 65.51</td>
<td>66.35 67.16 66.75</td>
<td><strong>67.36</strong> 68.57 67.96</td>
<td>65.42 67.16 66.28</td>
</tr>
<tr>
<td>ARG1</td>
<td>49.84 46.50 48.11</td>
<td>46.79 43.59 45.13</td>
<td><strong>51.40</strong> 48.10 49.70</td>
<td>48.08 40.23 43.81</td>
<td>50.00 45.34 47.55</td>
</tr>
<tr>
<td>ARG2</td>
<td>81.82 69.57 75.20</td>
<td>81.14 68.60 74.35</td>
<td>81.77 71.50 76.29</td>
<td>79.55 33.82 47.46</td>
<td>78.57 69.08 73.52</td>
</tr>
<tr>
<td>co-ref-of</td>
<td>65.98 62.49 64.19</td>
<td>65.51 55.71 60.22</td>
<td>65.63 66.02 65.83</td>
<td>65.95 66.73 66.33</td>
<td>64.81 61.84 63.29</td>
</tr>
<tr>
<td>located-at</td>
<td>30.07 17.04 21.75</td>
<td>34.69 6.30 10.66</td>
<td><strong>35.15</strong> 21.48 26.67</td>
<td>34.98 26.30 30.02</td>
<td>28.77 15.56 20.19</td>
</tr>
<tr>
<td>measure</td>
<td>71.77 86.49 78.44</td>
<td>80.23 73.70 76.83</td>
<td>73.29 87.85 79.91</td>
<td>71.28 85.70 77.83</td>
<td>74.20 84.49 79.01</td>
</tr>
<tr>
<td>modifier</td>
<td>51.64 62.08 56.38</td>
<td><strong>53.90</strong> 57.89 55.82</td>
<td>53.87 59.93 56.74</td>
<td>53.04 59.57 56.11</td>
<td>52.20 59.57 55.64</td>
</tr>
<tr>
<td>part-of</td>
<td>33.93 14.07 19.90</td>
<td>25.00 12.59 16.75</td>
<td><strong>35.94</strong> 17.04 23.12</td>
<td>32.84 16.30 21.78</td>
<td>29.73 16.30 21.05</td>
</tr>
<tr>
<td>setting</td>
<td>71.87 78.35 74.97</td>
<td><strong>71.90</strong> 78.58 75.09</td>
<td>70.27 55.47 62.00</td>
<td>70.95 65.59 68.17</td>
<td>70.25 71.45 70.84</td>
</tr>
<tr>
<td>site</td>
<td>61.40 66.07 63.65</td>
<td>57.86 62.09 59.90</td>
<td>61.41 67.36 64.25</td>
<td>62.39 68.28 65.20</td>
<td><strong>63.28</strong> 65.34 64.29</td>
</tr>
<tr>
<td>succ</td>
<td>54.71 63.13 58.62</td>
<td>56.55 62.62 59.43</td>
<td><strong>56.72</strong> 53.32 54.97</td>
<td>54.89 57.19 56.02</td>
<td>53.74 58.66 56.10</td>
</tr>
<tr>
<td>usage</td>
<td>33.80 38.01 35.78</td>
<td>33.82 31.77 32.76</td>
<td>32.85 35.48 34.11</td>
<td>34.01 35.87 34.91</td>
<td><strong>35.85</strong> 36.06 35.96</td>
</tr>
</tbody>
</table>

of human cognition (Hauser et al., 2002; Corballis, 2007). This property may allow an adjustable increase in the abstraction level, by choosing which depth of the patterns to use.

There are few violations of the lossless constraint. As mentioned in Section 3.2, we apply a smoothing to our lossless constraint, so potential patterns can violate it up to some predefined threshold. We run our lossless compression algorithm with different smoothing thresholds (from 5 to 30), finding that its chosen patterns respect the constraint in 99.96% of the times.

This indicates that our constraint for procedural processes is inherently represented in the PEG dataset. Future work may explore if this holds for other procedural texts as well.

5 Case Study: MakingExecutable Representations more Granular

So far we presented an approach for deriving more abstract representations via graph compression. Complementing this exploration is making representations more granular. This can be beneficial for presenting information to laypersons, or for parsing accuracy, as a more granular representation can surface semantic similarities between predicates which share similar granular components. We present a case study to demonstrate this direction on executable texts.

In Section 5.1 we outline a method to obtain more granularity for executable representations via macro expansion, and in Section 5.2 we implement this approach for the PEG dataset, producing PEG2Code, a challenging text-to-code dataset in various abstraction levels.

5.1 Granularity via Macro Expansion

An important subset of graph based meaning representations is that where the resulting graphs can be executed, often referred to as semantic parsing. Prominent executable representations include text-to-SQL (e.g. Yu et al., 2018), where the produced outputs can be queried against a database, or more generally, text-to-code (e.g. Desai et al., 2016), where the output can be run by python interpreter, for example. Note that in both text-to-SQL and text-to-code, the output is equivalent to an abstract syntax tree (AST) which is a specific form of directed graph.
Abstraction in executable representations is often obtained via encapsulation of actions within subprocedures, such as functions or macros. A call to a subprocedure can then replace the more granular sequence of constituent actions, creating a more abstract representation. For example in Figure 5, the call to “heat” function in (A) can replace the sequence of actions colored in (B).

Consequently, given an executable representation containing such subprocedure, we suggest instantiating them with their implementation (i.e., macro expansion) to obtain a more granular, but semantically-equivalent, representation. E.g. the transition from (A) to (B) in Figure 5. Finally, it is possible to “adjust” the abstraction level by choosing which subprocedure to expand.

5.2 Creating the PEG2Code Dataset and Applying Macro expansion

We present a new dataset, called PEG2Code, to demonstrate the use of macro expansion for attaining more granular executable representation. PEG2Code creation process is exemplified in this section using Figure 6, where its edges are mentioned by the number of their traversal order, colored in yellow.

Creating PEG2Code. PEG2Code views PEG protocols as abstract syntax trees for procedural texts. PEGs have three types of edges: pred-arg, pred-pred and arg-arg edges. To convert a graph into code, its edges are traversed in a topological order. Below we outline the text-to-code interpretation for each of the edge types:

(1) pred-arg edges are interpreted as an input argument to a function, where the edge label specifies the type of the argument. For example, edge number 2 in the figure represents an “ethanol” input argument of type “ARG0” to a “heat” predicate, and affects the third code line (right). (2) pred-pred edges are interpreted as a function composition, and also define a temporal ordering between functions. For example, edge 4 defines that the “heat” predicate precedes the “mix” predicate and serves as its input. (3) arg-arg edges are interpreted as a “setter” in object oriented programming, i.e. updating a field of an object, where the edge label specifies the name of that field. For example, edge 1 sets the “measure” field of the “ethanol” object to 9, results in the second code line.

When we encounter an argument node for the first time, an instantiation command is generated to create its object in the PEG2Code program. For instance, visiting edge 1 generates an “ethanol” object instansiation, which is the first code line. Visiting a pred-pred edge \((u,v)\) results in a function-call command to the predicate represented by the source node \(u\). This function-call contains all the input arguments that were “collected” from all the incoming pred-arg edges, \((w, u)\) to that predicate node \(u\). For example, edge 4 triggers the third code line, i.e. calling the “heat” function with “ethanol” as the “ARG0” input argument and 78 as the “setting” input argument (as determined by edges 2,3 that enter into the “heat” node).

Applying macro expansion in PEG2Code. Conveniently, each PEG’s predicate defines a sequence of primitive predicates, which keep track of objects in a simulated lab environment. This allows us to present PEG2Code in a more granular format by performing macro expansions where the primitive code is available (see Figure 5 for an example).

Comparing PEG2Code to other text-to-code datasets. Table 2 compares PEG2Code to other popular text-to-code datasets, namely CoNaLa (Yin et al., 2018), and CONCODE (Iyer et al., 2018). As shown in the table, other datasets consist of short and simple code snippets, e.g. 7.37 tokens in CoNaLa, and 26.3 tokens in CONCODE on average. In addition, their text (i.e. code documentation) is more templated (e.g. “compare contents at filehandles ‘file1’ and ‘file2’ using difflib”).

In contrast, the text in PEG2Code is in natural language (see example in Figure 6), and the code in each example is considerably longer (138.94 tokens on average), however it consists of small vocabulary and command types. The command

![Diagram showing PEG graph to code conversion](image-url)
Table 2: Quantitative comparison between Text-to-Code datasets. PEG2Code consists of longer Natural Language (NL) texts, measured by the average number of tokens per example, and code, measured by the average number of code tokens (and characters) per example. * We use a version of PEG2Code without unique IDs in variable names, so the measured length of the code would not be affected by these IDs.

<table>
<thead>
<tr>
<th>Dataset name</th>
<th># Examples</th>
<th>Avg. NL tokens</th>
<th>Avg. code characters</th>
<th>Avg. code tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNaLa (Python only)</td>
<td>37,719</td>
<td>13.20</td>
<td>65.40</td>
<td>7.37</td>
</tr>
<tr>
<td>CONCODE (Java)</td>
<td>104,000</td>
<td>13.73</td>
<td>119.00</td>
<td>26.30</td>
</tr>
<tr>
<td>PEG2Code (No IDs*)</td>
<td>279</td>
<td>194.03</td>
<td>744.16</td>
<td>138.94</td>
</tr>
</tbody>
</table>

types in PEG2Code are function calls, instantiations, assignments and setters. It lacks control-flow statements, as it originates from a composition of functions, with no conditions or loops.

Fine-tuning T5 for text-to-code with PEG2Code dataset does achieve only negligible BLEU results We fine-tuned T5 model (Raffel et al., 2019), to test it as a baseline text-to-code model on PEG2Code data, as well as on the macro-expanded version of PEG2Code. An evaluation of these models gives low BLEU scores. Recent models show low performance on other popular text-to-code datasets as well, e.g. CoNaLa seq2seq baselines performance ranges between 10.58-14.26 BLUE scores. As the PEG2Code dataset is more challenging than existing datasets, we expected the given low results from fine-tuned T5. Future work may explore dedicated architectures to tackle this hard problem.

6 Related Work

As far as we know, we are the first to try the suggested exploration of representing data in different abstraction levels, combining pattern mining, graph compression (or macro expansion) and language.

Most related are works that deal with graph compression in general, sometimes termed graph coarsening (Cai et al., 2021). Sutton et al. (1999) represent knowledge at changing levels of temporal abstractions; El-Kilany et al. (2012) develop sentence compression by UD graph pruning; Filippova and Strube (2008) introduce sentence fusion by dependency graph compression, and Kate (2008) transforms grammars to match NL semantics. Other works that deal with pattern finding are usually either based in graph theory (Inokuchi et al., 2000), or data mining (Agrawal and Srikant, 1995).

Other works find patterns in natural text (Califf and Mooney, 2003; Shnarch et al., 2017), but differently from us they use either initial syntactic templates, or supervised learning. Goldman et al. (2018) converted programs and utterances that describe them into a predefined abstract form, and a recent work by Wong et al. (2021) use language to learn program abstractions and search heuristics.

Additional recent and similar works can be found in the fields of vision and graph neural networks. For example, Edwards et al. (2020) use multi-resolution sampling and graph convolutional neural network for multi-scale feature learning. Another examples are the use of multiscale graph neural networks (Li et al., 2020; Xu et al., 2019). Differently from us, these works mainly deal with undirected and unlabeled graphs.

7 Conclusion

We introduced an approach for unsupervised exploration of different abstraction levels of graph-based meaning representations. We focused on making graph representations more abstract, and developed a pattern-finding and lossless-compression algorithm, suitable for general labeled directed acyclic graphs. We created an abstracted representation of PEG graphs, and showed that semantically meaningful patterns can be found in an unsupervised fashion, and that by using them for compressing PEG graphs we can improve its parser precision, at the cost of recall. Finally, we presented a case study to achieve more granular representations. We created a text-to-code dataset from PEG, by applying macro expansion on its predicates, resulting in more primitive predicates.

We hope that this work will inspire future research into abstraction levels for a variety of situations and settings, and that the methods and dataset will serve as effective resources.

Limitations

We currently find only continuous linear patterns. Our lossless compression algorithm works in a bottom-up manner, as it adds each time an
edge (and its other node) to an existing pattern-candidate. As a result, we end up with continuous linear patterns, i.e. full subgraphs. That means we currently can’t find pattern that starts and ends with specific node labels, and contains a varied node label between them. We assume that covering these kind of patterns can lead to interesting structures, which can improve the performance. In order to do so, a new finding-patterns algorithm should be added, and we leave that for a future work (by us or others).

Approximated grounding for pattern nodes. PEG’s model learns jointly both the structure of the graphs and their grounding to the given text. In the annotated data there is a text span as a grounding for each node. For pattern node, we chose to take the span between the left most and right most tokens among the spans of the nodes consisting it. Comparing to the annotated grounding, this approximation is less accurate. It might harm the performance of the models that were trained on the compressed data (so we challenged our models comparing the original model, that was trained with more accurate grounding).

Our method for achieving granular representations is applicable only for executable graphs. While converting the graphs into code, we leveraged the properties of executable graph (specifically demonstrated on PEG’s graphs), e.g. that each node can be interpreted as either a predicate, or a predicate argument. Hence, this method for implementing the approach of achieving more granular representation of graph meaning representation is limited to this kind of graphs.

PEG dataset is domain-specific. We chose to demonstrate our approach of exploring different abstraction levels of data on PEG, as its rich annotation allowed us to check both more abstract and more granular methods. Having saying that, PEG is limited to the domain of biochemistry. Its vocabulary size is 6394 words, and it contains 279 examples. Our approach should be applicable beyond these dataset and domain, but we haven’t tested it yet.

References
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<table>
<thead>
<tr>
<th>Edge type</th>
<th>Edge-label</th>
<th>Pattern 1</th>
<th>Patterns 1-2</th>
<th>Patterns 1-3</th>
<th>Patterns 1-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P  R  F1</td>
<td>P  R  F1</td>
<td>P  R  F1</td>
<td>P  R  F1</td>
</tr>
<tr>
<td>All labels</td>
<td></td>
<td>64.99 26.87 38.02</td>
<td>65.06 20.23 30.86</td>
<td>71.36 25.57 37.65</td>
<td>70.49 23.70 35.47</td>
</tr>
<tr>
<td>ARG0</td>
<td></td>
<td>79.34 39.93 53.13</td>
<td>81.06 31.04 44.89</td>
<td>81.05 31.92 45.81</td>
<td>79.12 29.13 42.58</td>
</tr>
<tr>
<td>ARG2</td>
<td></td>
<td>50.00 4.00 7.41</td>
<td>100.00 4.00 7.69</td>
<td>83.56 35.26 49.59</td>
<td>84.29 33.71 48.16</td>
</tr>
<tr>
<td>co-ref-of</td>
<td></td>
<td>56.70 15.15 23.91</td>
<td>55.37 18.46 27.69</td>
<td>56.57 15.43 24.24</td>
<td>54.17 17.91 26.92</td>
</tr>
<tr>
<td>located-at</td>
<td></td>
<td>0.00 0.00 0.00</td>
<td>10.00 2.67 4.21</td>
<td>13.04 4.00 6.12</td>
<td>6.25 1.33 2.20</td>
</tr>
<tr>
<td>PE</td>
<td>measure</td>
<td>35.71 6.49 10.99</td>
<td>33.33 5.19 8.99</td>
<td>28.00 6.45 7.82</td>
<td>56.25 5.84 10.59</td>
</tr>
<tr>
<td></td>
<td>modifier</td>
<td>54.17 12.50 20.31</td>
<td>50.00 11.93 19.26</td>
<td>51.72 12.82 20.55</td>
<td>50.00 11.02 18.06</td>
</tr>
<tr>
<td></td>
<td>part-of</td>
<td>47.06 26.67 34.04</td>
<td>72.73 26.67 39.02</td>
<td>88.89 26.67 41.03</td>
<td>72.73 26.67 39.02</td>
</tr>
<tr>
<td></td>
<td>setting</td>
<td>N/A N/A N/A</td>
<td>0.00 0.00 0.00</td>
<td>94.53 48.02 63.68</td>
<td>96.03 47.27 63.35</td>
</tr>
<tr>
<td></td>
<td>site</td>
<td>53.91 33.51 41.33</td>
<td>54.92 34.54 42.41</td>
<td>56.64 30.62 39.75</td>
<td>55.64 26.33 35.75</td>
</tr>
<tr>
<td></td>
<td>succ</td>
<td>N/A N/A N/A</td>
<td>0.00 0.00 0.00</td>
<td>72.73 21.60 33.31</td>
<td>66.48 18.85 29.38</td>
</tr>
<tr>
<td></td>
<td>usage</td>
<td>66.67 17.39 27.59</td>
<td>80.00 11.43 20.00</td>
<td>33.33 7.55 12.31</td>
<td>54.55 9.38 16.00</td>
</tr>
<tr>
<td>NE</td>
<td>measure</td>
<td>58.34 62.53 60.36</td>
<td>55.97 62.71 59.15</td>
<td>53.96 59.56 56.62</td>
<td>52.95 58.72 55.69</td>
</tr>
<tr>
<td></td>
<td>modifier</td>
<td>58.52 64.14 61.20</td>
<td>59.72 64.48 62.01</td>
<td>57.91 63.76 60.69</td>
<td>56.62 62.26 59.31</td>
</tr>
<tr>
<td></td>
<td>part-of</td>
<td>51.32 43.98 47.37</td>
<td>47.64 49.56 48.58</td>
<td>41.93 43.65 42.77</td>
<td>44.06 39.21 41.49</td>
</tr>
<tr>
<td></td>
<td>setting</td>
<td>N/A N/A N/A</td>
<td>0.00 0.00 0.00</td>
<td>94.53 48.02 63.68</td>
<td>96.03 47.27 63.35</td>
</tr>
<tr>
<td></td>
<td>site</td>
<td>61.63 65.32 63.42</td>
<td>56.24 71.61 63.00</td>
<td>61.45 68.54 64.80</td>
<td>57.98 69.14 63.07</td>
</tr>
<tr>
<td></td>
<td>succ</td>
<td>N/A N/A N/A</td>
<td>0.00 0.00 0.00</td>
<td>72.73 21.60 33.31</td>
<td>66.48 18.85 29.38</td>
</tr>
<tr>
<td></td>
<td>usage</td>
<td>30.34 13.85 19.01</td>
<td>34.78 20.51 25.81</td>
<td>32.31 21.54 25.85</td>
<td>35.19 19.49 25.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60.26 65.28 62.67</td>
<td>62.77 67.13 64.88</td>
<td>62.45 70.83 66.38</td>
<td>60.17 67.13 63.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>52.03 61.20 56.25</td>
<td>52.02 60.25 55.83</td>
<td>50.06 62.17 55.46</td>
<td>51.09 62.62 56.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.91 11.43 13.95</td>
<td>28.81 16.19 20.73</td>
<td>24.62 15.24 18.82</td>
<td>30.14 20.95 24.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.63 77.47 74.97</td>
<td>64.96 74.00 69.18</td>
<td>52.43 60.18 56.04</td>
<td>45.19 51.87 48.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>61.83 66.02 63.86</td>
<td>60.16 68.66 64.13</td>
<td>59.96 67.14 63.35</td>
<td>58.20 68.94 63.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>55.22 62.29 58.54</td>
<td>53.20 60.58 56.65</td>
<td>51.51 57.37 54.28</td>
<td>51.46 56.74 53.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.84 33.27 32.53</td>
<td>29.95 35.15 32.34</td>
<td>32.22 35.65 33.85</td>
<td>33.47 37.64 35.43</td>
</tr>
</tbody>
</table>

Table 3: Evaluation on compressed inferred graphs (before decompression), separated by edge type (‘PE’: pattern-edge, ‘NE’: normal edge), and by edge label. We show Precision (P), Recall (R) and F1 for the predictions of the models that was trained on compressed graphs. ‘Pattern(s) 1(−x)’ column: the results for the model that was trained on compressed graphs by pattern(s): ‘Pattern-1’, ‘Pattern2’, ..., ‘Pattern-x’. (N/A is assigned where there are no edges of that type to predict in the gold graphs, and no False Positives)