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Figure 1. We present UrbanIR (Urban Scene Inverse Rendering), a realistic and relightable neural scene model. UrbanIR infers accurate
scene properties from a single video of large-scale, unbounded scenes and delivers realistic relighting, night simulation, and object insertion.

Abstract

We present UrbanIR (Urban Scene Inverse Rendering),
a new inverse graphics model that enables realistic, free-
viewpoint renderings of scenes under various lighting condi-
tions with a single video. It accurately infers shape, albedo,
visibility, and sun and sky illumination from wide-baseline
videos, such as those from car-mounted cameras, differ-
ing from NeRF’s dense view settings. In this context, stan-
dard methods often yield subpar geometry and material
estimates, such as inaccurate roof representations and nu-
merous ‘floaters’. UrbanIR addresses these issues with novel
losses that reduce errors in inverse graphics inference and
rendering artifacts. Its techniques allow for precise shadow
volume estimation in the original scene. The model’s outputs
support controllable editing, enabling photorealistic free-
viewpoint renderings of night simulations, relit scenes, and
inserted objects, marking a significant improvement over
existing state-of-the-art methods. Our code and data will be
made publicly available upon acceptance.

1. Introduction
We show how to build a model that allows realistic, free-
viewpoint renderings of a scene under novel lighting condi-

tions from a video. So, for example, a sunny afternoon video
of a large urban scene can be shown at different times of day
or night (as in Fig. 1), viewed from novel viewpoints, and
shown with inserted objects. Our method — UrbanIR (Ur-
ban Scene Inverse Rendering) — computes an inverse graph-
ics representation from the video. UrbanIR jointly infers
shape, albedo, visibility, and sun and sky illumination from
a single video of unbounded outdoor scenes with unknown
lighting. The resulting representations enable controllable
editing, delivering photorealistic free-viewpoint renderings
of relit scenes and inserted objects, as demonstrated in Fig. 1.

UrbanIR obtains its intrinsic scene representations from
a video under a single illumination condition, but producing
realistic novel views requires accurate inferences of physi-
cal parameters. UrbanIR uses a novel visibility rendering
scheme and loss to precisely estimate shadow volumes in the
original scene and control albedo errors. UrbanIR combines
monocular intrinsic decomposition and inverse rendering
with other key contributions to control errors in renderings.
To our knowledge, UrbanIR is the first in its class capable
of performing inverse rendering and relighting applications
from a single monocular video in large-scale scenes, without
requiring multiple illumination, depth sensing, or both.

UrbanIR representations are constructed from cameras
mounted on cars with a narrow range of views of each scene
point. Typical NeRF-style systems yield poor geometry
estimates (for example, roofs) and “floaters” under these
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conditions; they are usually trained with a wide range of
views. Our experiments showcase that UrbanIR outperforms
these baselines with significantly reduced artifacts in our
sparse view setting. Finally, we show how to use UrbanIR to
simulate night scenes from a single daytime-captured video,
producing a controllable, realistic, physically plausible, and
consistent simulation. In summary, our contributions are:
• We present UrbanIR for recovering a relightable neural

radiance field in a constrained setting of an unbounded
scene, using a single monocular video captured under a
single illumination condition.

• We describe a novel inverse rendering framework that
builds precise shadow volumes in large outdoor scenes
with heavy shadows, resulting in significant improvements
in inverse graphics estimates and relighting.

• We demonstrate a new physics-informed night simulation
framework. To our knowledge, UrbanIR is the first sim-
ulation to offer realistic, free-viewpoint night simulation
from a single daytime video capture.

2. Related Work

Inverse Graphics involves inferring illumination and in-
trinsic properties of a scene. The problem is undercon-
strained, and there is much reliance on priors [2, 3, 25,
26, 35, 48, 62, 76, 81] or on managed lighting condi-
tions [2, 2, 19, 24, 24, 80], known geometry [16, 32, 36, 61],
or material simplifications [47, 81, 86]. Recent methods
use deep learning techniques to reason about material prop-
erties [44–46, 53, 75, 84]. Models trained on synthetic
data [43] or pair-wise annotated data [4] have shown promis-
ing results. Learned predictors of albedo or shading are de-
scribed and reviewed in [6, 18, 63]. Neural representations
of material or illumination appear in [5, 38–41, 46]. Like
these methods, we exploit monocular cues, such as shadows
and surface normals. In contrast, we combine learning-based
monocular cues and model-based relightable NeRF optimiza-
tion to infer the scene’s intrinsic properties and illumination.

Shadow modeling using images is challenging. Methods
trained to cast shadows from images [69, 82] are tailored for
particular objects (pedestrians, cars, etc). Learned methods
can detect and remove shadows from 2D images [20, 21, 68].
But inverse graphics require modeling the full 3D geometry,
intrinsic scene properties, and ensuring temporal consistency.
Model-based optimization methods can infer shadows but
rely on accurate scene geometry [33, 65, 73]. Using visi-
bility fields to model shadows results in difficulty provid-
ing consistent shadows in relation to the underlying geom-
etry [60, 64, 74, 85]. In contrast, our method combines the
strengths of learning-based monocular shadow prediction
and removal and model-based inverse graphics.

Method Scene
Illumination
Conditions

RGB
Only

Explicit
shadow

Night
Sim.

NeRFFactor [83] Object Multi Yes
TensoIR [27] Object Single Yes ✓
InvRender [85] Object Single Yes
NeRF-OSR [60] Front-Facing Multi Yes
FEGR [71] Large Scene Single/Multi LiDAR ✓
LightSim [55] Large Scene Single/Multi LiDAR ✓
UrbanIR (Ours) Large Scene Single Yes ✓ ✓

Table 1. Comparison of various recent relightable NeRF methods.
UrbanIR is among the first to offer single-illumination and RGB-
only relightable NeRF capabilities suitable for large-scale scenes.

Relightable Neural Fields: Relightable neural radiance
field methods [8, 9, 23, 52, 72, 75, 79, 83] aim to factor the
neural field into multiple intrinsic components and lever-
age neural shading equations for illumination and material
modeling. These methods admit realistic and controllable
rendering of scenes with varying lighting conditions and
materials. However, most relightable NeRF methods focus
on objects with surrounding views or small bounded indoor
environments. Important exceptions are: NeRF-OSR [60],
which assumes access to multiple lighting sources for de-
composition, and FEGR [71], which either uses multiple
lighting or exploits depth sensing, such as LiDAR.

We compare the problem setting, input requirement with
recent methods in Tab. 1. UrbanIR addresses inverse render-
ing for large-scale urban scenes that object-centric meth-
ods [27, 83, 85] fails to reconstruct. Furthermore, our
method takes videos under single illuminations as input,
which is more applicable to a broader range of scenes. To es-
timate the geometry of large-scale driving scenes, FEGR [71]
and LightSim [55] rely on captures from five to six cameras
and LiDAR sensors. On the other hand, UrbanIR only needs
videos from single or stereo cameras without any guidance
from LiDAR. Our method also performs nighttime simula-
tion by inserting local light sources (e.g. streetlight, vehicle
light), which is not demonstrated in previous works.

3. Method

UrbanIR takes a multi-frame video of a scene under sin-
gle illumination; as the camera moves, its motion is known.
Write {Ii, Ei,Ki}, where Ii ∈ RH×W×3 is the RGB image;
Ei ∈ SE(3) is the camera pose; and Ki is camera intrinsic
matrix. We produce a neural field model that can be viewed
from novel camera viewpoints under novel lighting condi-
tions. We do so by constructing a neural scene model that
encodes albedo, normal, semantics, and visibility in a uni-
fied manner (Sec. 3.1). This model is rendered from a given
camera pose with given illumination using an end-to-end dif-
ferentiable volume renderer (Sec. 3.2). Our inference is by
joint optimization of all properties (Sec. 3.3). Applications
include changing the sun angle (Fig. 1; top right), day-to-
night transitions (Fig. 1; bottom right), and object insertion
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Figure 2. Rendering Pipeline. UrbanIR retrieves scene intrinsics (normal N , semantics S, albedo A) from camera rays, and estimate
visibility V from tracing rays to the light source. The shading model computes diffuse and specular reflection and adds ambient sky light
Lsky for the final shading map. We multiply shading & albedo, and render the sky appearance for final rendering. (Eq. 3.2 for more details.)

(Fig. 1; middle right). More details about applications are
in Sec. 3.4. Fig. 2 provides an overview of our proposed
inverse graphics and simulation framework.

3.1. Relightable Neural Scene Model

The scene representation is built on Instant-NGP [51, 57],
a spatial hash-based voxel NeRF representation. Instant-
NGP offers numerous advantages, including low memory
consumption; high efficiency in training and rendering; and
compatibility with expansive outdoor scenes. Write x ∈ R3

for position in 3D, d for query ray direction, θ for learnable
scene parameters; NeRF models, including Instant-NGP,
learn a radiance field Fθ(x,d) = (c, σ), where c ∈ R3 and
σ ∈ R represent observed color and opacity respectively.
Standard NeRFs have view- and lighting-dependent effects,
such as shading, shadow, and specularity, baked into their
observed color, making them non-relightable.

In contrast, UrbanIR learns a model of the intrinsic scene
attributes field independent of viewing angles and lighting
conditions. Write diffuse albedo a, surface normal n, seman-
tic vector s, and density σ; then UrbanIR learns:

Fθ(x) = (a,n, s, σ) (1)

where θ is learnable parameters. The diffuse albedo rep-
resents the intrinsic color and texture of the material; the
normal represents the intrinsic surface geometry; density
encodes the spatial opacity, and semantics is used as a key to
query surface reflectance. Following Instant-NGP [51], we
learn a dense feature hash table to represent the scene, and
an individual MLP header is used to decode each attribute
given a queried feature at point x. We provide the details of
the architecture in the supplementary. The geometry of the
scene is implicitly encoded in σ. In contrast to existing re-
lightable outdoor scene models that demand coupled explicit

geometry [60, 71], our scene model is implicit, providing
compactness and consistency to appearance modeling.
The lighting model is a parametric sun-sky model [34, 78].
This encodes outdoor illumination as:

L = {(Lsun, ψsun, ϕsun),Lamb,Lsky}. (2)

Our sun model is a 5-DoF representation, encoding sun
color Lsun along with the azimuth and zenith ψsun, ϕsun. The
Lamb model is represented as a 3-DoF ambient light. The sky
dome model infers the sky texture from the viewing direction:
Csky = Lsky(r). We chose this minimalist sun-sky model as
it is more compact than other alternatives (e.g., HDR dome
or Spherical Gaussians) yet has proven highly effective in
modeling various outdoor illumination effects [34, 78].

3.2. Rendering

Given the scene model Fθ and a lighting model L, render-
ing involves two steps: 1) volume rendering of the scene’s
intrinsic properties and visibility map onto the image plane,
and 2) a shading process to produce the final result with
view-dependent and lighting-dependent effects:

C = Shade(Intrinsic(Fθ, r),Shadow(Fθ, r,L),L)
(3)

where L is the lighting model, C is the final RGB color.
Intrinsics images are obtained by volume rendering. We

accumulate predictions from F (·; θ) along the query ray.
Multiple points are sampled along the ray, and intrinsics
at the query pixel along the ray [28, 49]. In particular, the
albedo A, normal N, and semantics S are predicted as:

A(r)=

N∑
i=1

wiai,N(r)=

N∑
i=1

wini,S(r)=

N∑
i=1

wisi, (4)



where wi = exp(−
∑i−1

j=1 σjδj) (1− exp(−σiδi)) is alpha-
composition weight, δi = ti − ti−1. We perform rendering
for each camera ray and get the final semantic map, albedo
map, and the normal map.

Shadow modeling and rendering are essential for obtain-
ing realistic-looking outdoor images. Modeling the visibil-
ity of the sun with a per-scene optimized MLP head (as
in [83, 85]) is impractical because we need to change the
sun’s position in relighting but can learn from only one po-
sition. An alternative is to construct an explicit geometry
model to cast shadows [71], but this model might not be
consistent with the other neural fields, and imposing consis-
tency is difficult. Instead, we first compute an estimate x(r)
of the 3D point being shaded, then estimate the visibility
V (x, sun). Our key insight is that shadows in outdoor scenes
are primarily due to the visibility of a single directional sun-
light.

We obtain x(r) for each ray by volume rendering depth
(so substitute t̂ =

∑
witi into the equation for the ray being

rendered). Now, to check whether x is visible to the light
source, we compute the transmittance along the ray segment
between x and the light source using volume rendering:

V (x, sun)=exp

(
−
∑
i

σi(xi)δi

)
where xi = x+ tilsun

(5)
Lower transmittance along a ray from a surface point
to a light source suggests fewer obstacles between the
point and the light source. Eq. 5 establishes a strong link
between transmittance, lighting, and visibility fields used in
training. In particular, a point in a training image known
as shadowed (resp. out of shadow) should have large (resp.
small) accumulated transmittance. We use this constraint to
adjust distant geometry during training. Compared to other
alternatives [71, 85], our proposed visibility test is simple to
compute, flexible for relighting, and aligns with intrinsic
properties with a few mild assumptions for outdoor scenes.

Shading is performed by a Blinn-Phong model [7] that
incorporates sun and sky terms for the foreground scene and
an MLP query for the background sky. For S(r) ∈ sky, we
use C(r) = Lsky(r) and otherwise, we use

C(r) = A(r) (LsunDV + Lamb) (6)

where D = max(N(r) · lsun, 0) is the diffuse lighting at the
surface, lsun is the sunlight direction (derived fromψsun, ϕsun).
The visibility V (x, sun) is 1 if x(r) can see the sun and 0
otherwise. This shading model is capable of producing a
realistic appearance with shadows following varying lighting
conditions. The model can readily be extended with addi-
tional lighting sources at the relighting stage, as later shown
in the night simulation.

3.3. Inverse graphics

We train scene F (·) (Eq. 1) and lighting L (Eq. 2) models
jointly using a loss:

min
θ,L

Lrender+λ1Lvisibility+λ2Lnormal+λ3Lsemantics+λ4Lreg,

(7)
where individual loss terms are described below.

Rendering loss measures the agreement between observed
images and images rendered from the model using the train-
ing view and lighting, yielding Lrender =

∑
r ∥Cgt(r) −

C(r)∥22, where C is rendered color per ray, as defined in
Eq. 3, and Cgt is the observed “ground-truth” color. Mini-
mizing the rendering loss ensures our scene model can re-
produce the observed images.

Visibility loss recovers unseen geometry with shadow
guidance, improving shadow synthesis for relighting. Specif-
ically, a pixel that is known to be in shadow must be at a
point that cannot see the sun, so constraining geometry along
a ray from that pixel to the sun. This loss could be computed
by simply comparing visibility V (x, sun) with the shadow
mask detection [12]. However, the 2D shadow detection is
not consistent across different frames, making optimization
unstable if visibility is supervised with the masks directly.
Therefore, we construct an intermediate “guidance” visibil-
ity estimate V̂ (r) which is an MLP head trained to reproduce
the shadow masks, and compute

Lvisibility =
∑
r∈R

CE
(
M(r), V̂ (r)

)
+ CE

(
V (r), V̂ (r)

)
,

where M(r) is the shadow mask at pixel r, , and CE(., .)
is a cross-entropy loss. Here, the first term forces the V̂ to
generate consistent shadow masks, and the second forces
V to agree with V̂ , recovering scene geometry that is not
captured in the images but still cast shadows (e.g. top of the
buildings).

Normal loss is computed by comparing results Ngt from
an off-the-shelf normal estimator [17, 29] to the output of
the normal MLP. An alternate estimate of the normal fol-
lows from the density field: N̂(r) = − ∇σ(x)

∥∇σ(x)∥ . We found
that enforcing the consistency between the normal estima-
tion improves the geometry, thus enhances relighting quality
significantly. Then our normal loss is given by:

Lnormal =
∑
r∈R

(
∥Ngt(r)−N(r)∥2 + ∥N(r)− N̂(r)∥2

)
.

We also adopt normal regularization from Ref-NeRF [67] to
produce smoother geometry.

Semantic loss is computed by comparing predicted seman-
tics s with labels in the dataset [42] or detected with [14].
We use an additional loss to encourage high-depth values in
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Figure 3. Intrinsic Decomposition of Waymo Open Dataset [66]. We thank the FEGR authors for sharing the results of their Waymo
testing sequence with us for comparison. UrbanIR not only decomposes albedo and shadow better but also produces smoother and more
detailed albedo and normal. We recommend readers zoom in to view the difference in the intrinsic images.
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Figure 4. Intrinsic Decomposition Comparison. Please note that NeRF-OSR [59] fails to decompose intrinsic, and RelightNet [59] tends
to bake shadow in the albedo.

the sky region, reducing floaters in the sky:

Lsemantics =
∑
r∈R

CE (Sgt(r), S(r))−
∑
r∈sky

D(r).

A regularization term is used to regularize the albedo of
the scene and ambient light intensity. This is necessary due
to the ill-posed nature of our optimization process. However,
removing the hard shadow from the sunlight in the albedo
field A remains a challenge, particularly in urban driving
sequences. To address this challenge, we introduce a prior
that ensures the ground albedo is homogeneous. This is im-
portant because the ground region typically shares a similar
albedo value. More specifically, we first compute the aver-
age ground albedo Āg from albedo A and semantic Sgt and
regularize the albedo using Lalbedo =

∑
r∈ground

∥A(r)− Āg∥2.

We also calculate an ambient regularization term as
∥Lamb∥2. We regularize the intensity of ambient light to
avoid unnatural color shifts in the recovered albedo caused
by a large intensity of ambient light. Our regularization term
is thus Lreg = Lalbedo + ∥Lamb∥2.

3.4. Applications

As the geometry, lighting, albedo, and semantics are recov-
ered, UrbanIR enalbes numerous scene-editing applications,
including (1) change sunlight direction and cast the corre-
sponding shadow; (2) turn off sunlight and introduce new
light sources (e.g. streetlights) for nighttime simulation; and
(3) insert virtual objects and synthesize realistic shading. We
encourage the readers to read the supplementary material for
implementation details.

4. Experiment Results

4.1. Datasets

We evaluate UrbanIR on two datasets: the KITTI-360
dataset [42] and the Waymo Open Dataset [66]. The KITTI-
360 dataset [42] consists of 9 stereo video sequences show-
casing urban scenes. For our analysis, we selected 7 non-
overlapping clipped sequences, each containing around 100
images. These sequences cover various light directions, vehi-
cle trajectories, and layouts of buildings and vegetation. The
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Figure 5. Shadow Removal in Albedo. Our method correctly recovers albedo under a shadow while ShadowFormer [21] fails to.
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Figure 6. Nighttime rendering. The scene changes from daytime to nighttime by introducing new light sources, such as headlights on a car
and streetlights. The top three and bottom three rows are from the same driving video but at different times. UrbanIR successfully removes
dark shadows with sharp boundaries, resulting in a more realistic rendering of new light sources (such as streetlights and headlights) during
night-time simulations. Our method is superior to Instruct-NeRF2NeRF [22], which relies on generative prior.

dataset includes RGB images from stereo cameras, semantic
labels, camera poses, and RTK-GPS poses. On the other
hand, the Waymo Open Dataset (WOD) [66] captures driv-
ing sequences from five cameras and one 64-beam LiDAR
sensor at 10 Hz. However, we only used the single camera
from the front view and did not use any LiDAR information
for our evaluation.

Quantitative evaluation of relighting sequences is difficult
as most datasets only capture the same location under a
single illumination, and no ground truth for relighting is
available. Therefore, we recorded a scene at different times
of the day, covering different illuminations. The images were
captured by a stereo camera, and the poses were estimated
using RTK-GPS information.

4.2. Baselines

We compare UrbanIR with scene relighting and editing
methods: FEGR [71], Instruct NeRF2NeRF [22], NeRF-

OSR [60], RelightNet [77]. Implementation details are in
the supplementary material.

4.3. Decomposition Quality

We evaluate intrinsic decomposition on the Waymo Open
Dataset [66] and present the comparison in Fig 3. NeRF-
OSR [59] requires multi-illumination as input and fails to
decompose albedo and shadow, leaving severe artifacts due
to noisy normal estimation. FEGR [71] uses five cameras
and LiDAR for reconstruction but still bakes shadow patterns
into the albedo and normal. However, UrbanIR only requires
a single camera as input without any LiDAR information.
Integrating monocular prior in optimization successfully de-
composes clean albedo, normal, and shadow maps under
single illumination.

We also compare with NeRF-OSR [60] and Relight-
Net [77] on KITTI-360 [42] in Fig. 4. NeRF-OSR recon-
structs a noisy normal map and cannot capture the scene
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Figure 7. Rendering and relighting comparison. UrbanIR leverages optimization to enable realistic and controllable relighting effects,
demonstrating effectiveness in simulating different sunlight directions from a single video input.
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Input Evening Streetlights + Headlight Headlight Single streetlight

Figure 8. Controllable Relighting of Waymo Open Dataset [66]. The first row shows different lighting during the day, and the second row
changes the input image into night-time with different lighting configurations.

GT Albedo Normal Relighting

Figure 9. Decomposition and relighting results of Tanks and
Temples [31] and Waymo Open Dataset [66].

shadows from a single lighting condition, leaving dark
shadow patterns in the albedo. RelightNet predicts better nor-
mals but still bakes shadows into the albedo. UrbanIR gen-
erates clean and sharp albedo and normal fields and also
produces a geometry-aware shadow from the input video
sequence. In Fig. 5, we compare the learned albedo with the
output of shadow removal network [21]. ShadowFormer [21]
recovers albedo well on the ground but cannot estimate the
correct albedo for the building and vehicles. Our optimiza-
tion process uses albedo regularization (Lreg). This helps
UrbanIR recover a cleaner albedo field on most surfaces.

4.4. Relighting Quality

Relighting under various lighting conditions is evaluated in
Fig. 6, 7. NeRF-OSR [60] cannot simulate shadows under
novel light conditions. Instruct-NeRF2NeRF [22] leverages

generative model [10] to update the training views with
text prompt and edits the neural field gradually. While it
makes the overall color darker for night simulation, it fails
to remove existing shadows and add new light sources.

In contrast, UrbanIR synthesizes sharp shadows and vary-
ing surface shading following the sun’s direction. Further,
the original scene shadows are largely absent. This allows
synthesizing images at night (Fig. 6) by inserting car head-
lights and streetlights, without distracting effects from the
original shadows. Moreover, the relighting results obtained
from UrbanIR are highly controllable, as demonstrated in
Fig. 8. Different light directions and intensities were used
to adjust the relighting outcomes. Light sources were also
added and turned on and off. UrbanIR not only handles driv-
ing sequences but also performs well on multi-view datasets
such as Tanks and Temples [31]. In Fig. 9, our method es-
timates accurate albedo and normal and simulates realistic
nighttime images by inserting streetlights into the scene,
showing that our method can generalize to diverse scenes
and camera trajectories.

4.5. Quantitative Evaluation

The quantitative evaluation results can be found in Tab. 2. We
tested the novel view synthesis on KITTI-360 [42] using 10
images as the novel views for all 7 sequences. UrbanIR out-
performs baselines such as NeRF-OSR [60] and Instruct-
NeRF2NeRF [22] in all metrics, indicating that our model
not only decomposes intrinsic well but also produces high-
quality images. To evaluate the relighting in novel views,
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Figure 10. Dynamic Object Insertion with Shadow Volume. We insert a simple object (yellow cube) into the scene and move it along the
road for evaluating object insertion. Without visibility loss, the geometry of the unseen region is noisy and casts wrong shadows. In contrast,
our full model recovers geometry and produces accurate estimates of shadow according to the inserted object position.

Novel View Synthesis NVS + Novel light
PSNR ↑ SSIM↑ LPIPS↓ PSNR ↑ SSIM↑ LPIPS↓

NeRF-OSR [60] 18.66 0.527 0.388 12.49 0.543 0.459
Instruct-N2N [22] 20.55 0.688 0.169 13.93 0.707 0.320
UrbanIR (Ours) 22.95 0.796 0.135 17.43 0.683 0.218

Table 2. Quantitative evaluation. We evaluate novel view synthe-
sis (NVS) on KITTI-360 [42] and evaluate NVS + Novel light on
the real-world outdoor data.

GT Ours Recon Ours Relighting NeRF-OSR Relighting

A Ground Truth (9am) A Model + A Light B Model + A Light B Model + A Light

B Ground Truth (3pm) B Model + B Light A Model + B Light A Model + B Light

Figure 11. Novel view and novel light synthesis.

we captured videos of the outdoor scenes in the morning
and afternoon. After individually optimizing models at both
sequences, we performed relighting by exchanging lighting
parameters and camera poses, and the image metrics were
calculated with the ground truth capture. Our method out-
performed all baselines and demonstrated the effectiveness
of our intrinsic decomposition and lighting parameterization.
The qualitative results can be seen in Fig. 11. UrbanIR was
successful in removing existing shadows, changing the shad-
ing on the building, and modifying the sky texture during
different times of the day. Please note that we selected and
compared with the most competitive baseline methods that
are open-sourced, and other methods such as FEGR [71]
and LightSim [54] do not have codebase available publicly,
making it impossible to make a fair comparison with them.

4.6. Object Insertion

Following [70, 71], we build the object insertion pipeline
with Blender [13], and the results are shown in Fig. 10 and
12. By tracing the rays from the object surface toward light
sources (i.e. the sun), UrbanIR estimates the visibility with
volume rendering (Eq. 5). As a result, our full model can cast
scene shadows on the inserted objects and also weaken the
object shadow on the ground if it overlaps with the existing
scene shadow. The visibility modeling (Sec. 3.3) recovers

Input −Lvisibility Ours

Figure 12. Object Insertion Qualitative Results.Without visibility
modeling (middle column), the scenes do not cast shadows on the
inserted objects, and the original object shadow looks unrealistic
in the existing shadow. Our full method (right column) simulates
the better interaction between the reconstructed scenes and inserted
objects with the help of visibility modeling.

the geometry that is not captured well in the input views (e.g.
building top), enabling UrbanIR to simulate shadows better
and to enhance the insertion realism significantly.

5. Limitation and Discussion
In this work, we investigated the task of inverse rendering of
unbounded outdoor scenes under single illumination. This
task is ill-posed and extremely challenging due to the spar-
sity of observations across space and time. To overcome
this challenge and successfully decompose various scene
intrinsic properties, we utilized prior knowledge such as pre-
trained networks and regularization to reduce the uncertainty
space and improve the performance of downstream applica-
tions like relighting and object insertion. However, there are
limitations. Our optimization process can be affected by the
noisy predictions from prior models and requires careful tun-
ing of our losses. Sometimes, shadows cannot be removed
entirely in the albedo field, and they may still appear in the
final images. Additionally, the visibility optimization refines
only the geometry along the light direction, which means
that large changes in the sun’s direction can lead to poor
shadows when the geometry estimates are not accurate.
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