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1. Summary of the Work
In our accepted work [2] at IEEE ICRA 2025, we aim
to alleviate an indispensable dataset-creation cost in deep-
learning-based training pipelines for autonomous vehicles
(AVs) by leveraging simulation environments. In many
cases, costs to build datasets are not a one-time concern as
AVs, which are trained on one domain (DSrc

Real) but need
to be deployed to another domain (DTrg

Real), often require
a novel dataset that represents the features of target re-
gion DTrg

Real. To mitigate the mentioned reliance on real-
world datasets, we propose to utilize a synthetic dataset
constructed in a cost-effective simulator (DSrc+Trg

Syn ) which
provides a virtual preview of the driving environments of
DTrg

Real, captured by the sensor configuration of DSrc
Real. As

a concrete demonstration of our method, we create a novel
synthetic dataset, MORDA: Mixture Of Real-domain char-
acteristics for synthetic-data-assisted Domain Adaptation.

The purpose of MORDA is to provide virtual features to
neural networks that they can indirectly learn about unfore-
seen DTrg

Real without compromising performance on DSrc
Real.
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To achieve this goal, we reproduced pivotal characteristics
of DSrc

Real and DTrg
Real in a simulator DSrc+Trg

Syn , as depicted
in Fig. 1. Then, DSrc+Trg

Syn is leveraged to create MORDA
dataset. In our research, MORDA takes nuScenes [1] and
South Korea for DSrc

Real and DTrg
Real, respectively. Hence,

MORDA mimics a dataset that contains driving scenes of
South Korea collected by the sensor suite of nuScenes.

In our experiments, we observe that including MORDA
in the training of 2D/3D object detectors can assist adapta-
tion to DTrg

Real without performance degradation on DSrc
Real.

For trained domain (DSrc
Real), Faster-RCNN [3] and Center-

Point [4] with MORDA report +0.5% and +1.57% mAP
gains. For unforeseen target domain (DTrg

Real), the same
models show +6.35% and +18.16% mAP gains, indicating
the simulated features of MORDA can lessen the depen-
dency on real sensor data from DTrg

Real.

2. Relevance to the Workshop
Domain gap is a well-known challenge that numerous Sim-
to-Real methods have been proposed to mitigate for further
simulation utilization. Our work proposes a novel method
to address the gap and showcases simulator-assisted adapta-
tion to improve performance on unseen real-world domains.

Figure 1. Object categories, labeling policies, and sensor suite (multiview cameras, LiDAR) of nuScenes (DSrc
Real) are reproduced in

a simulator (DSrc+Trg
Syn ). To reflect the geographical features of South Korea (DTrg

Real), digital-twin maps constructed from HD map
and geographical survey data are employed during data generation of MORDA. In our research, AI-hub dataset (http://www.aihub.or.kr)
represents driving scenes of South Korea. Image is adapted from our accepted work [2].
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