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Abstract

In this paper, we present FastLexRank, a com-001
putationally efficient adaptation of the LexRank002
algorithm, which is an unsupervised approach003
to ranking texts based on graph-based centrality004
scoring of sentences, which we have tailored005
to be efficient text ranking. Addressing the006
computational and memory complexities of the007
original LexRank, FastLexRank employs a new008
algorithm to approximate the stationary distri-009
bution of sentence graphs, thereby enhancing010
efficiency while maintaining the quality of sum-011
marization. The correlation of FastLexRank’s012
centrality scores with the original LexRank013
scores approaches a perfect match, and the014
Kendall rank correlation between ranked se-015
quences produced by the original and the new016
approximation approach also reaches this high017
level of agreement. The paper details these018
algorithmic modifications and their transforma-019
tive effect on the size of the data sets that can020
be processed, e.g., large social media corpora.021
Empirical results confirm FastLexRank’s abil-022
ity to effectively generate centrality scores for023
sentences in large social media corpora, under-024
scoring its suitability for real-time analysis in025
various applications. We further suggest that026
FastLexRank can act as a ranker to identify027
the most central tweet, which can then be inte-028
grated with more advanced NLP technologies,029
such as Large Language Models, for enhanced030
analysis. This research contributes to Natural031
Language Processing by offering a scalable so-032
lution for text centrality calculation, critical for033
managing the ever-increasing volume of digital034
content.035

In recent years, social media has emerged as a036

crucial data source for public opinion research, as037

highlighted by Murphy et al. (2014). Beyond tra-038

ditional methodologies such as sentiment analysis039

and topic modeling, text summarization methods040

have gained prominence for distilling the essence041

of discussions within the social media landscape.042

Text summarization is an NLP task designed to043

condense a set of documents into a succinct rep- 044

resentation of their gist (Abualigah et al., 2020). 045

There are two main approaches to text summariza- 046

tion: abstractive and extractive (Abualigah et al., 047

2020). The abstractive method involves rephras- 048

ing the original text in shorter human-like narra- 049

tives, abstracting away from the details, whereas 050

the extractive method involves selecting specific 051

sentences from the original documents that encap- 052

sulate the key ideas (Erkan and Radev, 2004). 053

These approaches enable researchers to capture 054

and comprehend the vast array of conversations and 055

viewpoints expressed online, providing insights 056

into public sentiments and trends. Abstractive and 057

extractive text summarization techniques have been 058

employed in various applications, such as real-time 059

event detection on Twitter using extractive methods 060

(Alsaedi et al., 2021), summarizing opinionated 061

texts (Liang et al., 2012), and identifying "event 062

messages" within large volumes of tweets (Becker 063

et al., 2021). Other studies have applied the ab- 064

stractive approach to news reports and social media 065

data, such as Reddit posts (Kim et al., 2018; Zhan 066

et al., 2022), and Twitter/X (Blekanov et al., 2022; 067

Li and Zhang, 2020). 068

Recent developments in LLMs have substan- 069

tially enhanced the capabilities of abstractive sum- 070

marization, yielding outputs of notable quality. 071

Models such as PEGASUS (Zhang et al., 2020) 072

and advanced LLMs like ChatGPT and Llama2 073

(Touvron et al., 2023) have demonstrated excep- 074

tional proficiency in condensing extensive texts 075

into coherent and concise summaries. However, 076

the fixed context windows of transformer-based 077

models constrain their ability to process and distill 078

exceedingly large text corpora. Although innova- 079

tions like Gemini 1.5 Pro1, with a context win- 080

dow of 1 million tokens, are now operational, the 081

1https://blog.google/technology/ai/google-gemini-next-
generation-model-february-2024
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computational load remains substantial for very082

lengthy documents due to the self-attention mech-083

anism’s complexity, denoted by O(n2 · d). This084

complexity underscores the challenges in scaling085

summarization tasks for extensive texts without in-086

curring significant computational costs, explaining087

why previous summarization studies mostly focus088

on single documents/posts/threads rather than the089

entire relevant corpus.090

Therefore, the question becomes, when facing091

millions of social media posts, how can we quickly092

identify the most important and representative posts093

to distill their information? Similar to the idea from094

Retrieval Augmented Generation (RAG) (Lewis095

et al., 2020), can we first target the most relevant096

posts and then ask LLMs to generate a summary097

based on this content? However, current retrieval098

models rely heavily on correctly specified queries099

to perform nearest-neighbor searches and cannot100

self-rank the posts based on their centrality or rep-101

resentativeness. This is where traditional extractive102

text summarization methods, like LexRank, can103

augment text summarization with ordering.104

LexRank, introduced by Erkan and Radev in105

2004 (Erkan and Radev, 2004), applies the princi-106

ples of the PageRank algorithm to a graph repre-107

sentation of sentences, calculating the importance108

of each sentence within the corpus. It uses TF-109

IDF representations to construct a sentence-based110

graph. As an automatic summarization technique,111

LexRank has shown a remarkable ability to identify112

the most salient texts (with high centrality scores)113

within a set of documents. Despite its limitations114

in coherence and consistency inherent to extrac-115

tive approaches, LexRank’s ability to pinpoint the116

most representative text segments is invaluable117

in data mining and information retrieval. Unlike118

transformer-based language models, LexRank can119

theoretically analyze texts of unlimited length, us-120

ing centrality scores to determine their typicality.121

This feature is particularly advantageous for distill-122

ing core information and bringing order to social123

media posts from large-scale textual datasets.124

In this study, we reinterpret and expand the tradi-125

tional scope of the LexRank algorithm beyond its126

original function as merely a text summarization127

tool, proposing its application as a comprehensive128

ranking algorithm. We do not treat LexRank as an129

alternative to LLM summarization; instead, we pro-130

pose it as an augmented method that can help LLMs131

address context window limitations and make the132

summarization process more efficient.133

By conceptualizing the selected social media 134

sample as an extended document and viewing each 135

tweet as an individual sentence, LexRank can ef- 136

fectively prioritize tweets based on their centrality 137

or representativeness, highlighting how each tweet 138

relates to the corpus as a whole. Consequently, 139

this approach enables the identification of a sub- 140

set of tweets that most accurately represents the 141

corpus. In public opinion research, showcasing ac- 142

tual tweets rather than AI-generated paraphrases 143

becomes important and informative. In this con- 144

text, an extractive method—or, more aptly, a lexical 145

ranking algorithm—offers significant contributions 146

to leveraging social media for public opinion anal- 147

ysis. 148

Despite requiring fewer computational resources 149

than LLMs, the immense volume of data in social 150

media corpora continues to present a substantial 151

challenge to the original LexRank approach, given 152

itsO(n2) time and space complexity. For LexRank 153

to remain effective and relevant, it must be adapted 154

to handle and process large-scale data efficiently. 155

This adaptation is essential for extracting meaning- 156

ful and representative summaries from extensive 157

and continuously expanding digital content, which 158

is our test domain. 159

Accordingly, our research introduces 160

FastLexRank, a novel approach to improv- 161

ing the efficiency of ranking texts using LexRank. 162

By leveraging LexRank for its ranking capabilities, 163

we can organize the massive volume of social 164

media posts based on their centrality scores. 165

These scores enable us to identify and select the 166

most representative posts, which LLMs can then 167

summarize into a coherent and comprehensive 168

narrative. This improvement not only addresses the 169

computational challenges posed by large datasets 170

but also enhances the applicability of LLMs in 171

generating concise summaries to voluminous data. 172

Algorithm 1: Streamlined LexRank Algo-
rithm for Centrality Scores
Input: Corpus C
Output: Centrality Scores Vector Scores
Sentences← ExtractSentences(C);
Embedding ← Embeddings(Sentences);
SimMat← ComputeSim(Embedding);
TransMat← Transition(SimMat);
Scores← PowerMethod(TransMat);
return Scores;

2



1 Limitation of Original LexRank173

Algorithm 2: Power Method for Comput-
ing LexRank scores
Input: Sentence embedding matrix E,

tolerance ϵ, maximum iterations
max_iter

Output: Centrality scores c

// Compute the similarity matrix S
for i = 1 to n do

for j = 1 to n do
S[i, j]← E[i]·E[j]

|E[i]|·|E[j]| ;
end

end
// Derive the transition matrix M

from S
for i = 1 to n do

M [i]← S[i]∑
S[i] ;

end
c← random vector of length n;
c← c

|c|1 ;
for i = 1 to max_iter do

cold ← c;
c←MT · c;
c← c

|c|1 ;
if |c− cold|1 < ϵ then

// convergence reached
return c;

end
end
return c;

The streamlined original implementation of the174

LexRank algorithm is outlined in Algorithm 1. It175

is important to note that in this study, we have176

not taken into account additional hyperparame-177

ters, such as the threshold for similarity scores178

and the damping factor; instead, we assume a179

fully connected corpus graph. As demonstrated,180

although LexRank proves effective for text sum-181

marization, its space, and computational complexi-182

ties present considerable challenges when applied183

to vast datasets, including those with millions of184

posts.185

A significant limitation of LexRank pertains to186

its memory complexity, quantified as O(n2), at-187

tributable to the requirement of forming a dense188

stochastic matrix. Shifting the focus to com-189

putational complexity, another notable challenge 190

emerges. The primary computational burden stems 191

from calculating the stationary distribution of the 192

Markov chain, which requires determining the 193

eigenvector associated with the eigenvalue of one. 194

In this context, the power method, as detailed in 195

the original LexRank paper, becomes crucial. The 196

specifics of this method are further expounded in 197

Algorithm ??. 198

In conclusion, the computational complexity of 199

the power method, integral to LexRank, is O(n2). 200

This complexity primarily arises from the matrix- 201

vector multiplication in each iteration, involving 202

the sentence similarity matrix of size n× n. As n, 203

the number of sentences, increases, the computa- 204

tional demands escalate, posing a major bottleneck 205

in the efficiency of the LexRank algorithm when 206

dealing with large-scale documents. 207

2 FastLexRank Approach 208

We consider embeddings where, without loss of 209

generality, it is assumed that each embedding vec- 210

tor is normalized to unit length, i.e., |E[i]| = 1. 211

Consequently, S = EET , where E represents the 212

embedded vector for each document (i.e., the posts 213

in the social media analysis scenario), and S repre- 214

sents the covariance matrix of embedding vectors. 215

Let σ ≡ S1 represent the row sums of S. Further, 216

let Σ denote the diagonal matrix with diagonal en- 217

tries corresponding to σ. Thus, M = Σ−1S, and 218

centrality scores are obtained by identifying the 219

eigenvector of MT corresponding to the eigenvalue 220

1. It is important to note that σ is this eigenvector, 221

since MTσ = EETΣ−1σ = EET1 = σ. 222

Hence, in theory, centrality scores can be com- 223

puted solely using the text embedding matrix E. 224

Initially, calculating ET1 yields the column sum 225

vector z of E. Subsequent matrix multiplication 226

Ez then produces the centrality score, achievable 227

within linear time complexity. This approach is not 228

only mathematically straightforward but also com- 229

putationally simpler compared to the traditional 230

power method, offering identical results. 231

It is also, we feel, more interpretable. Firstly, 232

note that ET1 = 1
nĒ, where n is the number of 233

sentences (or tweets in our case) in the corpus, and 234

Ē is the mean embedding. Thus, EE′1 ∝ EĒ ∝ 235

SC(E, Ē), where SC denotes cosine similarity. In 236

other words, the typicality score of any given sen- 237

tence embedding is simply (after rescaling) the co- 238

sine similarity of that embedding with the corpus’ 239
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mean embedding — i.e., how similar that sentence240

is to the average sentence.241

The pseudo-code demonstrating this method is242

presented in Algorithm 3.243

Algorithm 3: FastLexRank Method
Input: Sentence Embeddings matrix E
Output: Centrality Score ca
z ← ColumnSum(E);
for i = 1 to length(z) do

z[i]← z[i]√∑
(z[i]2)

;

end
ca ← E · z;
return ca;

3 Experiment244

3.1 Dataset245

As we discussed before, the FastLexRank algo-246

rithm proves particularly useful for ranking text247

centrality in large-scale corpora, such as posts248

from social media. To evaluate the performance249

of FastLexRank against the original LexRank al-250

gorithm, we conducted experiments using a Twit-251

ter corpus focused on U.S. political discussions,252

comprising 2004 tweets (Marchetti-Bowick and253

Chambers, 2012). This dataset serves as an ideal254

testbed to assess LexRank’s efficacy in identifying255

key discussions or micro-blogs (tweets) within a256

substantial corpus.257

3.2 Experimental Setting258

This study contrasts our methodology, which cal-259

culates a centrality score, with the conventional260

power method. Specifically, we utilized the de-261

gree_centrality_scores function from the Python262

lexrank package to implement the traditional power263

method. A significant aspect of this comparison264

is our integration of a novel sentence embedding265

technique alongside the traditional TF-IDF rep-266

resentation, allowing for a comprehensive evalu-267

ation of our approach across various word repre-268

sentation methods. Two text representations were269

constructed using TfidfVectorizer from the270

scikit-learn package, and SentenceTransformer271

class with “all-MiniLM-L6-v2” model from the272

sentence-transformer package. This comparison273

elucidated the differences in speed and perfor-274

mance between the two algorithms.275

Also, we want to note that our experiments were 276

carried out on a high-performance computing clus- 277

ter, configured with Redhat8, Intel Xeon Gold 278

6226R CPUs, 180 GB of RAM, and 1 NVIDIA 279

A40 GPU, with 48 GB of VRAM. 280

3.3 Results 281

In the evaluation of LexRank as a ranking algo- 282

rithm, a pivotal factor to consider is the consistency 283

of the outcomes it yields across various implemen- 284

tations. This study focuses on whether different im- 285

plementations of LexRank (i.e., our FastLexRank 286

and original LexRank) yield closely aligned cen- 287

trality scores and ranking sequences, a criterion 288

for considering them as effective approximations. 289

We present a scatter plot comparing vectors of cen- 290

trality scores with the scores computed using the 291

original LexRank method. Furthermore, we aug- 292

ment this analysis with Kendall’s tau (τ ) test, con- 293

ducted using the kendalltau function from the 294

SciPy package (see SciPy documentation). The 295

computation of Kendall’s τ is shown in equation 1, 296

where P denotes the number of concordant pairs, 297

Q the number of discordant pairs, T the number of 298

ties in x only, and U the number of ties in y only. 299

Pairs tied in both x and y are excluded from T and 300

U2. This quantitative analysis compares the ranked 301

sequences generated by both the original LexRank 302

and the FastLexRank approach, providing a rigor- 303

ous evaluation of their alignment. Values of τ near 304

1 suggest strong agreement, whereas values near -1 305

indicate strong disagreement. 306

τ =
P −Q√

(P +Q+ T )× (P +Q+ U)
(1) 307

Figure 1 depicts the scatter plot between 308

FastLexRank centrality scores and original cen- 309

trality scores utilizing SBERT embeddings. The 310

alignment of the two vectors of scores is striking, 311

with the correlation coefficient reaching 1.0, indi- 312

cating a perfect positive linear correlation. This 313

close correlation is a strong indication of the reli- 314

ability of the FastLexRank method. Further, we 315

assessed the consistency of the ranking sequences 316

derived from these two approaches. The Kendall’s 317

τ statistics is 1, indicating the rankings obtained 318

using the FastLexRank and the original algorithm 319

were found to be identical, i.e., there are no discor- 320

dant pairs. The results suggest no difference (at 321

2https://docs.scipy.org/doc/scipy-0.15.1/
reference/generated/scipy.stats.kendalltau.html
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Figure 1: Comparison of FastLexRank Centrality Scores
and Original Centrality Scores Using SBERT Embed-
dings

Figure 2: Comparison of FastLexRank Scores and Orig-
inal Centrality Scores Using TF-IDF Embeddings

all) in terms of ranking efficacy between the two322

methods.323

Furthermore, we conducted a similar comparison324

analysis using TF-IDF embeddings. In this study,325

we applied stop-word filtering and did not filter326

the term by minimum frequency while construct-327

ing the TF-IDF representation. Figure 2 presents328

results identical to those obtained using SBERT329

embeddings, i.e., the correlation of the scores is 1.0,330

and the ranking sequence is identical. The perfect331

correlation and identical ranking sequence indicate332

that the FastLexRank algorithm performs equally333

well in the TF-IDF representation. When rank-334

ing tweets, the resulting sequences are identical,335

whether using the power method or our approach.336

Figure 3: Time spent on Fast LexRank and Original
LexRank

3.4 Assessment of Robustness 337

To assess the robustness of our method, we 338

expanded our evaluation to include additional 339

datasets, particularly selecting various Twitter cor- 340

pora that contain keywords pertinent to the U.S. 341

2020 Census, spanning from January 1st, 2020, 342

to February 29th, 2020. This corpus comprises 343

189,496 unique tweets. We randomly selected 12 344

subsets from the original corpus, with sizes ranging 345

from 1,000 to 30,000 tweets. In addition to eval- 346

uating the correlation of scores and Kendall’s τ , 347

we also measured the computational time of each 348

method, excluding the time required for embed- 349

ding phrases, as it is a prerequisite step for both 350

our method and the original LexRank algorithm. 351

The outcomes of these evaluations are detailed in 352

Table 1, and the computational times are illustrated 353

in Figure 3. 354

As depicted in Table 1, our algorithm exhibits 355

consistent performance across the diverse social 356

media datasets. While our FastLexRank algorithm 357

does not always yield identical ranking results as 358

the original algorithms, the variations are slight, 359

highlighting the efficacy of our approach. 360

Figure 3 shows that while computing time for 361

the original LexRank algorithm increases sharply 362

the more tweets it is processing, there is no increase 363

in computing time for FastLexRank. This radically 364

improved performance for FastLexRank is antici- 365

pated as the algorithm’s time complexity of O(n) 366

in contrast to the O(n2) time complexity of the 367

power method employed by the original LexRank 368

for computing the stationary distribution. 369
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Size 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 20,000 30,000
Kendall’s τ 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Correlation 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Table 1: Assessment of Robustness on different size of corpora

4 Case Study370

In this section, we demonstrate how to integrate371

FastLexRank with other Natural Language Process-372

ing (NLP) pipelines, such as text summarization.373

Using the citizenship dataset, we collected a total374

of 189,496 unique tweets. Utilizing the OpenAI375

tokenizer toolkit, tiktoken, we identified 9,805,237376

tokens that need processing. Summarizing this en-377

tire corpus with GPT-4o would encounter context378

window limitations. While breaking the corpus379

into digestible chunks for GPT-4o is possible, the380

coherence of the overall summarization would be381

challenging to maintain. Moreover, the cost of us-382

ing the OpenAI API (for input alone) would be383

approximately $50.384

We also observe that keyword searches within385

social media corpora often yield noisy posts, which386

may not align with the target discussion. Incor-387

porating such noise into the LLM-generated sum-388

maries would dilute the quality of the information389

distilled. To highlight this, Table 2 presents the two390

most representative and two least representative391

posts, as determined by the FastLexRank similar-392

ity score. This table underscores the necessity of393

filtering social media corpora to focus on posts394

containing topical information.395

Leveraging FastLexRank streamlines the sum-396

marization pipeline for the 189,496 tweets. Ini-397

tially, we apply the FastLexRank algorithm to the398

original corpus, selecting the top 100 most repre-399

sentative posts. We then summarize these posts400

using LLMs. This approach yielded a comprehen-401

sive summary from GPT-4o, covering seven dis-402

tinct topics related to Census 2020. The complete403

GPT-4o response is available in Appendix A.404

5 Discussion405

Our study reveals that the implementation of our406

proposed method markedly decreases the time com-407

plexity of computing centrality scores, from O(n2)408

to O(n). Furthermore, by replacing the conven-409

tional approach for determining the stationary dis-410

tribution with our approximation technique, we ef-411

fectively reduce the overall time complexity of the412

LexRank algorithm from O(n2) to O(n). In this413

revised framework, the majority of the computa- 414

tional time is allocated to constructing the sentence 415

embedding matrix. Additionally, our method also 416

reduces the memory requirements during the calcu- 417

lation process. 418

The FastLexRank algorithm introduces a novel 419

mechanism for the rapid assessment of text cen- 420

trality or representativeness within expansive text 421

corpora. This utility is especially pronounced in 422

two primary use cases. Firstly, it facilitates the 423

expedited extraction of salient information from 424

large-scale corpora, such as social media datasets, 425

enabling researchers to swiftly pinpoint central 426

tweets encapsulating the corpus’s overarching nar- 427

rative. This rapid identification of central messages 428

significantly streamlines the initial phase of qualita- 429

tive analysis, allowing for immediate insights into 430

the corpus content. 431

Moreover, the computational efficiency of 432

FastLexRank permits the preliminary selection of 433

the top n central posts within a voluminous dataset. 434

Subsequently, integrating these identified posts 435

with Large Language Models (LLMs) yields en- 436

riched, coherent summaries. This methodology 437

substantially enhances the capacity of social me- 438

dia researchers to efficiently navigate and interpret 439

extensive datasets, thereby broadening their under- 440

standing of prevalent user discourses. Furthermore, 441

this approach is amenable to integration with other 442

NLP methodologies, such as topic modeling, to 443

delineate dominant conversations within each the- 444

matic cluster, thereby augmenting the analytical 445

granularity afforded to researchers in the domain 446

of computational linguistics. 447

We also believe this approximation method can 448

inform other ranking algorithms inspired by PageR- 449

ank or similar graph-based algorithms. In summary, 450

the rapidly evolving information landscape neces- 451

sitates more efficient methods to handle the vast 452

amount of information generated daily. 453

6 Limitation 454

A key assumption in FastLexRank’s design is treat- 455

ing sentence graphs as fully connected. This ap- 456

proach simplifies the computational model, facili- 457

tating significant efficiency gains. However, it in- 458
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Centrality Tweet
0.87 #Census2020 is so important for our community because #WeCount. It will

determine:School funding, Roads, public transportation, and infrastructure,
Community Resources, Political representation . . . for the next 10years!

0.87 It’s important to our future. The Census 2020 is coming. Get more information
at 2020census.gov.

-0.06 @uscensusbureau Beside the verse dramas, with their lyrical interludes, on
which many operas were based, there were poetic texts which were set as
secular cantatas. One of the earliest was Alessandro Stradella’s La Circe, in a
setting for three voices that bordered on the operatic.

-0.11 Which can mislead you one key ways to know the difference is to always trust
your gut feelings focus on the sensations you feel in your body at any given
situation because what your soul sees your body always feels you’re so census
and reads energy and vibrations, cause it is

Table 2: Most and Least Representative posts Identified by FastLexRank

herently overlooks the potential benefits of thresh-459

olding—a process that could mitigate noise by dis-460

regarding connections between sentences with neg-461

ligible similarity. Implementing such a threshold462

might filter out irrelevant connections, but it comes463

at the cost of reducing the model’s flexibility and464

potentially overlooking subtle yet relevant relation-465

ships.466

FastLexRank significantly advances the effi-467

ciency of the original LexRank algorithm, a founda-468

tional technique in lexical ranking that has stood for469

decades. By integrating the idea of self-ranking, we470

aim to revitalize this classical approach. Nonethe-471

less, the reliance on LexRank’s fundamental princi-472

ples means that FastLexRank may inherit some of473

its predecessor’s limitations, particularly in adapt-474

ing to the nuances of modern data sets and evolving475

linguistic patterns.476

FastLexRank represents a significant advance477

in modeling efficiency. However, it is crucial to478

recognize the evolving landscape of retrieval mod-479

els, particularly those leveraging transformer-based480

deep learning architectures. These cutting-edge al-481

gorithms have demonstrated potential superiority482

in identifying the most ’representative’ elements483

within datasets, including tweets. Although the484

majority of contemporary models prioritize query-485

based retrieval, our acknowledgment of these ad-486

vances underscores an essential direction for fu-487

ture research. Specifically, there is a pressing488

need for comparative studies aimed at evaluating489

FastLexRank’s performance and efficiency relative490

to these innovative models.491

7 Ethical Consideration 492

In this study, we utilized the Twitter dataset in com- 493

pliance with the data-sharing agreement, ensuring 494

that no personally identifiable information (PII) is 495

presented. For the four examples listed in Table 2, 496

we removed all PII and ensured that it is impos- 497

sible to trace the authors based on the provided 498

information. 499
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A GPT-4o summary about most575

representative posts576

The collection of tweets emphasizes the impor-577

tance of participating in the 2020 U.S. Census. Key578

points highlighted across the tweets include:579

1. Impact on Community Resources: Many 580

tweets underscore that census data determines 581

funding for critical services such as schools, 582

roads, public transportation, healthcare, and 583

community resources. 584

2. Political Representation: Accurate census 585

data is crucial for determining political repre- 586

sentation at various levels of government. 587

3. Misinformation and Participation: Some 588

tweets address the challenges of misinforma- 589

tion and encourage communities to educate 590

themselves to ensure everyone is counted. 591

4. Civic Duty: Participating in the census is de- 592

scribed as a civic duty that affects the alloca- 593

tion of federal funding and public resources 594

for the next decade. 595

5. Public Awareness Campaigns: Numerous 596

tweets mention efforts by public officials, or- 597

ganizations, and communities to raise aware- 598

ness and encourage census participation. 599

6. Inclusivity: The emphasis is on ensuring that 600

everyone, especially hard-to-count popula- 601

tions, is included to achieve a fair and accurate 602

count. 603

7. Educational Efforts: Various educational re- 604

sources, videos, and public service announce- 605

ments are shared to inform people about the 606

census. 607

8. Partnerships: Tweets highlight partnerships 608

between the U.S. Census Bureau and local 609

organizations, schools, and governments to 610

promote census participation. 611

Overall, the overarching message is to participate 612

in the 2020 Census to ensure fair distribution of 613

resources, accurate political representation, and 614

better planning for community needs. 615
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