
DiaHalu: A Dialogue-level Hallucination Evaluation Benchmark
for Large Language Models

Anonymous ACL submission

Abstract

Since large language models (LLMs) achieve001
significant success in recent years, the halluci-002
nation issue remains a challenge, and numer-003
ous benchmarks are proposed for hallucination004
detection. Nevertheless, some of these bench-005
marks are not naturally generated by LLMs but006
are intentionally induced. Also, many merely007
focus on the factuality hallucination while ig-008
noring the faithfulness hallucination. Addition-009
ally, although dialogue pattern is more widely010
utilized in the era of LLMs, current benchmarks011
only concentrate on sentence-level and passage-012
level hallucination. In this study, we propose013
DiaHalu, the first dedicated dialogue-level hal-014
lucination evaluation benchmark for LLMs to015
our knowledge. Initially, we integrate the col-016
lected topics into system prompts and facili-017
tate a dialogue between two LLMs. Subse-018
quently, we manually modify the contents that019
do not adhere to human language conventions020
and then have LLMs re-generate, simulating021
authentic human-machine interaction scenarios.022
Finally, professional scholars annotate all the023
samples in the dataset. DiaHalu covers four024
common multi-turn dialogue domains and five025
hallucination subtypes, extended from factual-026
ity and faithfulness hallucination. Experiments027
through some well-known LLMs and detection028
methods on the dataset show that DiaHalu is029
a challenging benchmark, holding significant030
value for further research.031

1 Introduction032

Large language models (LLMs) (Zhao et al.,033

2023b), addressing many downstream tasks034

through natural language generation (NLG) tech-035

nique, achieve significant success across diverse036

fields of natural language processing (NLP) (Li037

et al., 2024a; Pan et al., 2024; Wei et al., 2023;038

Fan et al., 2023). With a considerable volume of039

parameters and sophisticated training methodolo-040

gies, LLMs significantly propelled advancements041

in artificial intelligence (Zhao et al., 2023b).042

Hallucination at dialogue-level

Tell me something about the planet 

Pluto in solar system.

Pluto is a dwarf planet, and it used to be 

considered the ninth planet in our solar 

system before 2006, but not any longer.

Oh, I know that. What is the actual 

distance between Neptune and Pluto?

The distance between them can vary as 

both planets have elliptical orbits, on 

average, it's about 150.5 billion kilometers.

Given the above information. Whether 

Pluto is in the solar system nowadays?

Yes, Pluto is in the solar system, and 

it’s also in the Kuiper Belt. 

Hallucination explanations

Factuality hallucination: the average distance between 

Neptune and Pluto is around 3.5 billion kilometers.

Faithfulness hallucination: the information given by the 

LLMs exists context-conflicting contents.

Figure 1: Our benchmark not only includes factuality
hallucination but also incorporates faithfulness halluci-
nation at the dialogue level, although most benchmarks
overlook the latter one.

Despite many advantages of large language mod- 043

els, the issue of hallucination remains a primary 044

concern (Ji et al., 2023; Zhang et al., 2023c). Hal- 045

lucination predominantly centers on the inclina- 046

tion of LLMs to generate nonsensical or untruthful 047

contents for specific sources (Wang et al., 2023a). 048

Therefore, the occurrence of hallucination poses 049

risks to the application of large language models in 050

various real-world scenarios (Omiye et al., 2023; 051

Wu et al., 2023b; Chen et al., 2024). 052

Given the aforementioned risks, hallucination 053

detection emerges as a highly crucial task. In re- 054
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cent years, researchers propose numerous bench-055

marks for hallucination detection task (Li et al.,056

2023b; Guan et al., 2023; Manakul et al., 2023;057

Yang et al., 2023). Nevertheless, several problems058

persist in these benchmarks. (1) Not naturally059

generated. One pitfall of existing benchmarks for060

detecting LLMs’ hallucination is that the halluci-061

nated contents are typically induced via manually062

designed trigger prompts (Li et al., 2023b), while063

not naturally generated by LLMs as in daily usage064

(Liu et al., 2022). (2) Merely focusing on factu-065

ality hallucination. Most benchmarks merely066

focus on detecting factuality hallucination (Guan067

et al., 2023), with few datasets that can demonstrate068

faithfulness hallucination (Huang et al., 2023a)069

(Figure 1). (3) Only concentrating on sentence-070

level and passage-level. Researchers propose071

many sentence-level (Manakul et al., 2023; Zhao072

et al., 2023c) and passage-level (Yang et al., 2023;073

Feng et al., 2023b) hallucination detection bench-074

marks. However, the dialogue pattern has broader075

and more widespread applications in LLMs. Al-076

though it is rarely mentioned in previous researches,077

dialogue-level hallucination detection is equally es-078

sential.079

Therefore, we propose a new dialogue-level080

hallucination evaluation benchmark for large lan-081

guage models (DiaHalu). We initially determine082

four domains for multi-turn dialogue: knowledge-083

grounded, task-oriented, chit-chat and reasoning.084

For each domain, we undertake a three-step process085

to construct the dataset. (1) We collect topics for di-086

alogue from various sources, incorporate the topics087

into artificially designed system prompts and input088

them into two LLMs, enabling them to engage in089

a multi-turn dialogue. (2) Since the knowledge-090

grounded and task-oriented domains stand for real091

human-machine interaction scenarios, we align the092

contents of one of the conversational participants093

with human language. We manually modify the094

contents that do not conform to human language095

conventions and have LLMs re-generate, resulting096

in the final responses. (3) Professional scholars097

annotate all the samples with labels, hallucination098

subtypes and locations, as well as explanations. It099

is noteworthy that we not only consider the fac-100

tuality hallucination but also further classify the101

faithfulness hallucination into three types: Incoher-102

ence, Irrelevance and Overreliance. We similarly103

introduce the reasoning hallucination for the rea-104

soning domain. The advantages of ours compared105

with previous benchmarks are listed in Table 1. Ad-106

Benchmark By LLMs Faith Halu Multi Dia Explanation

FactCollect - - - -

BEGIN - - ✓ ✓

HADES - ✓ - ✓

FactCHD ✓ - - ✓

HaluEval - - ✓ ✓

WikiBio+ ✓ - - -

PHD ✓ - - -

Ours ✓ ✓ ✓ ✓

Table 1: The comparison between our DiaHalu and other
benchmarks. ‘By LLMs’, ‘Faith Halu’, ‘Multi Dia’, and
‘Explanation’ mean whether it is naturally generated by
LLMs, whether it provides faithfulness hallucination,
whether it is at multi-turn dialogue level, and whether
there are explanations respectively (Appendix A.1).

ditionally, we conduct experiments on DiaHalu by 107

deploying existing hallucination detection meth- 108

ods and some commonly used LLMs. The results 109

indicate that DiaHalu is a highly challenging bench- 110

mark. Our contributions can be listed as follows: 111

• To our current knowledge, we propose the first 112

dedicated dialogue-level hallucination detec- 113

tion benchmark for LLMs named DiaHalu. 114

• DiaHalu covers four multi-turn dialogue do- 115

mains along with five hallucination subtypes 116

extended from factuality and faithfulness hal- 117

lucination, which are more widely applicable 118

in real-world scenarios. 119

• The experimental results indicate that DiaHalu 120

is a highly challenging benchmark for most 121

LLMs and existing detection methods, hold- 122

ing significant value for further researches. 123

2 Related Work 124

2.1 Hallucination Detection Benchmarks 125

In recent years, researchers propose numerous 126

benchmarks for hallucination detection. 127

In earlier years, hallucination detection bench- 128

marks are primarily organized through manual 129

methods or generated via conventional language 130

models. FactCollect (Ribeiro et al., 2022) is an 131

artificially generated, multi-source factual halluci- 132

nation detection benchmark. Muhlgay et al. (2023) 133

collects error samples by instructing the language 134

model based on pre-defined error types. HADES 135

(Liu et al., 2022) and BEGIN (Dziri et al., 2022c) 136
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constitute hallucination detection datasets by con-137

ventional language model BERT (Devlin et al.,138

2019) and T5 (mostly) (Raffel et al., 2020) respec-139

tively. These benchmarks are not naturally gener-140

ated by LLMs as in daily usage.141

Consequently, some benchmarks are proposed142

to investigate the direct generation abilities of143

large language models. Zhao et al. (2023c); Fu144

et al. (2023); Chen et al. (2023a); Huang et al.145

(2023b); Zheng et al. (2023) enable LLMs to han-146

dle Question-Answer (QA) task and assess the fac-147

tual accuracy of their responses. Concept-7 dataset148

used by Luo et al. (2023) evaluates whether a lan-149

guage model truly comprehends the meaning of150

each concept, thereby determining the presence of151

hallucination. FactCHD (Chen et al., 2023c) is gen-152

erated based on natural language text and knowl-153

edge graphs (KGs). Mündler et al. (2023) employs154

a generative language model (gLM) to rewrite sen-155

tences according to the given context. New sen-156

tences compose a dataset that can evaluate whether157

the generated sentences exhibit knowledge-based158

self-contradiction hallucination. The aforemen-159

tioned benchmarks mainly focus on detecting fac-160

tuality hallucination (Guan et al., 2023), while ig-161

noring the faithfulness hallucination (Huang et al.,162

2023a). The benchmark proposed in this paper ex-163

tends to include faithfulness hallucination, that is,164

to evaluate the coherence and relevance of contents165

generated by LLMs.166

Researchers also raise many sentence-level167

(Manakul et al., 2023; Zhao et al., 2023c; Guan168

et al., 2023) and passage-level (Yang et al., 2023;169

Feng et al., 2023b; Li et al., 2023b) hallucination170

detection benchmarks. Nevertheless, the dialogue171

pattern holds broader applications within LLMs.172

While previous researches rarely, to our current173

knowledge, propose a dialogue-level hallucination174

detection benchmark for LLMs. So, our DiaHalu175

is at the dialogue level.176

2.2 Hallucination Detection177

Current methods for hallucination detection (Ton-178

moy et al., 2024) can mainly be divided into four179

categories. (1) Model-Based. This method involves180

having the language models perform a classifica-181

tion task to determine whether hallucinated con-182

tents are present (Zhao et al., 2023a; Maharaj et al.,183

2023). (2) Retrieval-Based. For the limited knowl-184

edge within the parameters of language models,185

we can detect hallucination by extracting or re-186

trieving relevant knowledge from external knowl-187

edge graphs (Martino et al., 2023; Chen et al., 188

2023c) or web information sources (Béchard and 189

Ayala, 2024). (3) Sample-Based. Another feasible 190

method is to rewrite the generated contents to eval- 191

uate the consistency (Manakul et al., 2023; Zhao 192

et al., 2023c; Zhang et al., 2023a). (4) Proxy-Based. 193

The mainstream view of this method (Zhang et al., 194

2023b; Gupta et al., 2024) is that ‘the lower the 195

probability of generating a token, the more likely a 196

model is to produce hallucination’. 197

3 The Overview of DiaHalu 198

3.1 Principles 199

The primary objective of this benchmark is to con- 200

duct hallucination detection in large language mod- 201

els. Hence, it is imperative to comprehend the 202

meaning of hallucination. Hallucination predomi- 203

nantly centers on the inclination of LLMs to gen- 204

erate nonsensical or untruthful contents regarding 205

specific sources (Wang et al., 2023a). The signif- 206

icance of hallucination detection lies in elevating 207

the quality of text generation, preventing mislead- 208

ing information and misunderstandings, support- 209

ing applications within professional domains, etc. 210

Therefore, to enhance the universality of our bench- 211

mark, it encompasses various multi-turn dialogue 212

scenarios and multiple subtypes of hallucination, 213

extending from factuality hallucination and faith- 214

fulness hallucination (Huang et al., 2023a). 215

3.2 Hallucination on Diverse Domains 216

We consider hallucination in diverse domains of 217

multi-turn dialogue scenarios. Our benchmark cov- 218

ers a total of four domains, shown in Figure 2. 219

Their specific descriptions are in Appendix A.2. 220

Knowledge-grounded dialogue is designed for 221

users to engage in knowledge-based dialogue with 222

LLMs (Ghazvininejad et al., 2018). The two speak- 223

ers take part in a conversation about a knowledge- 224

based issue. 225

Task-oriented dialogue is in a form of human- 226

computer interaction, intending to accomplish a 227

user-specified task (Wen et al., 2017). 228

Chit-Chat dialogue involves open-ended and 229

non-goal dialogue (Sun et al., 2021). We provide 230

two LLMs with personas and facilitate a dialogue 231

between them. 232

Reasoning dialogue Following previous works 233

(Chen et al., 2023b; Li et al., 2023a; Buszydlik 234
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Knowledge-grounded

Halu Type:
round 1

Non-factual

Explanation:
-Bears do not often 

sit on chairs when 

they are not tamed

Source:
TruthfulQA

Do bears usually sit on the 

chairs?

Yes. Sitting on the chairs 

is their habits.

What are the advantages 

of sitting on a chair?

It helps them rest and gain 

energy.

Task-oriented

No, it has a regular trouble 

check on Saturdays.

Halu Type:
round 2

Incoherence

Explanation:
-B2 contradicts B1 

about the running 

time of the bus 101.

Source:
DSTC

Does the 101 bus runs on 

Saturday?

Which days of the week 

does the 101 bus run?

The 101 bus runs every 

day in the week.

Chit-Chat

Halu Type:
round 1

Overreliance

round 2

Irrelevance

Explanation:
-The is an error in A1 

but B1 do not find it.

-They are not talking 

about being a teacher.

Source:
persona

My father is a policeman, so 

he works in a barber shop.

Nice! Being a police in a 

barbershop requires skills. 

I'm kidding. My dad actually 

works at the police station.

Oh. Being a qualified 

teacher also requires skills.

Reasoning

16.043 divided by 4.211 

gives 3.5, I think.

Halu Type:
round 1

Reasoning Error

Explanation:
-16.043 divided by 

4.211 gives 3.8098.

Source:
MathQA

16.043 divided by 4.211 

and then plus 3 gives what?

And then 3.5 needs to plus 

3, what is the answer?

The final answer of the 

origin question is 6.5. 

Figure 2: The demonstration of the DiaHalu benchmark, which covers four domains and five hallucination subtypes
within dialogue-level scenarios. We also provide explanations and sources in the benchmark.

et al., 2024; Grover et al., 2024; Zheng et al., 2023;235

Huang and Chang, 2023), we also treat reasoning236

errors as a kind of hallucination. We have the mod-237

els discuss mathematical problems to achieve the238

answers (Kakarla et al., 2024).239

3.3 Hallucination Taxonomy240

We consider both factuality and faithfulness hallu-241

cination (Huang et al., 2023a). Based on Chen et al.242

(2023b); Wu et al. (2023a); Dziri et al. (2022b) and243

early works on text coherence (Wolf and Gibson,244

2004; Atwell et al., 2024), we carry out a detailed245

classification of faithfulness hallucination into In-246

coherence, Irrelevance, and Overreliance. Mean-247

while, we introduce Reasoning Error within the248

reasoning dialogue (Chen et al., 2023b; Li et al.,249

2023a; Buszydlik et al., 2024; Grover et al., 2024;250

Zheng et al., 2023; Huang and Chang, 2023). The251

example of each type can be referenced in Figure 2.252

Non-factual implies whether it aligns with fac-253

tual information.254

Incoherence includes input-conflicting, context-255

conflicting and self-conflicting contents in the dia-256

logue.257

Irrelevance means that something unrelated to258

the topic of the conversation comes up.259

Overreliance is that the LLM excessively trusts 260

in the correctness of the context, generating re- 261

sponses for unanswerable contents (Slobodkin 262

et al., 2023). 263

Reasoning Error covers all errors within the rea- 264

soning dialogue. 265

4 The Construction of DiaHalu 266

4.1 The Collection of Dialogue Topics 267

Since we confirm four domains for DiaHalu, the 268

first step is to collect the topics for each dialogic 269

domain. 270

For knowledge-grounded dialogue, we take 271

into account world knowledge, factual knowl- 272

edge, commonsense knowledge and multi-hop web 273

knowledge. Therefore, we gather dialogue top- 274

ics from TruthfulQA (Lin et al., 2022), Common- 275

senseQA (Talmor et al., 2019) and CWQ (Talmor 276

and Berant, 2018) datasets. There are also topics 277

provided by GPT4 (OpenAI, 2023) and social me- 278

dia (including the authors). As for task-oriented 279

dialogue, we primarily apply the most widely used 280

MultiWOZ (MultiWOZ 2.1) (Budzianowski et al., 281

2018) which covers 7 real-life scenarios. To enrich 282

the dialogue settings, we also consider the DSTC 283

(DSTC 1.0) (Williams et al., 2013) dataset with a 284

focus on bus routes. GPT4 and social media are 285
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harnessed to augment user behaviors and generate286

more dialogue occasions. We define the LLMs with287

personas primarily from Jandaghi et al. (2023) and288

facilitate an open chit-chat dialogue between them.289

Additionally, we make use of mathematical prob-290

lems to assess the logical reasoning dialogue abil-291

ities of LLMs. These problems are sourced from292

GSM8K (Cobbe et al., 2021) and MathQA (Amini293

et al., 2019), both of which involve mathematical294

problems and solving processes encountered by295

middle school students.296

The overall distribution of the above sources for297

dialogue topics is illustrated in Appendix A.3.298

4.2 Dialogue Generation299

Once finishing collecting the dialogue topics for300

each domain, we leverage ChatGPT3.5 and GPT4301

to generate conversations in the format of self-302

dialogue. The complete process of dialogue gener-303

ation is illustrated in Figure 3.304

Initially, we integrate the dialogue topics into305

two system prompts, which are then inputted sep-306

arately into two LLMs (both are ChatGPT3.5 or307

GPT4). These two system prompts guide the LLMs308

to generate N rounds of dialogue in a given domain309

and topic. More details of the system prompts can310

be found in Appendix A.4. Then, for knowledge-311

grounded dialogue and task-oriented dialogue, we312

manually examine all responses from A to deter-313

mine their adherence to human language. For in314

both scenarios, we consider real human-machine in-315

teraction, aiming to assess the LLMs’ adaptability316

to genuine human behaviors. (We assume that A is317

the user and B is the LLM. In this setup, we ensure318

the accuracy of A and only annotate the contents of319

B.) The chit-chat dialogue and reasoning dialogue320

are relatively unconstrained and freely conducted,321

without incorporating any specific human-machine322

interaction settings (Section 3.2). They necessitate323

only their memory and comprehension capabilities324

regarding contextual information, thereby minimiz-325

ing the need for manual intervention. Consequently,326

for the responses of A in knowledge-grounded and327

task-oriented scenarios, where the contents do not328

conform to human language, we manually modify329

and have LLMs re-generate. Eventually, we obtain330

the complete dataset of multi-turn dialogue.331

We provide one output sample and more gen-332

eration details in Appendix A.5. The statistical333

information of the whole benchmark is in Table 2.334

the topic of the dialogue

system prompt 1

A B

×N

whether the responses of A 

conforms to human language

YES

Output

manually modify 

and re-generate

NO

system prompt 2

Figure 3: The complete process of dialogue generation.

Attribute Attribute Value

Benchmark Name DiaHalu
Generated by ChatGPT3.5 / GPT4
Sample Form dialogue-level

Sample Numbers 1103
Dialogue Rounds 6-10

Avg. Rounds 6.9120
Domain Numbers 4

Hallucination Subtypes 5
Max. Response Length (Words) 183
Avg. Response Length (Words) 13.2899

Table 2: The statistical information of the benchmark.

4.3 Human Annotation 335

Annotating the hallucination and its types in this 336

dataset is a very challenging task. Since there may 337

be more than one instance of hallucination in multi- 338

turn dialogue. Also, some hallucination subtypes in 339

edge cases are difficult to differentiate. Therefore, 340

the entire annotation process demands a high level 341

of expertise from annotators and requires detailed 342

definitions for ambiguous contents. 343

The annotators of our dataset are all seasoned 344

researchers in the field of linguistics and natural 345

language processing. We invite experienced ex- 346

perts in the field of LLMs’ hallucination detection 347

from both academia and industry to engage in dis- 348

cussion and conduct sampling checks. For more 349

details about the annotators and the experts, refer 350

to Appendix A.6 (The annotators). 351
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Annotation process is divided into three steps.352

(1) Each annotator labels some samples for each353

domain, followed by a careful discussion between354

the annotators and the experts. The discussions in-355

tricately define the application scope of each hallu-356

cination label (discussion results in Appendix A.7).357

(2) All the annotators label the entire dataset, dis-358

cussions and corrections are made for inconsistent359

annotations. (3) Statistical analysis is performed360

on the annotated results. For more details, please361

refer to Appendix A.6 (The Annotation Process).362

Annotation Consistency For evaluating the363

inter-annotator consistency, we calculate the364

Fleiss’s Kappa (Randolph, 2005) of Inter-365

Annotator Agreement (IAA) (Artstein, 2017),366

which is a statistical measure used to assess the de-367

gree of agreement among multiple raters for a set of368

items. The final score of Fleiss’s Kappa is 0.8842,369

representing almost perfect agreement among all370

the annotators. For more calculation details, please371

refer to Appendix A.6 (Label Consistency).372

Annotation Results After annotating the entire373

dataset, we conduct several statistical analyses on374

it. Table 3 reveals the probability of hallucination375

occurring in each dialogue domain. The results376

indicate that hallucination are highly likely to arise377

in knowledge-grounded dialogue and reasoning di-378

alogue. Therefore, the knowledge and reasoning379

abilities of LLMs still need further improvement.380

Despite LLMs’ powerful multi-turn dialogue ca-381

pability, faithfulness hallucination such as irrele-382

vance, incoherence and overreliance still persists.383

Figure 4 presents the proportion of each hallucina-384

tion subtype in each dialogue domain. Irrelevance,385

incoherence, and overreliance widely exist in daily386

dialogue contexts, such as task-oriented and chit-387

chat scenarios. In knowledge-grounded dialogue,388

the factuality hallucination constitutes a significant389

proportion, while in reasoning dialogue, almost390

all hallucination are defined as errors in reasoning.391

This statistical information can help us understand392

the subtypes of hallucination in LLMs’ multi-turn393

dialogue, facilitating an exploration of their ori-394

gins and contributing to the elimination of these395

subtypes of hallucination.396

5 Experiments397

In this section, we assess the performance of sev-398

eral evaluation models and specialized methods on399

the dataset we introduced. Thereby, we can trial400

Knowledge Task Chit Reasoning Overall

# Number 371 210 263 259 1103

# Non-Halu 199 135 164 129 627

# Halu 172 75 99 130 476

Halu Rate (%) 46.36 35.71 37.64 50.19 43.16

Table 3: The statistical information of hallucination on
the four dialogue domains. ‘# number’, ‘# Non-Halu’,‘#
Halu’ and ‘Halu Rate’ represent the number of samples,
the number of samples without hallucination, the num-
ber of samples with hallucination and the proportion of
hallucinated samples.

Knowledge-grounded Task-oriented Chit-Chat Reasoning
Domains
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16.5%
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35.5%

18.4%

38.2%

7.9%

28.6%

29.5%

32.4%

9.5%

2.3%

97.7%

Non-factual
Irrelevance
Incoherence
Overreliance
Reasoning Error

Figure 4: The distribution of five different hallucination
subtypes within the four dialogue domains.

the effectiveness of existing methods in detecting 401

dialogue-level hallucination. We still conduct more 402

fine-grained detection and explore whether the phe- 403

nomenon of hallucination snowballing exists. 404

5.1 Baselines 405

We select some powerful LLMs to detect hallucina- 406

tion by providing specific prompts. These models 407

include open-source LLMs: LLaMa-30B (Touvron 408

et al., 2023), Vicuna-33B (Chiang et al., 2023), 409

and some closed-source LLMs: Gemini1.5 PRO 410

(Anil et al., 2023), ChatGPT3.5 (Wu et al., 2023c) 411

and GPT4 (OpenAI, 2023). Similarly, we also 412

experiment on specialized existing hallucination 413

detection methods, such as FaithCritic (Dziri et al., 414

2022a), SelfCheckGPT (Manakul et al., 2023) and 415

FOCUS (Zhang et al., 2023b). For a detailed de- 416

scription of the above baselines, please refer to 417

Appendix A.8 (I. Baselines Selected). 418

5.2 Metrics 419

For hallucination detection, we use standard binary 420

classification to determine whether there exists hal- 421

lucination (Table 4). Meanwhile, we also conduct 422
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Method
Knowledge-grounded Task-oriented Chit-Chat Reasoning Overall

Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

Random 41.57 43.02 42.29 31.86 48.00 38.30 38.46 50.51 43.67 49.61 49.23 49.42 40.72 47.06 43.66

SelfCheckGPTB 42.55 23.26 30.08 35.38 30.67 32.86 30.00 18.18 22.64 60.81 34.61 44.12 43.00 26.47 32.77

SelfCheckGPTN 59.46 25.58 35.77 38.84 62.67 47.96 45.19 47.47 46.30 70.58 18.46 29.27 48.65 34.03 40.05

SelfCheckGPTP 55.22 21.51 30.96 48.00 32.00 38.40 45.00 45.45 45.23 62.37 44.62 52.02 52.90 34.45 41.73

FOCUS 46.11 48.26 47.16 34.09 60.00 43.48 36.56 49.49 42.06 50.56 34.62 41.10 41.49 46.64 43.92

LLaMa-30B 37.50 5.23 9.18 30.77 5.33 9.09 50.00 11.11 18.18 81.25 10.00 17.81 49.33 7.78 13.43

Vicuna-33B 45.45 5.81 10.31 42.86 4.00 7.32 36.36 4.04 7.27 51.35 14.62 22.75 46.75 7.56 13.02

Gemini1.5 PRO 80.00 20.93 33.18 60.00 36.00 45.00 70.37 38.38 49.67 73.63 51.54 60.63 71.49 35.29 47.26

ChatGPT3.5 25.00 0.58 1.14 33.33 2.67 4.93 55.56 5.05 9.26 57.14 6.15 11.11 48.48 3.36 6.27

GPT4 80.89 31.98 45.83 74.19 30.67 43.40 67.74 21.21 32.31 74.07 61.54 67.23 75.21 37.61 50.14

Table 4: The classification results on four kinds of baselines, and the best F1 scores are in bold form. The indices B,
N and P of SelfCheckGPT denote scoring with BERTScore, with NLI and using prompts, respectively.

Method
Knowledge-grounded Task-oriented Chit-Chat Reasoning Overall

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

FaithCritic w/retrieval 28.26 84.54 42.38 - - - - - - 51.63 79.17 62.50 - - -

Gemini1.5 PRO 80.00 20.93 33.18 60.00 36.00 45.00 70.37 38.38 49.67 73.63 51.54 60.63 71.49 35.29 47.26

w/ CoT 81.25 22.67 35.45↑ 69.77 40.00 50.85↑ 75.00 36.36 48.98↓ 72.92 53.85 61.95↑ 74.47 36.76 49.23↑
w/ retrieval 86.04 21.51 34.42↑ - - - - - - 76.70 60.77 67.81↑ - - -

ChatGPT3.5 25.00 0.58 1.14 33.33 2.67 4.94 55.56 5.05 9.26 57.14 6.15 11.11 48.48 3.36 6.27

w/ CoT 45.45 2.91 5.46↑ 33.33 2.67 4.94 40.00 4.04 7.34↓ 47.06 6.15 10.88↑ 43.18 3.99 7.31↑
w/ retrieval 70.00 4.01 7.69↑ - - - - - - 70.58 9.23 16.32↑ - - -

GPT4 80.89 31.98 45.83 74.19 30.67 43.40 67.74 21.21 32.31 74.07 61.54 67.23 75.21 37.61 50.14

w/ CoT 86.05 21.51 34.42↓ 73.17 40.00 51.72↑ 80.56 29.29 42.96↑ 71.43 76.92 74.07↑ 75.38 41.18 53.26↑
w/ retrieval 77.89 43.02 55.43↑ - - - - - - 74.40 71.54 72.94↑ - - -

Table 5: The results of CoT and retrieval techniques on the three closed-source LLMs. The ↑ and ↓ indicate whether
CoT and retrieval can promote improvements in F1 score. We also provide the detection results of FaithCritic.

more fine-grained hallucination-type recognition423

to judge the specific subtype of hallucination and424

use micro-F1 score for all hallucination categories425

(Table 6). Appendix A.8 (II. Metrics Calculation)426

provides more thorough explanations.427

5.3 Main Results428

From the results in Table 4, we can get the follow-429

ing conclusions.430

First, DiaHalu is a highly challenging bench-431

mark for dialogue-level hallucination detection.432

Except for GPT4, the F1 scores of all other de-433

tection methods and detecting LLMs do not ex-434

ceed 50.00. Existing LLMs, such as LLaMa-30B435

and Vicuna-33B, are not effective in accurately436

discerning most samples that involve hallucina- 437

tion. Regarding the specialized detection methods 438

FOCUS and SelfCheckGPT (applying prompt and 439

NLI methods), they achieve relatively better per- 440

formances. However, it proves challenging with 441

BERTScore for SelfCheckGPT. 442

Second, ChatGPT3.5 shows a noticeable phe- 443

nomenon of overconfidence. Our dataset is pri- 444

marily generated by ChatGPT3.5, which exhibits 445

high confidence in its output. Despite providing a 446

specially designed detection prompt, it still strug- 447

gles to differentiate whether the dialogue content 448

is hallucinated or not, not along the samples gener- 449

ated by GPT4. So, the majority of its output labels 450

are "Non-Halu". 451
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NF Ic Ir Ov RE ALL

Gemini1.5 PRO 18.97 30.49 11.36 4.76 45.41 26.72

ChatGPT3.5 1.16 4.26 0.00 0.00 9.66 3.93

GPT4 29.38 25.00 5.71 4.65 55.66 32.30

Table 6: Fine-grained hallucination-type recognition
F1 scores for three LLMs. ‘NF’, ‘Ic’, ‘Ir’, ‘Ov’ and
‘RE’ stand for Non-factual, Incoherence, Irrelevance,
Overreliance and Reasoning Error, respectively. ‘ALL’
represents micro-f1 of all hallucination subtypes.
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Halu&Halu
Halu&None
None&Halu

Figure 5: The proportions of the three dialogue round
categories. For example, the three values of R7 denote
the proportions of ‘these three categories in the 7th
round’ within ‘hallucinated samples that have at least
seven rounds dialogues’.

Third, the faithfulness hallucination is more452

difficult to detect for LLMs. Apart from the453

specialized hallucination detection methods, the454

results from directly harnessing LLMs for judg-455

ment indicate that the recognition accuracy for456

task-oriented and chit-chat domains of dialogue are457

much lower than that for the knowledge-grounded458

and reasoning dialogue. This is because the hal-459

lucination types in the knowledge-grounded and460

reasoning dialogue are primarily Non-factual and461

Reasoning Error, which present in a more direct462

and apparent manner. Nevertheless, task-oriented463

and chit-chat domains mainly consist of three sub-464

types of faithfulness hallucination, which requires a465

LLM to possess long-term memory and the ability466

to recognize topics/roles transition in dialogue.467

5.4 Chain-of-Thought and Retrieval for468

Detection469

Chain-of-Thought (CoT) and Retrieval are two470

important techniques for enhancing the ability of471

LLMs. In this section, we test whether these two472

techniques can improve the effectiveness of hal-473

lucination detection in Table 5. More details are474

depicted in Appendix A.11.475

The experimental results indicate that both meth-476

ods have facilitating effects on hallucination detec-477

tion. However, Gemini1.5 PRO and ChatGPT3.5 478

with CoT show a decrease of around 1.00 F1 points 479

in the chit-chat domain. We believe that these two 480

models inherently lack the ability to recognize faith- 481

fulness hallucination, and additional CoT contents 482

introduce noise to their judgments. 483

5.5 Fine-grained Hallucination-type 484

Recognition 485

Table 6 shows fine-grained hallucination-type 486

recognition results for three open-source LLMs. 487

We can conclude that ChatGPT3.5 fails the recog- 488

nition of almost all labels. To some extent, Gem- 489

ini1.5 PRO and GPT4 have the ability to recognize 490

factuality hallucination and reasoning errors, but 491

they have lower F1 scores for the three subtypes of 492

faithfulness hallucination. This result reveals that 493

faithfulness hallucination remains a pressing issue 494

for LLMs. 495

5.6 Hallucination Snowballing 496

In this section, we study the hallucination snow- 497

balling phenomenon (Zhang et al., 2023c) in our 498

benchmark. Specifically, for each round of dia- 499

log (2-10) in all hallucinated samples, we define 500

three categories: I hallucination that appears in 501

previous rounds and also appears in the current 502

round (Halu&Halu), II hallucination that appears 503

in previous rounds but not appear in the current 504

round (Halu&None) and III hallucination that not 505

appear in previous rounds but appears in the current 506

round (None&Halu). We calculate the proportions 507

of these three categories in Figure 5. 508

First, I is greater than the other two categories 509

(II and III), which means that hallucinated con- 510

tents are more likely to generate new hallucinated 511

responses. Second, I shows the most obvious in- 512

creasing trend, indicating that the probability of hal- 513

lucination increases with the number of dialogue 514

rounds. These two findings validate the hallucina- 515

tion snowballing phenomenon. 516

6 Conclusion 517

In this paper, we propose a dialogue-level halluci- 518

nation evaluation benchmark named DiaHalu. We 519

construct the benchmark in a three-step process. 520

The DiaHalu covers four multi-turn dialogue do- 521

mains and five hallucination subtypes. Experiments 522

through some well-known LLMs and specialized 523

detection methods on the benchmark show that it 524

is a challenging task, holding significant value for 525

further research (Appendix A.12). 526
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Limitations527

This paper proposes a novel dedicated dialogue-528

level hallucination detection evaluation benchmark529

named DiaHalu. The benchmark covers four multi-530

turn dialogue domains and five hallucination sub-531

types. There is significant value for further re-532

search. However, two main limitations also exist.533

(1) During the second step of the benchmark con-534

struction phase, aligning the contents of speaker535

A with human language consumes a considerable536

amount of time and effort. Frequent calls to the537

ChatGPT3.5 or GPT4 API Keys result in a signif-538

icant expense. Simultaneously, achieving consis-539

tency among all annotators led to prolonged discus-540

sion time and money cost. (2) We do not partition541

the dataset into training, validation, and test sets.542

The primary purpose of evaluation benchmarks is543

to assess a models’ capabilities. However, if we544

divide the dataset into the above three categories,545

this is about assigning capabilities to models. From546

the perspective of the two objectives, there is a547

clear difference. Another reason is that we need to548

consider the black-box detection scenario for those549

closed-source LLMs. However, if a division into550

these three types of datasets is necessarily required,551

it would require more data samples and larger re-552

source consumption.553
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A Appendices1097

A.1 The Comparison with Other Benchmarks1098

In Table 1, we present the differences between Dia-1099

Halu and other hallucination detection benchmarks,1100

highlighting the distinctive features that our Dia-1101

Halu is a naturally generated dialogue-level bench-1102

mark by LLMs, with various kinds of hallucination1103

and explanations. All the compared benchmarks1104

can be referred to in Section 2.1. HaluEval, Wik-1105

iBio+, and PHD benchmark come from the paper1106

Li et al. (2023b), Manakul et al. (2023) and Yang1107

et al. (2023) respectively.1108

A.2 The Four Dialogue Domains1109

Knowledge-grounded dialogue is designed for1110

users to engage in knowledge-based dialogue with1111

LLMs (Ghazvininejad et al., 2018). The knowl-1112

edge includes world knowledge, factual knowl-1113

edge, commonsense knowledge, and multi-hop1114

web knowledge. It principally examines the ac-1115

curacy of knowledge of the parameters in LLMs1116

(Petroni et al., 2019).1117

Task-oriented dialogue is in a form of human-1118

computer interaction, intending to accomplish a1119

user-specified task (Wen et al., 2017). This type1120

of dialogue system focuses on understanding the1121

users’ task requirements and utilizes a LLM to1122

provide relevant information or perform specific1123

tasks accordingly.1124

Chit-Chat dialogue involves open-ended and1125

non-goal dialogue (Sun et al., 2021). We provide1126

two LLMs with personas and facilitate a dialogue1127

between them. This approach allows for the evalu-1128

ation of their memory capabilities, conversational1129

coherence, and relevance to the information being1130

discussed.1131

TruthfulQA
184 (16.7%)

GSM8K

144 (13.1%)

CWQ

121 (11.0%)

Persona

132 (12.0%)

GPT4
95 (8.6%)

CommonsenQA
114 (10.3%)

MathQA

114 (10.3%)

MultiWOZ

87 (7.9%)

Social Media & Authors

56 (5.1%)

DSTC

56 (5.1%)

Figure 6: The distribution of the 10 sources for dialogue
topics.

Reasoning dialogue centralizes on the logical 1132

reasoning and understanding capabilities of LLMs. 1133

Following previous works (Chen et al., 2023b; Li 1134

et al., 2023a; Buszydlik et al., 2024; Grover et al., 1135

2024; Zheng et al., 2023; Huang and Chang, 2023), 1136

we also treat reasoning errors as a kind of halluci- 1137

nation. We have the models discuss mathematical 1138

problems to achieve the answers (Kakarla et al., 1139

2024). 1140

A.3 The Distribution of the Sources for 1141

Dialogue Topics 1142

The number and proportion of all dialogue topics 1143

in DiaHalu across the 10 topic sources are shown 1144

in Figure 6. 1145

A.4 System Prompts for Dialogue Generation 1146

In this section, we present the specific form of 1147

the system prompts for the four dialogue domains. 1148

We use ChatGPT3.5 (gpt-3.5-turbo-1106)1 and 1149

GPT4 (gpt-4-1106-preview)2 with the temperature 1150

0.1. The brief system prompts of the knowledge- 1151

grounded dialogue, task-oriented dialogue, chit- 1152

chat dialogue and reasoning dialogue are respec- 1153

tively presented in Figure 7, Figure 8, Figure 9 and 1154

Figure 10. 1155

Previous works prove the LLMs’ ability to fol- 1156

low complex instructions (Manakul et al., 2023; 1157

Guan et al., 2023; Chen et al., 2023b; Mündler 1158

et al., 2023; Li et al., 2023b; Wang et al., 2023b; 1159

Liu et al., 2023; Li et al., 2024b), including some 1160

hallucination tasks. Thus, we reference such kinds 1161

of prompts, and then we formulate prompts for our 1162

benchmark. 1163

1https://platform.openai.com/docs/models/gpt-3-5-turbo
2https://openai.com/gpt-4
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system prompt 1:

### Your task is to generate a response based on the above conversation contents and the topic [TOPIC]. Your tone and way of 

thinking should be as similar to humans as possible. It is a part of a multi-round knowledge-grounded dialogue between A and B.

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

6. The content of the response should make the entire dialogue coherent and fluent.

7. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

---------------------------------------------------------------------------------------------------------------------------------------------------------
system prompt 2:

###Your task is to generate a response based on the above conversation contents and the topic [TOPIC]. It is a part of a multi-

round knowledge-grounded dialogue between A and B.

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous responses, the generation of dialogue can reference the history of the 

conversation.

6. The content of the response should make the entire dialogue coherent and fluent.

7. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

Figure 7: The brief system prompts for knowledge-grounded dialogue.

A.5 Generation Details and Data Format1164

We utilize 8 ChatGPT3.5 and 2 GPT4 API Keys,1165

generating approximately 4000 examples in total1166

initially. We conduct a thorough examination of1167

samples to filter the confused formats or contents1168

not aligned with instructions (system prompts). To1169

ensure a balanced number of positive and negative1170

samples, we manually remove samples with highly1171

similar semantics. Finally, the number of samples1172

generated by ChatGPT3.5 and GPT4 are 748 and1173

355 respectively. The total number is 1103. The1174

reason we use GPT4 to generate data is to ensure1175

its competitiveness for a long time in the future.1176

Previous well-known hallucination benchmarks1177

(Manakul et al., 2023; Guan et al., 2023; Chen et al.,1178

2023b; Yang et al., 2023) contain 238, 400, 847,1179

and 300 samples respectively, which is at the simi-1180

lar scale as ours. What’s more, our benchmark is at1181

dialogue level, which contains about 7620 rounds1182

(more than 27600 rounds initially) of interactions1183

in total (6.9120 average rounds per dialogue as1184

shown in Table 2). This indicates a larger volume1185

of data compared to previous benchmarks at the1186

sentence and passage levels.1187

It is also worth noting that, given that we assume1188

the two subjects of the dialogue are A and B, both1189

A and B are set to be either ChatGPT3.5 or GPT4,1190

and it is not possible for one to be ChatGPT3.5 and 1191

the other to be GPT4. 1192

We provide the specific format of one sample 1193

from the benchmark in Figure 11. 1194

A.6 The Supplementary Details for 1195

Annotation 1196

The annotators all obtain at least a bachelor’s 1197

degree, get a high score in IELTS or TOEFL ex- 1198

ams, and are proficient in using search engines 1199

such as Google and Bing. The annotators are all 1200

seasoned researchers in the field of linguistics and 1201

natural language processing. In addition, everyone 1202

exhibits strong collaborative and communicative 1203

skills. We also invite senior experts in the field of 1204

hallucination detection from academia and industry 1205

to engage in discussions and data checking. 1206

The Annotation Process To ensure the annota- 1207

tion quality, we perform three steps for annotation 1208

as described in Section 4.3 (Annotation process). 1209

First, each annotator labels around 50 samples for 1210

each domain. The annotators are required to label 1211

the presence of hallucination, hallucination sub- 1212

types and locations, along with the corresponding 1213

explanations. For cases of inconsistent annotation, 1214

we invite experts to provide suggestions in a dis- 1215

cussion. After that, annotators specify the appli- 1216
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system prompt 1:

### Your task is to generate a response based on the above conversation contents and the topic [TOPIC]. Your tone and way of 

thinking should be as similar to customers as possible. It is a part of a multi-round task-oriented dialogue between A and B. 

And here are some related action of the you (which can be mentioned in the dialogue): [ACTIONS].

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

6. The content of the response can be creative or personalized, design vague questions, quick topic switching, and repeated 

questions.

7. Give specific number information.

8. Use your imagination and global knowledge should also be included in the conversation.

9. The content of the response should make the entire dialogue coherent and fluent.

10. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

---------------------------------------------------------------------------------------------------------------------------------------------------------

system prompt 2:

###Your task is to generate a response based on the above conversation contents and the topic [TOPIC]. Your tone and way of 

thinking should be as similar to servers as possible.  It is a part of a multi-round task-oriented dialogue between A and B.

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

6. the service provider can refuse the customer's request, relying on your imagination to give the reason. The service provider 

can ask the customer for specific information.

7. Give specific number information.

8. Use your imagination and global knowledge should also be included in the conversation.

9. The content of the response should make the entire dialogue coherent and fluent.

10. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

Figure 8: The brief system prompts for task-oriented dialogue.

cation scope of each hallucination label as needed.1217

Then the annotators take a vote for resolving the1218

label-inconsistency of the first 50 samples in each1219

domain. Second, the entire dataset is annotated1220

according to this standard. The annotators label all1221

the rest samples and vote for the inconsistent sam-1222

ples, following data checks by the experts. Third,1223

we conduct data statistics of the whole dataset.1224

In the first step above, the discussion is orga-1225

nized in the form of online meetings. Annotators1226

provide the inconsistent-labeled samples to experts1227

(first 50 in each domain), after which all annotators1228

and experts agree on a time for an online meet-1229

ing discussion. Experts provide suggestions, and1230

annotators modify the application scopes of halluci-1231

nation labels based on the suggestions, thus making1232

it more reliable.1233

The Price The annotation time for each sample1234

ranges from 2 to 10 (average 6.2) minutes. We1235

pay each annotator 0.5 US dollars for annotating 1236

a sample and pay each expert 0.5 US dollars for 1237

checking a sample. This exceeds the local aver- 1238

age hourly wage. Through the aforementioned 1239

approach, the quality of the annotations and the 1240

value of the benchmark are ensured. Thus, we con- 1241

sider it is greatly contributory to propose such a 1242

benchmark. 1243

Label Consistency After the whole annotation 1244

process, we achieve a label matrix L ∈ RNs∗NA . 1245

Ns, NA represent the number of dialogue samples 1246

and annotators respectively. The calculation for 1247

Fleiss’s Kappa is shown below: 1248

Pe =

(∑Ns
i=1

∑NA
j=1 χ{0}(L [i, j])

Ns ∗NA

)2

+

(∑Ns
i=1

∑NA
j=1 χ{1}(L [i, j])

Ns ∗NA

)2
(1) 1249
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system prompt 2:

### Your task is to generate a response based on the above conversation contents and your personas [PERSONA2]. Your tone 

and way of thinking should be as similar to personas as possible. It is a part of a multi-round chit-chat dialogue between A and B. 

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

6. The content of the response can be creative or personalized, design vague questions, quick topic switching, and repeated 

questions.

7. Give specific number information.

8. Use your imagination and global knowledge should also be included in the conversation.

9. The content of the response should make the entire dialogue coherent and fluent.

10. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

system prompt 1:

### Your task is to generate a response based on the above conversation contents and your personas [PERSONA1]. Your tone 

and way of thinking should be as similar to personas as possible. It is a part of a multi-round chit-chat dialogue between A and B. 

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response could be diverse and colorful, covering various fields such as literature, science and engineering, etc.

3. The response to be semantically rich and grammatically varied.

4. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

5. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

6. The content of the response can be creative or personalized, design vague questions, quick topic switching, and repeated 

questions.

7. Give specific number information.

8. Use your imagination and global knowledge should also be included in the conversation.

9. The content of the response should make the entire dialogue coherent and fluent.

10. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

---------------------------------------------------------------------------------------------------------------------------------------------------------

Figure 9: The brief system prompts for chit-chat dialogue.

Po =
1

Ns

Ns∑
i=1

(∑NA
j χ{0}(L [i, j])

)2
NA ∗ (NA − 1)

+

(∑NA
j χ{1}(L [i, j])

)2
−NA

NA ∗ (NA − 1)

(2)1250

1251

Fleiss′sKappa =
Po − Pe

1− Pe
(3)1252

where Po and Pe represent the relative observed1253

agreement among annotators and the hypotheti-1254

cal probability of chance agreement respectively.1255

χy(Y ) is the Indicator Function, which means1256

when the value of Y is in set y, the whole func-1257

tion equals 1.1258

According to the above formulas, the calcu-1259

lated result for Fleiss’s Kappa of our benchmark1260

is 0.8842, representing almost perfect agreement1261

among all the annotators.1262

The Label Platform We use Label Studio3 for 1263

labeling, which is an online open-source data la- 1264

beling platform in the field of artificial intelligence. 1265

The annotation interface is depicted in Figure 12. 1266

A.7 The Application Scope of Hallucination 1267

Labels 1268

Annotating the hallucination and its subtypes in 1269

this benchmark is a very challenging task. One of 1270

the reasons is that some hallucination subtypes in 1271

edge cases are defiant to differentiate. Therefore, 1272

in the first stage of annotation, we provide detailed 1273

definitions for each hallucination subtype. Below 1274

are the results of the discussion between the experts 1275

and the annotators. 1276

Non-factual implies that it does not align with 1277

facts or introduce elements that do not exist in real 1278

life. 1279

3https://labelstud.io/
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system prompt 2:

### Your task is to generate a response based on the above conversation contents and the problem [PROBLEM]. It is a part of a 

multi-round reasoning dialogue between A and B. You need to discuss your thoughts step by step to get the answer.

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

3. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

4. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

5. If the number of rounds is not enough, then let the talkers solve the problem in a variety of ways, and finally reach an 

agreement.

6. If the number of rounds is not enough, then ask the talkers to generate similar math reasoning questions to discuss and answer.

7. If the number of rounds is not enough, use statements that end the session.

8. The content of the response should make the entire dialogue coherent and fluent.

system prompt 1:

### Your task is to generate a response based on the above conversation contents and the problem [PROBLEM]. It is a part of a 

multi-round reasoning dialogue between A and B. You need to discuss your thoughts step by step to get the answer.

###The response must adhere to the following requirements: 

1. The response must be within 3 sentences.

2. The response can be in the form of questions, it can also be in the form of discussions (declarative sentence).

3. Each response must be strongly related to the previous response, the generation of dialogue can reference the history of the 

conversation.

4. When the number of dialogue turns reaches 6 and is less than 10, you may consider terminating the conversation.

5. If the number of rounds is not enough, then let the talkers solve the problem in a variety of ways, and finally reach an 

agreement.

6. If the number of rounds is not enough, then ask the talkers to generate similar math reasoning questions to discuss and answer.

7. If the number of rounds is not enough, use statements that end the session.

8. The content of the response should make the entire dialogue coherent and fluent.

---------------------------------------------------------------------------------------------------------------------------------------------------------

Figure 10: The brief system prompts for reasoning dialogue.

{

ID: 1,

Dialogue: “A1: Tell me about the solar system. \n B1: The solar system consists of the sun, planets, moons, asteroids, 

and comets orbiting around the sun. \n A2: Tell me about Pluto. \n B2: Pluto is a dwarf planet in the Kuiper Belt, and it 

used to be considered the ninth planet in our solar system before being reclassified in 2006. \n A3: Which is the eighth 

planet? \n B3: Neptune. \n A4: What is the distance between Neptune and Pluto? \n B4: The distance between Neptune 

and Pluto can vary as both planets have elliptical orbits, but on average, it's about 4.5 billion kilometers (2.8 billion 

miles). \n A5: What is the distance between Sun and Pluto? \n B5: The distance between the Sun and Pluto also varies 

due to their elliptical orbits. On average, it's about 5.9 billion kilometers (3.67 billion miles). \n A6: Which is closer 

from Neptune? Sun or Pluto? \n B6: The Sun is closer to Neptune than Pluto. \n A7: Whether Pluto is in the solar system? 

\n B7: Yes, Pluto is in the solar system. ”,

Label: 1,

Hallucination Type: [[7,"Incoherence"]],

Domain: “Knowledge-grounded”,

Explanation: ["B7 contradicts B2"],

Source: “Social Media”,

Which LLM: “ChatGPT3.5”

}

Figure 11: One sample from our benchmark DiaHalu

Incoherence means there is a contradiction be-1280

tween one of the speakers and himself in the di-1281

alogue context, a contradiction between the two1282

speakers (when both are declarative sentences) in1283

the dialogue context. It also refers to factual and1284

relevant nonsense, contextually inappropriate re-1285

sponses or other inconsistent errors. 1286

Irrelevance involves responses that are irrelevant 1287

to the dialogue topic or an irrelevance due to mis- 1288

understanding the grammar of a question. (Please 1289

note that we emphasize the use cases for both inter- 1290

rogative and declarative sentences.) 1291
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Figure 12: The annotation interface on Label Studio.

Overreliance is that the LLM excessively trust1292

in the correctness of the context, generating serious1293

responses to statements that were inherently wrong1294

or unanswerable (in a declarative sentence).1295

Reasoning Error covers all errors within the rea-1296

soning dialogue.1297

A.8 Baselines and Metrics1298

I. Baselines Selected1299

Below is a detailed description of all the base-1300

lines we selected.1301

Random A straightforward approach that ran-1302

domly generates a label for each sample.1303

FaithCritic (Dziri et al., 2022a) is one of the1304

most effective dialog text hallucination classifiers1305

before the era of large language models. Trained1306

on a large-scale dialog corpus, it can output the con-1307

fidence level for each classification label. Since the1308

model’s input includes dialog-related knowledge,1309

we use the retrieved contents as the knowledge dur-1310

ing the experiment.1311

SelfCheckGPT (Manakul et al., 2023) It is a1312

widely used black-box hallucination detection1313

framework. It rephrases the contents to be detected1314

while ensuring the consistency of semantics by1315

LLMs with different temperatures. Furthermore, it1316

calculates the consistency between the original and1317

the rephrased contents using five methods, thereby 1318

determining whether there exits hallucination. The 1319

indices B, N and P respectively denote scoring 1320

with BERTScore (Zhang et al., 2020), scoring with 1321

Natural Language Inference methods (He et al., 1322

2023) and the direct judgment using prompts. 1323

FOCUS (Zhang et al., 2023b) is an improved 1324

version of SelfCheckGPT. It takes into account the 1325

attention scores between entity tokens, enabling 1326

more accurate classification of hallucination at both 1327

the sentence and paragraph levels. 1328

LLaMa-30B && Vicuna-33B They are two 1329

well-pretrained and widely deployed open-source 1330

LLM backbones4 (Touvron et al., 2023; Chiang 1331

et al., 2023). We provide a specially designed 1332

prompt to assist with detection. More details about 1333

this prompt are shown in Appendix A.9. 1334

Gemini1.5 PRO Gemini1.5 PRO5 (Anil et al., 1335

2023) is the latest version of the language model 1336

launched by Google. It inherits the powerful nat- 1337

ural language processing capabilities of its prede- 1338

cessor and has made significant improvements in 1339

understanding and generating text. We employ the 1340

same prompt for binary detection as LLaMa-30B 1341

4https://huggingface.co/huggyllama/llama-30b,
https://huggingface.co/lmsys/vicuna-33b-v1.3

5https://gemini.google.com/
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and Vicuna-33B do. We also create a manually1342

prompt to assist with fine-grained recognition in1343

Appendix A.10.1344

ChatGPT3.5 && GPT4 Both of these models1345

are developed by OpenAI6. ChatGPT3.5 marks1346

the beginning of the era of large language mod-1347

els and GPT4 is currently the most powerful lan-1348

guage model (Wu et al., 2023c; OpenAI, 2023).1349

We employ the same prompt as LLaMa-30B and1350

Vicuna-33B do for binary detection. And the same1351

prompt as Gemeni1.5 PRO do is used for fine-1352

grained recognition. The ChatGPT3.5 version is1353

ChatGPT3.5 (gpt-3.5-turbo)7 and the GPT4 version1354

is GPT4 (gpt-4-turbo) 8.1355

II. Metrics Calculation1356

Despite we annotating the subtypes of halluci-1357

nation in the dataset, achieving consistent labels1358

even among humans requires further discussion.1359

Therefore, similar to past hallucination detection1360

efforts, we first focus on a binary classification1361

task of determining the existence of hallucination.1362

Consequently, we utilize binary classification eval-1363

uation metrics: Precission, Recall and F1. The1364

positive label for this classification task is set as1365

"Halu", for our main focus is testing the model’s1366

ability to recognize hallucination.1367

As for more fine-grained hallucination-type1368

recognition, We define a correct judgment as one1369

where both the presence of hallucination and the1370

specific subtype of hallucination are accurately1371

identified. For all label types, we use micro-F11372

score to quantify the performances of the three1373

classification models.1374

A.9 The Prompt Designed for Detection1375

In Figure 13, we show the whole prompt specially1376

designed for hallucination detection of the base-1377

lines: LLaMa-30B, Vicuna-33B, Gemini1.5 PRO,1378

ChatGPT3.5, and GPT4. It is worth noting that1379

due to the poor instruction-following ability and1380

the disorderly output format of the LLaMa and Vi-1381

cuna models, we conduct experiments in a 1-shot1382

manner.1383

Previous works prove the LLMs’ ability to fol-1384

low complex instructions (Manakul et al., 2023;1385

Guan et al., 2023; Chen et al., 2023b; Mündler1386

et al., 2023; Li et al., 2023b; Wang et al., 2023b; Liu1387

et al., 2023; Li et al., 2024b), including some hallu-1388

6https://chat.openai.com/
7https://platform.openai.com/docs/models/gpt-3-5-turbo
8https://openai.com/gpt-4

cination tasks. Thus, we reference those prompts 1389

that classify hallucination using LLMs, and then 1390

we formulate prompts for ours. 1391

A.10 The Prompt Designed for Fine-grained 1392

Recognition 1393

In Figure 14, we show the whole prompt manually 1394

created for fine-grained hallucination-type recog- 1395

nition of the three closed-source baselines: Gem- 1396

ini1.5 PRO, ChatGPT3.5, and GPT4. 1397

A.11 The Settings for CoT and Retrieval 1398

Chain-of-Thought (CoT) (Feng et al., 2023a) de- 1399

scribes the organized sequence of logical reason- 1400

ing that unfolds during thinking. Retrieval (Gao 1401

et al., 2023; Ye et al., 2024) means retrieving rele- 1402

vant contents from the media to supplement exter- 1403

nal knowledge for LLMs. We employ CoT in all 1404

four domains to enhance the performance of Chat- 1405

GPT3.5 and GPT4. The specific CoT is illustrated 1406

in Figure 15. Even so, only knowledge-grounded 1407

and reasoning domains are tested with retrieval via 1408

Google9. This is because domains of task-oriented 1409

and chit-chat mainly involve scenarios related to 1410

daily life or virtual worlds, without specific domain 1411

knowledge as supplementary information. 1412

A.12 Future Works 1413

The necessity of dialogue-level The sentence- 1414

level, passage-level and dialogue-level hallucina- 1415

tion differ in the hallucination types and detection 1416

difficulties. We will explain this with the following 1417

examples to make it more clear. 1418

Here is a sentence-level hallucination example 1419

from the dataset FactCHD (Chen et al., 2023c). 1420

‘User: Can you tell me which mountain range is 1421

longer, the Alps or the Pyrenees? LLMs: The Pyre- 1422

nees are longer than the Alps.’ In this sentence- 1423

level example, the LLM only responds to the user’s 1424

question with one sentence. We need to assess 1425

whether there are hallucination in the single sen- 1426

tence generated by the LLM. 1427

Here is a passage-level hallucination example 1428

from the dataset WikiBio (Manakul et al., 2023). 1429

"Matthew Aylmer, 1st Baron Aylmer was an Irish 1430

soldier and colonial administrator. He was born in 1431

Dublin, the son of a barrister, and was educated 1432

at Trinity College, Dublin. ... He was buried in 1433

Westminster Abbey." This passage-level example 1434

is directly generated by the LLM. We need to deter- 1435

mine whether the passage with multiple sentences 1436

9https://console.cloud.google.com/apis/library
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#Role:

Please tell me if there are any errors in the multi-turn dialogue I gave you.

#Some explanations about the multi-turn dialogue I input：
1. This is a multi-turn dialogue that occurs between A and B.

2. The multi-turn dialogue is [TYPE] type dialogue.

3. If the conversation type is either casual or reasoning-oriented, A and B are two people. In other cases, A is a person and B is 

ChatGPT, i.e., artificial intelligence.

4. Now, our subject for analysis is X, who can be either A, B, or both. X's conversational partner is another person. I want you 

to check for errors in [OBJECTS]。
5. Types of errors may include: factual errors (incorrect information), irrelevance errors (generating unrelated content), 

incoherence errors (inconsistencies in the content), reasoning errors, and dependency errors (where the content from X's 

conversational partner is incorrect, but X responds without correction).

6. I will input each multi-turn dialogue gradually. If you detect any of the above types of errors, please output a 1, otherwise, 

output a 0.

7. Please judge each sentence carefully and check each sentence against its historical context.

8. Note that there is at least a 40% chance that the dialogues I provide will contain the aforementioned errors. Please help me 

carefully and thoroughly check them.

#Skills：
Please read the multi-turn dialogue I provide carefully.

Then output either 0 or 1, where 0 means no errors, and 1 means there are errors. Please do not output any other unrelated 

content. Just output either 0 or 1.

However, if I ask you to provide an explanation, please do so.

Figure 13: The whole prompt for hallucination detection of the baselines.

###Task:

Here is a multi-turn dialogue between A and B, which inevitably contains 

hallucination errors. I have categorized the errors into five types, with each 

category name and explanation listed below. Please read the dialogue from top to 

bottom and tell me what the first error type.

###Labels:

Non-factual: implies that it does not align with facts, introduce something that do 

not exist in real life.

Incoherence: means there is a contradiction between one of the speakers and 

himself, a contradiction between the two speakers(when both are declarative 

sentences), generating factual nonsense, other associative errors and 

inconsistency errors.

Irrelevance: involves responses that are irrelevant to the dialogue topic, or an 

irrelevance due to misunderstanding the grammar of a question.

Overreliance: give a serious response to statements that were inherently wrong or 

unanswerable.

Reasoning Error: covers all errors within the math reasoning dialogue.

###Output:

You only need to output a number from 0 to 4 representing the type of 

hallucination error. 

0 stands for Non-factual.

1 stands for Incoherence.

2 stands for Irrelevance.

3 stands for Overreliance.

4 stands for Reasoning Error.

Here is the dialogue, please provide a number:

Figure 14: The whole prompt for fine-grained hallucination-type recognition.

involves hallucination. In this example passage,1437

hallucination occurs in the last sentence which pro-1438

vides unfactual information. Since there are inter-1439

relations or dependencies between the sentences in 1440

the passage, passage-level hallucination detection 1441

is more challenging than the sentence-level one. 1442
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Hallucination types may include: 

1. Factual (errors in facts, mentioning things that do not exist in the real world)

2. Irrelevance (producing unrelated content)

3. Incoherence (inconsistency errors, contradictions between the generated content, including 

contradictions within the content generated for X, contradictions in the dialogue history of X, 

or contradictions between the content of X and the content of the entity X is conversing with)

4. Reasoning errors

5. Dependency errors (where the content of the entity X is incorrect, but X still responds 

without correction).

So please:

1. Check whether each response aligns with world knowledge, factual knowledge or common 

knowledge.

2. Verify whether each response is relevant to the overall conversation topic or the current 

context of the dialogue.

3. Examine whether the dialogue content contradicts with the preceding or following sentences 

or within itself.

4. Check for logical errors.

5. Examine whether each dialogue responds to incorrect content.

Figure 15: The whole CoT for the four domains of dialogue.

The examples of dialogue-level hallucination are1443

shown in Figure 2, which covers four domains and1444

five hallucination types. The differences between it1445

with sentence-level and passage-level hallucination1446

are as follows: First, more types of hallucination1447

occur frequently in dialogue. One possible reason1448

for most benchmarks merely focusing on detecting1449

factuality hallucination is that they are organized at1450

a sentence or passage level. In this setting, faithful-1451

ness hallucinatios (including Incoherence, Irrele-1452

vance, and Overreliance) are less likely to occur. In1453

contrast, since dialogue generation requires LLMs1454

to have context coherence (Mishra et al., 2023),1455

track the dialogue state (Heck et al., 2023), pos-1456

sess long-term memory capabilities (Zhong et al.,1457

2024), and have the ability to recognize topic shifts1458

(Lin et al., 2023), faithfulness hallucination (includ-1459

ing Incoherence, Irrelevance, and Overreliance as1460

described in lines 261-263) occur more frequently1461

in dialogue. In our benchmark, the faithfulness1462

hallucination mainly accounts for Task-oriented di-1463

alogue and Chit-Chat dialogue as shown in Figure1464

4. Second, it is more challenging to detect hallu-1465

cination from dialogue than a single sentence or a1466

passage. Since a dialogue contains multiple rounds1467

of interactions that are interdependent, it can not de-1468

termine whether the current round has hallucination1469

merely based on the current content. For example,1470

the Incoherence hallucination type occurs as the1471

answer is not consistent with the previous context1472

in the task-oriented dialogue in Figure 2. Thus, 1473

it needs to analyze the context dependency in the 1474

whole dialogue and judge coherence, relevance and 1475

reasoning correctness, spanning multiple rounds of 1476

interactions for dialogue-level hallucination detec- 1477

tion, which is more challenging than sentence-level 1478

and passage-level detection. 1479

Therefore, it is necessary to construct a dialogue- 1480

level hallucination evaluation benchmark to pro- 1481

mote research in LLM studies. 1482

Dialogue-level hallucination detection is an im- 1483

portant work in the future. We propose the first ded- 1484

icated dialogue-level hallucination detection eval- 1485

uation benchmark for LLMs and experimental re- 1486

sults show that it is a very challenging task. There- 1487

fore, combining previous works (Chen et al., 2017; 1488

Deriu et al., 2021), developing methods based on 1489

this dataset to achieve a relatively high recognition 1490

accuracy is highly valuable. 1491

Dialogue-level hallucination elimination is an 1492

extension task of this work. Most existing hallu- 1493

cination elimination methods primarily focus on 1494

sentence-level or passage-level factuality hallucina- 1495

tion (Luo et al., 2024). Hallucination elimination 1496

at the dialogue level not only requires models to 1497

have much parameter knowledge, but also a long- 1498

context memory capabilities, the abilities to recog- 1499

nize changes in topics/roles and logical transitions 1500

in the dialogue. These are helpful in addressing 1501
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faithfulness hallucination. At the same time, im-1502

proving the accuracy of knowledge in the LLMs’1503

parameters and the reasoning abilities are equally1504

important.1505

Hallucination snowballing is the phenomenon1506

that LLMs tend to accumulate hallucination rather1507

than self-correcting during the generation process1508

(Zhang et al., 2023c). Some previous works vali-1509

date this phenomenon (Azaria and Mitchell, 2023;1510

Ang et al., 2023). In our benchamark, there is1511

a noticeable issue of hallucination snowballing.1512

Through the experimental results, we also display1513

such phenomenon. Eliminating hallucination snow-1514

balling in LLMs is extremely urgent in the future.1515

The Unanswerability of LLMs During the an-1516

notation process of this dataset, we introduce a hal-1517

lucination category termed "overreliance", which1518

represents answering unanswerable content (Slo-1519

bodkin et al., 2023; Sulem et al., 2021). This phe-1520

nomenon signifies that LLMs tend to trust the input1521

provided by users. Sometimes, even when there are1522

errors in user input, the LLMs still fail to recognize1523

them. A few past researches explore the related1524

areas and try to find a solution. However, this issue1525

in the application of human-machine interaction1526

and multi-agent scenarios still remains crucial.1527
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