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Abstract001

Dialogue Quality Estimation (DQE) is crucial002
in assessing the effects of a conversational con-003
sultation system, which has wide applications004
in E-commerce and Social Media. In task-005
oriented scenarios, users usually seek personal-006
ized consultation about the target subjects they007
are concerned with rather than general knowl-008
edge commonly known by populations. It is009
essential to identify whether a dialogue solves010
the user’s questions by task-oriented DQE. Ex-011
isting studies mainly focus on analyzing dia-012
logue semantics and user sentiment, neglect-013
ing to understand what the user is concerned014
about when requesting a consultation. It may015
cause fatal errors when the response is emo-016
tionally friendly but non-informative. In this017
paper, we propose a knowledge-enhanced DQE018
model named CoReT, which introduces the019
Conceptual Knowledge Reasoning for Task-020
oriented DQE. We first design a simple yet021
efficient entity linking and relation selection022
module enabling conceptual reasoning from a023
knowledge graph. Then, we propose a multi-024
turn textual encoder to capture the contextual025
information in dialogues. Finally, we intro-026
duce a knowledge enhancement module to fuse027
conceptual reasoning features into contextual028
embeddings to produce DQE results. For eval-029
uation, we conduct experiments on two real-030
world datasets in e-commerce consultation sys-031
tems, the results demonstrate the effectiveness032
and robustness of CoReT compared with the033
state-of-the-art baselines.034

1 Introduction035

Dialogue System (DS) is a human-computer in-036

teraction technology that aims to simulate natu-037

ral conversations between humans. It has been038

widely used in many areas to provide intelligent039

assistants (Yan et al., 2017), customer service man-040

agement (Cui et al., 2017), and automated question041

answering (Zhang et al., 2020). Especially in the e-042

commerce domain, intelligent assistants play a cru-043

Yes, it can be used to remove 
odors and purify the air.

Hello, can this product be used 
to remove odors?

OK, thank you.

Dialogue 1

This is suitable to be placed in 
the living room.

What is the applicable space
of this purifier?

All right.

This is not certain, the service 
life of each product is different.

Hey there! How long can this 
air purifier be used for?

OK.

A
ir Purifier

Applicable Space
50-80 𝑚!

Lifespan

3 years

FunctionalityOdor 
removal

Dialogue 2 Dialogue 3

Product Knowledge Graph

Figure 1: Three dialogues of air purifier. Customers
are more satisfied when the server provides accurate
answers to product inquiries.

cial role in supporting various customer-oriented 044

services (Li et al., 2017; Ping et al., 2019), such as 045

product consultation, complaints addressing, and 046

feedback collection. The quality of DS is essential 047

for user satisfaction and customer conversion. 048

However, task-oriented dialogue quality estima- 049

tion (DQE) remains a challenging problem. It re- 050

quires not only semantic understanding but also 051

intent detection in textual dialogues, which makes 052

it a complex and difficult task (Fan and Luo, 2020). 053

Recently, task-oriented DQE (Song et al., 2019; 054

Bodigutla et al., 2020; Cai and Chen, 2020) has 055

become a crucial topic in dialogue system research. 056

It has a natural label to measure the quality by user 057

satisfaction. Existing works usually focus on intent 058

detection by modeling user actions in each turn and 059

ultimately fit them to user satisfaction (Sun et al., 060

2021; Deng et al., 2022b; Kim and Lipani, 2022), 061

or address the semantic understanding by modeling 062

the contextual information within the whole dia- 063

logue (Song et al., 2019; Feng et al., 2023). Such 064

work seldom considers an important aspect in task- 065

oriented dialogues, the subject that the user is in- 066

quiring about, which can provide valuable insights 067
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into the specific concerns of the user during the068

dialogue.069

Figure 1 presents three dialogue cases in e-070

commerce consultation systems. The servers who071

offer accurate and informative answers to user’s072

queries about the product are more likely to re-073

ceive better evaluations. The satisfaction of users074

largely depends on whether the server effectively075

conveys the necessary information about the sub-076

ject attributes. This involves the server’s skills in077

critical information expression during the dialogue.078

Therefore, utilizing specific knowledge for extract-079

ing keywords related to subjects in dialogues is a080

necessary and pivotal work. For example, in the081

cases of these dialogues, we can capture the key082

terms in the dialogue by utilizing the triplet <air083

purifier, applicable space, 50-60 square meters>084

and <air purifier, lifespan, 2-3 years>. This in-085

formation provides a conceptual understanding for086

servers to infer which aspects of the subjects the087

customer is concerned about and helps better eval-088

uate the responses’ quality.089

Nevertheless, to infer the conceptual knowledge090

of subjects given a task-oriented dialogue still has091

to address the following challenges: (1) Contex-092

tual entity matching: How can we accurately link093

subject references in dialogues to specific entities094

in the conceptual knowledge graph? (2) Differenti-095

ated knowledge reasoning: How can we perform096

differentiated knowledge inference for various sub-097

jects to obtain concepts with different emphases?098

To address these challenges, we propose CoReT099

to incorporate Conceptual knowledge Reasoning100

of subjects in dialogues for Task-oriented DQE.101

Specifically, it consists of three main components,102

(1) Conceptual reasoning module: We trained the103

TuckER (Balažević et al., 2019) on a large-scale e-104

commerce knowledge graph OpenBG (Deng et al.,105

2022a) for conceptual knowledge reasoning. To106

align inquired subjects with the knowledge graph,107

we utilize text and semantic similarity matching108

to link them to corresponding entities. A single109

subject may be linked to multiple entities, thereby110

obtaining broader knowledge related to the subject.111

Additionally, we leverage category-based relations112

for knowledge inference, enabling differentiated113

keyword extraction for different types of subjects.114

By employing knowledge reasoning, we obtain the115

subjects’ attributes and concepts, which serve as116

the basis for extracting dialogue keywords. (2) Hi-117

erarchical Text Mining Module: To make full use118

of the information in multi-turn dialogues, we em-119

ploy a Transformer encoder (Vaswani et al., 2017) 120

to model the semantic actions of both turn-level 121

and dialogue-level. This module enables the model 122

to comprehensively capture the crucial informa- 123

tion within each turn and the historical context 124

across turns. (3) Knowledge enhancement Mod- 125

ule: Based on the inquired subjects and extracted 126

keywords, we employ parallel multi-head attention 127

mechanisms to enhance the dialogue embeddings. 128

This module aims to integrate conceptual reason- 129

ing features into contextual embeddings, enabling 130

the model to achieve a deeper understanding of the 131

informative and crucial aspects of the dialogue. In 132

summary, our main contributions are as follows: 133

• Conceptually, we are the first to model task- 134

oriented DQE by incorporating conceptual 135

knowledge reasoning. Our model captures 136

the attributes of specific subjects and the gen- 137

eralized concepts to make up for the lack of 138

informativeness measurement in DQE. 139

• Technically, we propose CoReT, a knowledge- 140

enhanced model that enhances DQE by com- 141

bining conceptual knowledge reasoning with 142

contextual mining. 143

• Experimentally, our model achieves the new 144

SOTA on two real-world datasets. Addition- 145

ally, we conduct experiments in multi-task 146

and low-resource scenarios. The results indi- 147

cate that CoReT shows robust and impressive 148

performances in various settings. 149

2 Problem Definition 150

A dialogue can be represented as a sequence of 151

turns D = {(uu1 , us1), ..., (uuT , usT )}, where 152

(uut , ust) represents the user’s question and the 153

server’s answer in the t-th turn. A complete dia- 154

logue usually starts with a question or consultation 155

about a specific subject. Task-oriented DQE re- 156

quires not only understanding the informativeness 157

of the response whether it addresses the question 158

but also the sentimental reactions to customers’ 159

concerns. Therefore, the evaluation of the dialogue 160

quality about how it meets customer satisfaction 161

is summarized as follows: given a dialogue D, the 162

subject information P , and the conceptual knowl- 163

edge graph G, the objective is to model an estimator 164

E that accurately predicts the user satisfaction Ys 165

by the end of the dialogue session. This process 166
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Figure 2: Overview of CoReT: (1) Conceptual Reasoning Module perform subject knowledge inference and extract
the keywords from the dialogue; (2) Hierarchical Text Mining Module encodes the dialogue; (3) Knowledge
Enhancement Module fuse the keywords, contextual representation and subject information.

can be formalized as:167

Ys = E(D,P,G) (1)168

3 Methods169

Figure 2 shows the architecture of our proposed170

model. It is composed of three parts: (1) Concep-171

tual Reasoning module: We begin by pretraining172

a knowledge-inferring model on the knowledge173

graph. We link each subject to its correspond-174

ing entities as head entities to perform knowledge175

inference. Using the head entities and relations,176

we predict the tail entities on the inferring model,177

thereby obtaining key attributes and concepts for178

each subject. This enables us to extract the key-179

words from the dialogue. (2) Hierarchical Text180

Mining Module: Utilizing the utterance encoder181

and Transformer for turn-level and dialogue-level182

encoding to obtain dialogue contextual representa-183

tion. (3) Knowledge Enhancement module: Ap-184

plying attention mechanisms to fuse different rep-185

resentations with distinct focuses.186

3.1 Conceptual Reasoning Module187

To conduct unique knowledge inference for each188

subject, thus obtaining its attributes and concepts,189

we introduce the Conceptual Reasoning Module. It190

enables the model to effectively capture informa-191

tive keywords in a dialogue.192

3.1.1 Pretraining Knowledge Inferring Model193

We select the TuckER (Balažević et al., 2019)194

model for knowledge graph inference. For a triple195

(eh, r, et) in the knowledge graph, we define the196

embedding vectors for the head entity and relation197

as vh ∈ Rde and vr ∈ Rdr , respectively. We also198

introduce the parameter matrix W ∈ Rde×de×dr 199

and the unified representation matrix U ∈ Rde×M 200

that contains embeddings for all entities, where M 201

denotes the number of entities. Given eh and r, the 202

inferring of tail entity is as follows: 203

ϕ(eh, r) = W × vr × vh ×U (2) 204

Here, ϕ(eh, r) represents the probability distribu- 205

tion of the predicted entities according to the head 206

entity and relation: (eh, r, ?). We consider the en- 207

tity with the highest probability as the predicted 208

result and use the cross-entropy loss function to 209

train the knowledge inferring model. In practical 210

applications, we choose the top-K entities with the 211

highest probabilities as potential tail entities. For 212

each subject, we consider both the relations {r} uti- 213

lized in the inference and the resulting tail entities 214

{T} as the key attributes {attr1, ..., attrh}. 215

3.1.2 Matching Subject Entities & Selecting 216

Relations 217

Before inferring the conceptual knowledge cor- 218

responding to the inquiry subjects, we have to 219

map the subjects to the entity nodes in knowledge 220

graphs. Considering the efficiency of subject entity 221

matching between dialogues and knowledge bases, 222

we propose a simple yet efficient method to match 223

the subjects P mentioned in the dialogue to the 224

corresponding entity E in the knowledge graph by 225

judging whether their text is the same (P = E) or 226

their semantic cosine similarity is greater than a 227

threshold (cos_smi(BERT(P),BERT(E)) > τ ). 228

To fully explore the relevant entities of a sub- 229

ject, we link each subject to multiple entities 230

{E1, ..., En}, using them as candidate head entities 231

in the inference process. This approach allows us to 232
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leverage a broader range of knowledge and capture233

a comprehensive understanding of the subject.234

To acquire the relations utilized during the in-235

ference process for different subjects, we design a236

statistical-based heuristic algorithm. For different237

categories of subjects, it retrieves and counts the re-238

lations that appear in the training set dialogues.239

Based on the frequency of occurrence, we ulti-240

mately select the top-θ most frequently occurring241

relations within each category.242

3.1.3 Extracting Keywords in Dialogues243

Based on the candidate entities matched to the244

subjects and corresponding relation sets describ-245

ing the inferring aspects of differentiated sub-246

ject categories, we utilize the key attributes247

{attr1, ..., attrh} which contains both the rela-248

tions and inferred tail entities to extract keywords249

in the dialogue. Then, we segment the dialogue250

utterances to obtain the word sequences for the251

user and the server, denoted as {wu1 , ..., wui} and252

{ws1 , ..., wsj} respectively. A semantic matching253

mechanism is designed to calculate the similarity254

between the segmented words {w} and the entity255

attributes {attr} using the following formula:256

Sim(w, attr) = cos_sim(BERT(w),BERT(attr))
(3)257

The BERT model is employed to encode the words.258

If the similarity between a (w, attr) pair exceeds259

a threshold τ , we consider the word w as a key-260

word. As a result, for each dialogue, we have the261

keywords {wuk1 , ..., wukn} and {wsk1 , ..., wskm}262

from user and server respectively.263

3.2 Hierarchical Text Mining Module264

To address multi-turn customer service dialogues,265

we obtain contextual representations that capture266

both the turn-level and the dialogue-level informa-267

tion in this module. Firstly, for turn-level context268

encoding, we utilize the BERT model as the text en-269

coder. The user and the server utterances (uut, ust)270

are concatenated as a complete sequence with a spe-271

cial token [SEP ] to feed the text encoder. Then the272

turn-level representation is calculated as follows:273

ht = TextEncoder(uut, ust)

= BERT([CLS]uut[SEP ]ust[SEP ])
(4)274

By calculating all ht for each turn, we can obtain a275

set of turn-level representations H = {h1, ...,hT },276

where T is the number of turns in the dialogue.277

To capture the inter-turn relationships and obtain 278

an overall representation of the dialogue, we em- 279

ploy a dialogue-level encoder with L transformer 280

layers. Similar to the turn-level encoder, we also 281

add position embedding vectors to ensure the tem- 282

poral information between different turns. The 283

inputs are constructed as follows: 284

H(0) = {ht + position_encoding(t)|1 ≤ t ≤ T}
(5) 285

where the position encoding is computed using 286

sine and cosine functions following the approach 287

in (Vaswani et al., 2017). Then we utilize the Multi- 288

Head Attention mechanism (MHA) to fuse infor- 289

mation across different turns. 290

The computation of the dialogue-level encoder 291

that we employ is as follows: 292

H′ = MHA(H(l),H(l),H(l))

H(l+1) = FFN(H′ +H(l)) +H′ +H(l)
(6) 293

where l represents the l-th encoder layer. The Feed 294

Forward Network (FFN) is also utilized to facili- 295

tate information flow between the encoder layers. 296

Within the FFN, we use the ReLU function as the 297

activation function between the two linear layers. 298

Finally, we retrieve the last layer’s output of 299

the encoder, denoted as H(L) = {h(L)
0 , ...,h

(L)
T }. 300

From H(L), we select the encoded information of 301

the last turn h
(L)
T as the contextual representation 302

of the whole dialogue, denoted as De. 303

3.3 Knowledge Enhancement Module 304

In this module, we employ multiple multi-head 305

attention blocks to effectively integrate keyword 306

information, dialogue text information, and subject 307

information. This integration allows for compre- 308

hensive exploration of key information within the 309

dialogue from various perspectives. 310

Firstly, we introduce the keyword-level fea- 311

ture fusion. Given the obtained keywords 312

{wuk1 , ..., wukn} and {wsk1 , ..., wskm} from the 313

conceptual reasoning module, we utilize the BERT 314

model to capture the conceptual features about sub- 315

ject keywords. The keyword representations are 316

calculated as follows: 317

Ku = BERT([CLS]wuk1 [SEP ]...wukn [SEP ])

Ks = BERT([CLS]wsk1 [SEP ]...wskm [SEP ])
(7) 318

Then we apply a multi-head attention block to 319
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fuse the two vectors Ku and Ks:320

VD = DialogueAttention(Ku,Ks,Ks)

= MHA(Ku,Ks,Ks)
(8)321

where we obtain VD to provide essential interac-322

tive information between the user and the server in323

a dialogue.324

Furthermore, we specifically conduct informa-325

tion mining to target contextual representation with326

integrated keyword representation:327

VK = KeywordAttention(Kus,De,De)

= MHA(Kus,De,De)
(9)328

where Kus is the integrated keyword representation329

by averaging Ku and Ks.330

Finally, an embedding layer is utilized to rep-331

resent each unique subject Pe. We then fuse the332

subject embedding with the contextual representa-333

tion as follows:334

VP = SubjectAttention(Pe,De,De)

= MHA(Pe,De,De)
(10)335

In summary, we obtain three representations in336

this module: VD, VK , and VP . Among them, VD337

represents the key interaction between the user and338

the server. VK represents the contextual represen-339

tation enhanced by the subject-related keywords.340

And for VP , it represents the contextual represen-341

tation autonomously enhanced by the subject in-342

formation. These three types of representations343

enable us to explore the dialogue from multiple344

perspectives.345

3.4 Learning Objectives346

In the output module, we concatenate the repre-347

sentations VD, VK , and VP and feed them into a348

multi-layer perceptron (MLP) for the final satisfac-349

tion estimation:350

ysp = softmax(MLP(Concat(VD,VK ,VP )))
(11)351

where ysp represents the prediction results produced352

by our model. We utilize the cross-entropy loss as353

the objective function to train the proposed model:354

L = −ys log(ysp) (12)355

where ys represents the ground truth. During the356

training process, the parameters of the pre-trained357

BERT model are also fine-tuned.358

Table 1: The statistics of datasets.

Dataset # Dialogues # Aver. utterance # Labels

JDDC 3,300 10.9 3
EDP 8,115 10.2 5

4 Experiments 359

4.1 Dataset & Evaluation metrics 360

To evaluate the effectiveness of our model, we con- 361

duct the experiments on an open-source dataset 362

(JDDC (Chen et al., 2019)) and a real-world cus- 363

tomer service dialogue dataset (EDP) collected 364

from 300 users as volunteers. The dialogues are 365

conversational consultations in e-commerce plat- 366

forms. We use the user satisfaction score as the 367

dialogue quality label for evaluations. The statis- 368

tics of the datasets are shown in Table 1. 369

We consider the inquired products in the dia- 370

logue as the subjects, which cover a total of 602 371

distinct products in the EDP dataset. When there is 372

no specific subject in a dialogue, we general tokens 373

of the most frequent products within each category 374

to serve as the possible subjects. For the conceptual 375

reasoning, we utilize OpenBG (Deng et al., 2022a) 376

as the product knowledge graph. 377

We adopted accuracy, macro-average precision, 378

recall, and F1-score as evaluation metrics in our 379

experiments, which are consistent with previous 380

works (Ye et al., 2023; Feng et al., 2023; Deng 381

et al., 2022b). The implementation code of our 382

model is available here1. 383

4.2 Baselines 384

We selected the following models as baselines: 385

HAN (Yang et al., 2016) It utilizes a two-level 386

attention mechanism to capture information at dif- 387

ferent granularities in dialogues. 388

Transformer (Vaswani et al., 2017) It passes the 389

dialogue embedding as input to the Transformer 390

for representation learning. 391

BERT (Devlin et al., 2018) It embeds multi-turn 392

dialogue by concatenating each turn. 393

Speaker (He et al., 2021) It leverages the mod- 394

eling of interactions between the participants to 395

recognize the dialogue acts. 396

CDCN (Li et al., 2020b) It employs a dynamic 397

convolutional network as an utterance encoder to 398

capture local information in dialogues. 399

1https://anonymous.4open.science/r/
CoRe-USE-582C/
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SG-USM (Feng et al., 2023) It adopts an atten-400

tion mechanism to model task fulfillment in task-401

oriented dialogues.402

USDA (Deng et al., 2022b) It employs a hierarchi-403

cal Transformer structure for dialogue encoding.404

ASAP (Ye et al., 2023) It applies the Hawkes pro-405

cess to model the intent changes in DQE tasks.406

To ensure fairness, we employ the BERT model407

as the backbone encoder for all baseline models.408

4.3 Parameter Settings409

The base BERT consists of 12 Transformer lay-410

ers and outputs a final dimensionality of 768. In411

the conceptual reasoning module, we set the co-412

sine similarity threshold τ to 0.80. Each subject413

is mapped to 10 different entities and we select414

50 relations for each subject category. For each415

inference, we select the top 5 tail entities as the416

reliable results. To verify the reliability of the rea-417

soning model, we conducted tail entity prediction418

tasks on the benchmark of OpenBG. The model419

achieved impressive results with hits@10=71.0%,420

hits@3=59.0%, and hits@1=41.4%. For the421

utterances-level representation module, we set the422

number of Transformer layers to 3 and the number423

of attention heads to 8. The dropout probability of424

MLP is set to 0.1. We utilized the Adam optimizer425

and trained the model for 10 epochs.426

4.4 Overall Performance427

The results of DQE on the EDP and JDDC datasets428

are shown in Table 2. It can be observed that our429

model significantly and consistently outperforms430

all baselines on both datasets. Since JDDC lacks431

explicit subject information for each dialogue, we432

utilize the most frequent products within each cat-433

egory as the head entities used in the inference434

process for experiments conducted on this dataset.435

Even without explicit subject information, our ap-436

proach still achieves a 1.5% improvement in F1-437

score compared to ASAP, which is the state-of-438

the-art model. Moreover, for EDP where subject439

information is available, our approach consistently440

outperforms other baseline models with an average441

10% higher F1-score. This indicates that our mod-442

eling of subject information enables the model to443

focus on the crucial aspects that impact user satis-444

faction in dialogues, thereby effectively enhancing445

the accuracy of dialogue quality evaluation.446

4.5 Ablation Study 447

In the ablation experiments, we conducted a total of 448

five groups of experiments. Among them, “w/o text 449

mining" refers to the removal of dialogue-level en- 450

coding from the Hierarchical Text Mining Module, 451

and directly using the [CLS] token output by the 452

BERT model for dialogue text representation. The 453

results of ablation experiments on two datasets are 454

shown in Figure 4. It can be observed that utilizing 455

the transformer model for dialogue-level encoding 456

is beneficial for the overall DQE. Furthermore, we 457

also conducted ablation experiments on each of 458

the three attention modules within the Knowledge 459

Enhancement Module. The experimental results 460

also confirmed that all three attention modules we 461

designed positively contribute to the experimental 462

outcomes. The final group of ablation experiments 463

targeted the Conceptual Reasoning Module. In this 464

experiment, we performed inference on the head 465

entities using all relations in the knowledge graph, 466

rather than solely relying on the most relevant and 467

important relations for a particular subject category. 468

From the experimental results, it is evident that if 469

the relationships in the knowledge graph are not 470

filtered, the knowledge reasoning module may in- 471

troduce additional noise, thus negatively impacting 472

the experimental results. 473

4.6 Robustness Assessment 474

4.6.1 Low-resource Scenarios 475

Due to the scarcity of high-quality training data for 476

customer service dialogues in the real world, we 477

also conducted evaluations of model performance 478

in low-resource scenarios. In this experiment, we 479

select USDA and ASAP, which performed well 480

in the DQE task, as the baselines. We limited the 481

number of dialogues used for training to 500, 1,000, 482

2,000, and 4,000, respectively, and conducted mul- 483

tiple experiments by randomly sampling from the 484

two datasets for 5 times to test the stability of model 485

performance. The results in the low-resource sce- 486

nario are shown in Figure 3. The lines in the 487

graph represent the average performance of the 488

models under different sampling quantities, while 489

the shaded areas represent the upper and lower 490

ranges of model performance under different sam- 491

plings. From the graph, it can be observed that 492

our model performs better in terms of stability and 493

performance by incorporating subject knowledge. 494
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Table 2: Comparison of overall experimental results between CoReT and baselines. The bold demonstrates the best
performance, while the second best performance is indicated with an underline.

Model
EDP JDDC

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

HAN 56.3 39.3 39.9 38.2 58.4 54.2 50.1 52.0
Transformer 61.7 57.2 50.1 51.5 58.1 58.8 64.9 58.9

BERT 63.9 55.2 53.7 53.8 60.4 59.8 58.8 59.5
Speaker 59.7 55.7 47.9 50.0 63.4 61.8 62.2 61.9
CDCN 60.4 55.4 49.1 48.3 62.4 59.1 56.1 57.2

SG-USM 61.8 49.4 51.2 50.1 63.3 63.1 64.1 63.5
USDA 62.9 56.1 52.9 54.0 61.8 62.8 63.7 61.7
ASAP 66.8 61.4 54.4 56.0 64.9 62.3 65.4 63.5

CoReT 71.3 62.5 61.4 60.5 65.4 63.7 67.3 65.0
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Figure 3: Experimental results in low-resource scenarios.
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Figure 4: Ablation study on two datasets.

4.6.2 Multi-task Scenarios495

To evaluate the practicality of our model in real-496

world scenarios and enable the platform to track497

the real-time changes in user demands, we test our498

model on the JDDC dataset for the Dialogue Act499

Recognition (DAR) task. The DAR task aims to500

classify the user’s intent for each turn in a dialogue.501

In our experiment, we conducted joint training of502

our model on both DQE and DAR tasks to obtain503

experimental results. To ensure fair performance504

comparison among different models, we selected505

three baseline models, namely JointDAS (Cerisara506

et al., 2018), Co-GAT (Qin et al., 2021), and Join-507

tUSE (Bodigutla et al., 2020), which are designed508

for multi-task learning. The experimental results509

in the multitasking scenario are shown in Table510

3. Our model outperformed the other baselines in511

both tasks, indicating its excellent adaptability in512

turn-level user intent recognition tasks.513

Table 3: Comparison of multi-task experimental results.

Model
DQE DAR

Acc Recall F1 Acc Recall F1

JointDAS 58.5 55.1 55.4 63.4 43.6 41.1
Co-GAT 60.6 63.7 61.0 66.7 48.9 47.5
JointUSE 63.8 58.6 59.2 66.8 48.7 47.3
Speaker 64.8 60.1 60.2 65.8 47.0 45.8
USDA 63.0 65.7 62.6 69.7 53.0 51.3
ASAP 64.0 61.8 61.7 68.2 50.3 48.5

CoReT 65.2 64.7 63.8 70.1 53.2 51.5

Table 4: Results Comparison of LLM and KG.

Knowledge Source Acc Recall F1 Time

GPT-4 66.3 55.9 57.4 1.74s
KG 71.3 61.4 60.5 0.53ms

4.7 Discussion on LLM vs. KG 514

To investigate how well the LLMs perform in con- 515

ceptual reasoning rather than a knowledge graph, 516

we use GPT-4 to replace the knowledge graph(KG) 517

for reasoning on subjects. The head entity and 518

the corresponding relations are used to construct 519

prompts of LLMs. The experimental results on the 520

EDP are shown in Table 4. It can be seen that the 521

knowledge obtained from KG is more conducive to 522

accurately estimate the dialogue quality. Moreover, 523

with cuda acceleration, each reasoning on the KG 524

only takes 0.53ms, which is much faster than using 525

LLM inferring APIs. 526
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4.8 Case Study527

吸尘器的功率比较⼤，机器⼯作的时
候声音是有，但是我们的吸尘器是经
过静音处理的呢。
The power of the vacuum cleaner is
relatively high, and there is some sound
when the machine is working, but our
vacuum cleaner has been silenced.

这种吸尘器噪声⼤不⼤？
Is this vacuum cleaner noisy?

这个有优惠券吗？
Are there any coupons for this?

抱歉，是没有优惠券的呢。
Sorry, there are no coupons.

嗯嗯好的。
Alright.

Ground Truth ASAP CoReT

我想问下这款纸尿裤⼀天要用⼏片呢？
I would like to ask how many pieces of 
this diaper should I use in a day?

这个是看宝宝的尿量的哦，尿显变⾊
了就要及时给换了呢。
This depends on the baby's urine output. 
If the urine changes color, it should be 
changed in time.

那这⼀款的尺⼨是多少呢？
So what is the size of this one?

这个纸尿裤的尺⼨不同的批次是不⼀样
的呢，亲亲。
The size of this diaper varies from batch 
to batch,  dear.

好的。
OK.

Case 1

Very Satisfied Neutral Very Satisfied
Ground Truth ASAP CoReT

Neutral Satisfied Neutral

Case 2

Figure 5: Two dialogue cases selected from the dataset.
The mentioned products in the dialogue are highlighted
in red, the product-related keywords are highlighted in
bold, and the sentiment-related words are indicated with
an underlined.
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Figure 6: Relation selection of two product categories.

To further illustrate the working principle of our528

model in dialogue quality evaluation, We selected529

two dialogue examples from the dataset which are530

presented in Figure 5. It can be observed that mod-531

els that rely solely on text analysis tend to focus532

more on emotion-related words in the dialogue. If533

the customer service attitude is friendly, it may534

receive a higher satisfaction rating, while neglect-535

ing whether the server answered the user’s inquiry536

about products. However, our model can effectively537

address this issue and provide accurate evaluations.538

We further select two examples to showcase the539

relations obtained by the algorithm for different540

product categories, as shown in Figure 6. Our algo-541

rithm can provide different relations based on dif-542

ferent product categories and the selected relations543

are closely related to the corresponding subjects.544

5 Related Work545

5.1 Dialogue Quality Estimation546

As intelligent dialogue systems are being widely547

applied in service platforms, Dialogue Quality Es-548

timation is receiving more and more attention. Due549

to the high-cost and time-consuming characteristics 550

of manual evaluation, recent works have increas- 551

ingly relied on deep learning methods. Such meth- 552

ods follow two main lines. Some researchers focus 553

on modeling user intents at the turn level to assess 554

the dialogue quality (Kim and Lipani, 2022; Deng 555

et al., 2022b). The other methods analyze at the dia- 556

logue level, focusing on contextual information the 557

dialogue (Mendonca et al., 2022; Gupta et al., 2021; 558

Ye et al., 2023). However, current methods seldom 559

consider effectively modeling the subjects inquired 560

about in task-oriented dialogues, which can imply 561

the specific concerns of users. This limitation hin- 562

ders the models’ ability to determine whether the 563

dialogue quality meets users’ satisfaction. 564

5.2 Knowledge-enhanced Dialogue 565

Understanding 566

In the field of natural language processing, knowl- 567

edge is increasingly being used in various works to 568

enhance the model’s comprehension. Some works 569

proposed to encode knowledge by pre-training and 570

then apply the embedding to downstream tasks, 571

such as Know-BERT (Peters et al., 2019b), KE- 572

PLER (Wang et al., 2021), etc. While some other 573

studies directly use discrete triplets for knowledge 574

enhancement. This type of work first retrieves rel- 575

evant knowledge from the knowledge graph and 576

then applies it to the model (Peters et al., 2019a; Li 577

et al., 2020a; Gao et al., 2019). However, existing 578

works on knowledge enhancement mostly focus on 579

utilizing external knowledge to provide additional 580

information, neglecting the exploration of the key 581

content inherent in data. 582

6 Conclusion 583

In this study, we propose CoReT, which incorpo- 584

rates conceptual knowledge reasoning of subjects 585

into dialogue quality estimation in multi-turn e- 586

commerce dialogues. By capturing product-related 587

concepts and attributes, our model can focus on the 588

key content related to subject inquiries in the dia- 589

logue, which is also the part that concerns users the 590

most. We conducted experiments on the EDP and 591

JDDC datasets. The results demonstrated that our 592

model achieved state-of-art performance on both 593

datasets. To validate the impact of the knowledge 594

on model robustness, we also conduct robustness 595

tests in multi-task and low-resource scenarios. The 596

results demonstrate that our model exhibits stable 597

and reliable performance across various scenarios. 598
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Limitations599

While our model achieves the new state-of-the-art600

performance, it still has several limitations. Firstly,601

although we employ the hierarchical structure to602

model multi-turn dialogues, the abstractive extrac-603

tion of key sentences in such dialogues still leaves604

an open issue when faced with long texts. Secondly,605

when there are no explicit subjects attached to given606

dialogues, we proposed to use a set of general sub-607

jects that frequently occurred in all dialogues and608

provide the model with commonsense reasoning609

comprehension corresponding to the e-commerce610

scenarios. Ideally, the framework should be able611

to understand what subjects the user is concerned612

about automatically from the whole contextual in-613

formation rather than certain words at the begin-614

ning of the dialogues. Lastly, the evaluations are615

conducted in e-commerce consultation scenarios,616

the scalability of our model could be further ana-617

lyzed in other domains.618

Ethics Statement619

In this work, we do not use any persona profiles620

or other user information for modeling. We do not621

collect or handle any personal data in our exper-622

iments. When applying our model to real-world623

applications, there is no need to capture any other624

information except the raw dialogues. The imple-625

mentation code of our model is publicly available626

and compliant with anonymity standards.627
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