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Abstract

Incomplete multi-view data, where certain views are entirely missing for some
samples, poses significant challenges for traditional multi-view clustering meth-
ods. Existing deep incomplete multi-view clustering approaches often rely on
static fusion strategies or two-stage pipelines, leading to suboptimal fusion results
and error propagation issues. To address these limitations, this paper proposes a
novel incomplete multi-view clustering framework based on Hierarchical Seman-
tic Alignment and Cooperative Completion (HSACC). HSACC achieves robust
cross-view fusion through a dual-level semantic space design. In the low-level
semantic space, consistency alignment is ensured by maximizing mutual infor-
mation across views. In the high-level semantic space, adaptive view weights
are dynamically assigned based on the distributional affinity between individual
views and an initial fused representation, followed by weighted fusion to gen-
erate a unified global representation. Additionally, HSACC implicitly recovers
missing views by projecting aligned latent representations into high-dimensional
semantic spaces and jointly optimizes reconstruction and clustering objectives,
enabling cooperative learning of completion and clustering. Experimental results
demonstrate that HSACC significantly outperforms state-of-the-art methods on five
benchmark datasets. Ablation studies validate the effectiveness of the hierarchical
alignment and dynamic weighting mechanisms, while parameter analysis confirms
the model’s robustness to hyperparameter variations. The code is available at
https://github.com/XiaojianDing/2025-NeurIPS-HSACC|

1 Introduction

Incomplete multi-view data, where certain views are entirely missing for some samples, presents
significant challenges for traditional multi-view clustering methods [1]]. Due to sensor limitations,
occlusions, data acquisition conditions, or storage costs, incomplete multi-view data is widely present
in the fields of computer vision, multimedia, and image processing. Since missing views disrupt
cross-view correlations, amplify noise interference, and introduce biases, there is a necessity to
develop Incomplete Multi-View Clustering (IMVC) methods that jointly address view completion
and feature learning to ensure robust clustering performance under incomplete conditions.

Existing IMVC methods can be broadly classified into two categories: traditional approaches and
deep learning-based approaches. Traditional IMVC methods usually infer the missing parts based
on the available information [2, 3], and subsequently employ specific machine learning techniques
for multi-view clustering, such as non-negative matrix factorization methods [4, 5], kernel methods
[6L [7], subspace learning methods [8, 9], and graph methods [10} [11]]. These shallow IMVC methods
commonly suffer from limited linear modeling capacity and sensitivity to complex missing patterns,
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hindering their ability to fully exploit latent correlations and complementary information in incomplete
multi-view data [[7]. Recent advancements in deep learning have led to growing interest in IMVC
methods, given their robust generalization ability and high scalability. The commonly used deep
IMVC methods include (1) autoencoder-based approaches [12], (2) GAN-based methods [[13]], (3)
GCN-based techniques [[14]], and (4) contrastive learning-based frameworks [15]. The core of these
methods lies in the alignment and fusion of latent representations, which is achieved through various
mechanisms The ultimate goal is to enable effective complementarity and synergy of multi-view
information in the latent space. Deep networks can adaptively compensate for missing views by
implicitly inferring absent information.

Despite significant advancements in existing deep IMVC methods, these methods still suffer from at
least two key limitations. First, traditional methods that rely on static fusion strategies (e.g., uniform
weighting) fail to adapt to address the distributional differences between views. This results in
suboptimal fusion outcomes due to the inability to dynamically balance the specific contributions
of each view. While some approaches employ dynamic fusion strategies (such as calculating view
weights based on variance [16]] or sharing weights across all views [17]]), they lack a hierarchical
semantic separation, failing to clearly distinguish between low-level consistency alignment and
high-level semantic fusion. Consequently, this often leads to the loss of multi-granularity information,
limiting the ability to capture both view-invariant and view-specific features. Second, the conventional
two-stage process, where data completion is followed by clustering, suffers from error propagation due
to the independent optimization of the completion and clustering objectives. Although some studies
have attempted to unify data recovery and clustering into a single framework for joint optimization
[18.119], they overlook the varying significance of different views in the fused representation within
specific tasks or distributions. As a result, the completion process fails to fully exploit information
from high-quality views, ultimately limiting the overall effectiveness of the method.

To address the aforementioned issues, we propose a novel IMVC framework through Hierarchical
Semantic Alignment and Cooperative Completion (HSACC). HSACC first establishes low-level
semantic consistency by maximizing mutual information across views, ensuring alignment of shared
patterns. In the high-level semantic space, it computes adaptive view weights using distributional
affinity between individual views and an initial fused representation, followed by weighted fusion to
generate a unified global representation. A discrepancy minimization objective further harmonizes
the global representation with view-specific semantics, enhancing cross-view coherence. Then,
HSACC implicitly recovers missing views by projecting aligned latent representations into high-
dimensional semantic spaces, leveraging learned discriminative features to guide completion. Finally,
the completed views and latent representations are jointly optimized through reconstruction and
clustering objectives. In summary, our contributions can be summarized as follows:

* We propose a novel hierarchical semantic alignment and dynamic weighted fusion mecha-
nism that, through dual-level semantic space design and adaptive weight allocation, signifi-
cantly enhances the robustness and discriminability of cross-view fusion.

* We propose a unified framework combining joint optimization and dynamic weighting,
which eliminates error propagation in traditional two-stage pipelines by implicitly recovering
missing views through discriminative latent representations.

* Experimental results conducted on multiple benchmark datasets demonstrate the superiority
of our proposed HSACC over the state of the art IMVC methods.

2 Related Work

2.1 Deep Incomplete Multi-View Clustering

Leveraging the powerful nonlinear feature extraction capabilities of deep neural networks, deep
IMVC approaches have achieved remarkable performance. Existing methods can be systematically
categorized into four main groups: (1) Autoencoder-based methods. These methods employ shared
latent spaces and cross-reconstruction mechanisms during training to capture inter-view dependencies.
During inference, they reconstruct the representations of missing views from available ones, thereby
effectively mitigating data incompleteness [[12} 20, 21]]. (2) GAN-based methods. By exploiting
the strong generative capabilities of Generative Adversarial Networks (GANSs), these approaches
synthesize features or reconstruct data for missing views from observed view representations. This



strategy preserves the completeness of multi-view representations, with representative works includ-
ing [[13} 22} 23| 24]. (3) Graph Convolutional Network-based methods. These methods build
graph structures among samples and utilize graph convolution operations to aggregate information
from neighboring complete views. Through message propagation, they effectively impute missing
view data, as demonstrated in [[14} 25, 26]. (4) Contrastive learning-based methods. By incorpo-
rating contrastive loss to maximize agreement between positive pairs across different views, these
approaches leverage complementary inter-view information to infer representations for missing views
(15018} 27].

2.2 Contrastive Learning

The core principle of contrastive learning [28| 29| 30]] is to learn robust feature representations
by contrasting similarities between positive and negative samples. This paradigm is particularly
effective for incomplete multi-view data, as it enhances representation robustness through cross-
view alignment. For instance, PVC-SSN [15]] addresses incomplete multi-view clustering via self-
supervised contrastive learning, where a self-supervised module enhances the discriminative capacity
of the learned representations. Similarly, COMP [18] achieves both cross-view consistency and
missing view recovery by maximizing mutual information across views while minimizing conditional
entropy. Prolmp [27]] introduces a prototype-based imputation framework that learns view-specific
prototypes and sample relationships to recover missing view data, while contrastive learning is
employed to strengthen both sample and prototype representations. The ADCL method [31] proposes
a direct contrastive learning scheme by performing contrastive alignment on sub-vectors of latent
features, effectively preventing dimensional collapse. Finally, MICA [32] explores the internal
dependencies of multi-view data through a multi-level imputation strategy combined with instance-
and cluster-level contrastive learning, further improving representation integrity under incomplete
settings.
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(a) view reconstruction (b) multi-view representation learning (c) data recovery and clustering

Figure 1: The framework consists of three modules: (a) view reconstruction, where autoencoders
extract latent representations and reconstruct the inputs; (b) multi-view representation learning, which
aligns views by maximizing mutual information, learns adaptive weighting to fuse complementary
information, and minimizes distribution discrepancies; (c) data recovery and clustering, where missing
views are completed and clustering is performed based on the completed representations.

3 Method

As shown in Figure[l} given two views X! and X2, we first map them to Z' and Z? via autoencoders,
and then extract semantic information at two levels. In the low-level semantic space, the model
maximizes the mutual information between views to ensure consistency alignment. In the high-level
semantic space, 7! and Z2 are concatenated to form the initial fused representation R, and cross-view
distribution alignment is introduced to measure the matching degree between each view representation



Z" and the fused representation R, to adaptively estimate view-specific weights. Then, using the
computed weights, a weighted fusion of all view representations is performed to obtain a unified
high-level shared representation H, and an alignment objective is further designed to minimize the
distribution discrepancy between H and each view. Furthermore, based on the current learned latent
representations Z' and Z?2, the model maps them to a high-dimensional semantic space through
an MLP to obtain Q' and Q?, and uses these results to complete the missing views, obtaining the
complete view representations for subsequent clustering. The joint optimization of representation
learning and data completion mutually reinforces both processes, thereby improving the overall
clustering performance.

3.1 Notation

In this paper, {X” € RVxdv }:};1 represents a multi-view data set with V' views, where X" =
{x},...,x},...,x% }, d, represents the feature dimension of the v-th view. Without loss of generality,
we consider a two-view dataset as an example, where V' = 2. Here, N denotes the total number
of samples, and x; indicates the i-th sample in the v-th view. Additionally, we define an indicator
matrix A € {0,1}V*V, whose elements are defined as follows:

A — {17 if the ¢-th sample is available in the v-th view o

0, otherwise.

In this matrix, each column represents the availability status of all instances in a specific view.

3.2 The Loss Function

View Reconstruction Loss We construct view-specific autoencoders, where EV and DV denote the
encoder and decoder for the v-th view, respectively. Given the input X", the encoder extracts the latent

representation Z° = E?(X?) € RV*P_ which is then reconstructed through the decoder as XV =
Dv(Z?). The reconstruction loss is computed using Mean Squared Error (MSE), which enforces the
preservation of essential structural information in the latent space. The overall reconstruction loss is
defined as follows:

Lrpe =) |IX¥ = D"(EV(X"))|. @

Cross-view Consistency Loss In deep multi-view learning, maximizing the mutual information
between features of different views is crucial for improve representation consistency [18]]. To this
end, we estimate mutual information via feature-level similarity. This approach explicitly models the
joint and marginal distributions of the features from different views. Let the latent representations
of the i-th sample in view 1 and view 2 be z, and z?, respectively, where z}, and zZ, represent
the m-th and n-th scalar features. The similarity between the features of this sample across the two

views is defined as p£,?n = z;m . zfn By aggregating the similarities across all samples, we obtain

the joint probability distribution P € RP*? between view 1 and view 2. The (m, n)-th element of
the matrix is defined as:

1 N 1 N
P(nz,n) = N Zpgwlq.),n = ﬁ Zzzl,m ’ Zin' 3
i=1 i=1

By summing over the rows and columns of the joint probability distribution P € RP*P we obtain

the marginal probability distributions P(1), P(2) ¢ RP for each view, with elements defined as
Py = Zle Pny and P,y = 23:1 P(n,n)- Based on the above distributions, we define the
mutual information loss between views as:

D D
Lyt = —1(Z52) ==Y Py In 5" “

where (Z'; Z?) measures the information correlation between Z! and Z2. Minimizing this loss is
equivalent to maximizing their mutual information.



Distribution Alignment Loss In this section, we use the Maximum Mean Discrepancy (MMD) to
simultaneously calculate view weights and optimize feature representations. Specifically, We first
measure the distribution difference between each view and the initial fusion representation to assign
weights, then perform weighted fusion to obtain a higher-level common representation and minimize
its discrepancy with each view, thereby enhancing the consistency and complementarity of cross-view
representations.

Step 1: Estimating View Weights

For the given two view representations Z' and Z?2, we first calculate their initial fusion representation

Ras R = Zl;rz2. Subsequently, to evaluate the contribution of each view, we compute the
distribution discrepancy between each view and the initial fused representation R based on similarity
measures. Under the assumption of a linear kernel (i.e., k(z,y) = x7y), we calculate the internal
similarity of each view, the internal similarity of the fused representation, and their mutual similarity
via dot products. This allows us to quantify the discrepancy between the view-specific representation
and the initial fused representation, as follows:

N N

1 N N N N
D(Z”7R):ﬁ ZZZE’-Z}’—FZZU—Q—QZZZ;’-Q , 5)

i=1 j=1 i=1 j=1 i=1 j=1

where N is the number of samples, z{ and r; represent the i-th sample of the v-th view and the initial
fusion representation R, respectively.

Considering that a view whose latent representation is highly consistent with the initial fused repre-
sentation should contribute more to the final decision, we assign it a higher weight. Conversely, a
view exhibiting a greater discrepancy is assigned a lower weight. This design enables the dynamic ad-
justment of each view’s contribution. Accordingly, we define a weight function W* = f(D(Z",R))
to calculate the weights, where f(D) is defined as:

exp (—D(Z",R)) .
Su_, exp (—D(Z*, R))

In multi-view learning tasks, since each view Z” may carry complementary information, we perform
weighted fusion of all view-specific representations using the learned weights W, in order to
integrate diverse perspectives into the high-level common representation H, where H = Z:};l wv.
Z".

Step 2: Distribution alignment between H and Z"

Motivated by domain adaptation [33], to further enhance the information interaction between views
and promote the completion of missing views, we aim to align the distribution of single-view
representations Z" with the high-level common representation H. Specifically, let P denote the
distribution of the view-specific representations Z” = {z¥,z%,...,z?} , and let Q denote the
distribution of the high-level common representations H = {h;, hs, ... h; }jvzl We measure their
discrepancy in the high-level semantic space by computing the distance between P and O:

f(D) = (6)

v v
Lyup = ZMMDQ(sz, Ou) = Z |Eznpyo [0(7)] — Eyooy [¢>(y)]lli . (7
v=1

v=1

Here, Ly p denotes the overall discrepancy loss between all views and the high-level common rep-
resentation H, where H is the Reproducing Kernel Hilbert Space (RKHS). The terms E,.p,. [¢(x)]
and E, o, [¢(y)] represent the mean embeddings of the v-th view and the common representation
H in the RKHS, respectively. Here, ¢(-) is a feature mapping function that projects samples into the
RKHS. Since it is difficult to compute the expectations directly, we approximate them using sample
means. Taking E,.p,. [¢(z)] as an example:

N
1 1
Eynpg [0(2)] = v Z¢(Z§)) = Nﬂ@(zv), 3
i—1
where ®(Z) = [¢(z8)7,¢(28)7,...,#(z%)T]T denote the feature mapping of all samples in

view Z", where 1 is a vector of length N with all elements equal to 1. Similarly, the expectation
Ey~ 0w [#(y)] can be approximated. In RKHS, the inner product of feature mappings can be computed
using the kernel function k(z, y) = (¢(x), ¢(y))3. To simplify the computation, we construct kernel
matrices Kzvzv, Ky, and Kzvg, each of size N x N, representing the internal similarities of



the view-specific representations, the internal similarities of the high-level common representation,
and the similarities between them, respectively. By substituting Eq. (8) into Eq. (7)) and expanding it
using kernel matrices, we obtain the final distribution alignment loss:

4

1 1 2
LMMD = Z ﬁljj\}szZle + WI%KHHIN — ﬁlq&KZ”HlN- (9)
v=1

Inference Consistency Loss In incomplete multi-view clustering, we design cross-view in-
ference modules fyrp; and fymrpr to learn nonlinear mappings in the latent space for implic-
itly completing missing views. Specifically, the latent representations Z' and Z? are projected
into a high-dimensional semantic space, yielding Q! = fyrpi(Z') = furpi(EH(X!)) and
Q? = fur2(Z?) = fue2(E%(X?)), which leverage information from the complete views to
infer the semantics of missing views without relying on explicit interpolation or generation. To
measure the semantic consistency between the inferred results and the original latent representations,
we introduce the inference loss Ljyr to supervise the accuracy of the cross-view mapping:

1 N 2 1112 1 al 1 21(2
LINF:NZHZi _quQ—"_NZHZi —q;;- (10)
; i=1

1=1

Here, z; is the true latent representation of the ¢-th sample in the v-th view, and q is the inference
result obtained by the inference module for the corresponding view. By minimizing this loss, effective
inference between views can be achieved, completing better completion.

Extending to Multi-View For V' views, we first construct independent autoencoders for each
view to extract latent representations, and compute the cross-view consistency loss over all view
pairs (v1,v2) as Laspr = ﬁ ZUKW L1 (Z¥, ZY2) , after which the latent representations
are fused to obtain the global representation H, followed by distribution alignment with each view
through the loss Lyspsp. Finally, in cross-view inference, the latent representation of view vy is
projected by an MLP to infer the semantics of view vy, and the inference consistency loss is defined
R N D ﬁ Do, 1252 — @ 7713, to ensure consistency between the inferred

results and the true latent representations.

3.3 Objective Function and Optimization Algorithm

Thus, our overall objective function can be expressed as:
L=MLgec+ XeLinF + AsLymr + AaLymp. (11)

The A1, Ao, A3, and Ay are trade-off parameters in the loss function. Ultimately, we optimize Eq.
to recover the missing views, thereby obtaining complete view representations. These representations
are then concatenated and subjected to k-means clustering to obtain the final clustering results. The
overall training procedure of HSACC is summarized in Algorithm [I]

Algorithm 1: Incomplete Multi-View Clustering via Hierarchical Semantic Alignment and
Cooperative Completion

Input: Incomplete multi-view dataset {X?}V_;

Parameters: Trade-off coefficients A1, Ao, A3, \q
Output: Clustering results

for epoch = 1 to E do

Learn view-specific representations via Egs. (2) and ;

Concatenate the learned Z" to obtain R;;

Calculate the view weight W using Eq. (6);

Fuse based on the weight W to obtain H;

Calculate the distribution discrepancy between H and Z" via Eq. @);

if epoch > E; then
Obtain all Q¥ "2 via cross-view inference MLP to complete the views;
Update representations via joint optimization using Eq. (11);

with indicator matrix A, epoch F, E ;

Perform k-means clustering algorithm on the concatenated views;




4 Experiments

4.1 Experimental Setting

Datasets To evaluate the effectiveness of the proposed method, we selected five representative
datasets. LandUse_21 [34] contains 2,100 remote sensing images from 21 categories. Noisy MNIST
[35] consists of noisy handwritten digit images, with the original images as View 1 and Gaussian-
noised images as View 2. Caltech101-20 [36] contains 2,386 images from 20 categories using
HOG and GIST features. Hdigit [37] contains 10,000 handwritten digit images from 10 categories.
100leaves [38]] contains 1,600 samples from 100 categories.

Comparing Methods We conducted comparative experiments with nine state-of-the-art incomplete
multi-view clustering methods. RPCIC [39] addresses the IMVC problem through cross-view
contrastive learning and robust prototype discriminative learning. MRL_CAL [19] tackles IMVC
by combining contrastive learning with adversarial learning, aiming to learn multi-level features to
enhance clustering performance. ICMVC [14] leverages contrastive learning with high-confidence
guidance to handle incomplete multi-view data. MCAC [40] employs attention-based contrastive
learning to enhance consistent representation across views and effectively handle missing data.
PROLMP [27] restores missing views by learning view-specific prototypes and instance-prototype
relationships, and further enhances feature representation via contrastive learning. DCP [41]] adopts
dual contrastive prediction and an information-theoretic framework to achieve both data recovery and
view-consistency learning. DSIMVC [42] dynamically completes missing views through a bi-level
optimization framework and automatically selects high-quality imputed samples for training. SURE
[43] handles partially missing samples in IMVC via noise-robust contrastive learning and a class-level
identification framework. COMP [18]] simultaneously achieves data recovery and view-consistency
learning by integrating contrastive learning and a dual-prediction mechanism.

Experimental Configuration All experiments were conducted on an NVIDIA RTX 4070 GPU
using PyTorch 2.3.1. Our method employs a unified fully connected autoencoder, with the encoder
structured as Input—1024-1024—1024—Output and the decoder mirrored accordingly. During the data
recovery phase, a multilayer perceptron (MLP) with hidden layer dimensions of 256—128-256 is used
for cross-view inference and feature reconstruction. In our experiments, each dataset underwent £/
training epochs (e.g., ' = 500), and the computation of the inference loss was introduced starting
from the F;-th epoch (e.g., E1 = 100). The learning rate was set to 0.0001, and the batch size was
256. We conducted experiments under different missing rates to evaluate the performance of various
comparative methods.

4.2 Experimental Results and Analysis

Performance Comparison Table[T| presents the clustering results of various IMVC methods under
different missing rates, where the best and second-best results are highlighted in bold and underline,
respectively. It can be observed that our method consistently outperforms the other nine approaches
across all datasets. Among them, DSIMVC and DCP are two state-of-the-art imputation-based IMVC
methods. However, the experimental results demonstrate that our method still achieves superior
performance compared to both. In particular, on the Caltech101-20 dataset with a missing rate of
0.5, HSACC improves the ACC and ARI metrics by 5.3% and 8.57%, respectively, compared to
the second-best method. Moreover, on the Noisy MNIST dataset, when the missing rate increases
from 0.3 to 0.7, the accuracy of HSACC decreases by only 6.92%, whereas ICMVC suffers a drop of
35.19%. These results indicate that HSACC is capable of accurately capturing the intrinsic structural
features within each view from incomplete multi-view data and effectively reconstructing the missing
parts using the learned representations, thereby exhibiting excellent robustness and generalization
ability.

Ablation Study To evaluate the effectiveness of each loss component, we conducted ablation
experiments on the Caltech101-20 dataset, focusing on four modules: Lrrc, Lymr, Lavvp, and
Linr. As shown in Table 2] the results indicate that removing any of these components leads
to a significant drop in model performance. Specifically, the baseline model M-1, which only
includes LrEc, achieves an ACC, NMI, and ARI of 42.07%, 41.06%, and 28.38%, respectively.
By introducing the cross-view consistency loss L7, model M-9 shows substantial improvements



Table 1: Performance comparison under different missing rates on five datasets.

Missing Method LandUse_21 Noisy MNIST Caltech101-20 Hdigit 100leaves

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

RPCIC  21.29 26.52 821 53.19 52.18 39.21 41.49 5830 3497 91.06 82.49 81.23 53.62 76.32 38.20
MRL_CAL 19.76 21.21 6.85 1573 2.80 1.18 20.03 3825 1254 1230 0.69 023 12.88 50.63 7.31

ICMVC  26.14 30.01 13.13 95.79 91.90 93.07 35.88 61.16 26.65 1634 8.64 356 2049 76.62 30.88

MCAC 2021 21.50 7.08 95.17 91.36 91.99 32.62 4697 22.64 29.49 20.02 11.40 3526 64.88 20.58

03 PROLMP 20.33 21.81 837 8880 7847 76.88 3247 53.08 2533 93.17 87.46 84.81 51.54 77.34 3829
: DCP 26.84 30.40 13.84 7298 77.22 5893 71.51 70.53 79.06 94.31 93.33 89.43 3221 75.34 29.62
DSIMVC 2143 2525 8.04 63.70 60.70 51.40 27.57 49.72 21.03 9430 91.38 91.30 29.78 6191 17.53

SURE 2480 29.04 11.10 95.11 91.05 91.88 49.70 65.26 40.96 49.74 38.18 23.94 46.51 71.21 30.04

COMP  26.85 31.50 12.87 84.76 81.89 77.00 71.55 69.61 79.00 93.84 85.66 86.86 3839 72.15 28.00

Ours 27.39 31.80 14.27 95.81 92.33 93.80 72.34 71.48 79.36 94.89 93.78 92.06 54.28 77.57 39.21

RPCIC 1924 2249 583 S1.63 47.77 3575 46.19 62.70 38.53 83.58 73.18 6695 40.13 71.69 27.63
MRL_CAL 1852 21.16 629 1498 320 122 3152 3824 2425 1262 0.82 028 12.12 4935 7.03
ICMVC 2476 2720 1129 86.84 8233 80.00 33.70 58.22 2506 1644 8.67 3.64 5139 7471 33.83
MCAC 1791 1852 6.4 91.03 8421 84.98 3256 33.17 1678 24.08 1475 693 2759 5843 12.14

(.5 PROLMP 1826 1975 641 7901 8511 8312 3316 5287 2460 8605 7845 68.16 3986 69.78 2656

: DCP 2734 3156 1434 86.50 8121 78.26 71.51 71.60 78.56 94.10 86.28 87.40 3550 74.68 30.33
DSIMVC 2153 2529 834 8393 7672 73.95 28.18 4894 21.00 9440 89.37 90.40 27.29 59.14 15.10
SURE  25.68 3045 11.99 92.34 84.99 8431 4878 5852 42.04 66.59 17.66 1547 30.52 58.81 10.46
COMP 2524 31.69 1353 78.68 7428 67.37 70.13 69.04 76.10 91.36 80.73 81.85 2840 6232 15.68
Ours  28.11 31.89 14.60 92.55 8592 85.50 76.81 73.15 87.13 9557 90.68 90.61 5217 74.78 35.30

RPCIC  17.71 18.73 445 4724 43.19 3047 41.53 5732 3894 49.63 4252 31.86 35.19 67.95 21.22
MRL_CAL 16.14 1683 492 1537 242 101 2443 30.13 1361 1259 092 038 994 4478 4.66
ICMVC 2071 2379 833 60.60 6262 49.92 3251 58.04 2532 16.53 894 3.67 4343 67.84 2521
MCAC 1720 1852 503 8291 7341 70.02 41.08 4296 36.68 24.78 1648 755 2796 58.19 11.35

(7 PROLMP 1474 1468 368 5923 4645 3417 3177 5079 2329 8297 7336 6336 3427 6500 1927

. DCP 2489 27.04 11.27 85.03 78.10 77.12 70.76 69.80 7523 90.98 84.02 85.12 34.98 67.86 24.96
DSIMVC  20.87 23.69 7.76 58.10 5550 44.30 27.33 4677 19.98 91.05 85.67 84.67 25.12 5697 12.84
SURE 2536 2874 11.12 83.12 77.63 74.08 38.86 53.08 2577 44.50 31.52 22.56 21.90 5276 693
COMP 2425 29.11 1043 68.72 6559 55.88 69.28 67.58 75.04 87.45 73.86 7429 3453 66.85 24.23
Ours  27.56 3041 13.85 88.89 79.05 77.73 72.02 70.39 7630 91.50 85.86 8591 4347 68.49 25.99

across all three metrics, with an ACC of 68.69%, NMI of 67.63%, and ARI of 73.68%. By further
incorporating the distribution alignment loss L js3/p in model M-12, the ACC increases to 71.29%,
and both NMI and ARI also improve correspondingly. When all four loss modules are utilized (M-15),
the model achieves the highest performance, with all metrics surpassing those of models using only
partial components. This clearly demonstrates that each loss module plays a crucial role in improving
the model’s performance.

4.3 Model Analysis

Parameter Analysis In this section, we analyze the sensitivity of the four hyperparameters \;,
A2, Az, and A4 in the total loss function of our proposed method. Experiments are conducted on
the Caltech101-20 dataset with a missing rate of 0.5, and each hyperparameter is evaluated over
the range {0.01,0.1,1,10, 100}. As shown in Figure smaller values of A\; and A5 lead to better
performance, with the optimal value being 0.1, while the best values for A3 and A4 are 10 and 1,
respectively. Although varying these hyperparameters has some effect on model performance, the
fluctuations are minor, indicating that the model is relatively robust to hyperparameter changes.

Visualization As shown in Figure [3] we perform t-SNE visualizations of the learned common
representations on the Caltech101-20 and Noisy MNIST datasets. Figures (a)—(d) and (e)—(h) show the
clustering results at different training epochs for the two datasets, respectively. As training progresses,
the clustering structures in the feature space become increasingly clear, with more distinct inter-class
boundaries and more compact intra-class distributions, demonstrating stronger discriminative ability
and improved clustering performance.

Convergence Analysis To verify the convergence of the proposed method, we conduct experiments
on multiple datasets to observe the changes in loss values and clustering metrics over training
epochs. As shown in Figure[d} the corresponding curves on the Caltech101-20 and Noisy MNIST and
LandUse_21 datasets indicate that as the number of training epochs increases, the loss values decrease
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Figure 2: Parameter sensitivity analysis on Caltech101-20 dataset with missing rate 0.5.

Table 2: Performance comparison across different loss combinations on Caltech101-20 dataset.

Model M-1 M-2 M-3 M-4 M-5 M-6 M-7 M-8 M-9 M-10M-11 M-12M-13 M-14 M-15

Lprc VvV v v v v v v v
Larur v v v v v v v v
Lymvp v v v v v v v v
LinF v v v v v v o v v

ACC 42.0754.9236.9043.9642.4551.5255.97 67.40 68.69 71.60 50.80 71.29 72.31 73.1576.81
NMI 41.0654.7044.7031.7128.38 53.68 57.8567.97 67.63 71.1253.1268.48 71.65 71.2573.15
ARI  28.3851.6623.5029.61 31.0538.0551.2271.08 73.68 80.30 34.68 78.27 78.7279.88 87.13

significantly, while the clustering metrics steadily improve. These results further demonstrate the
convergence and stability of the proposed method across different datasets.
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Figure 4: Clustering metrics (ACC, NMI, ARI) and loss curves over training epochs on the Caltech101-
20, Noisy MNIST, and LandUse_21 datasets.

4.4 Experiments With More Than Two Views

To validate scalability, we will add experiments on 5-view Mfeat dataset. Table [3] compares the
training time and clustering metrics (ACC, NMI, ARI) of multi-view clustering with different numbers
of views (from 2 to 5). As the number of views increases, the training time rises from 52.80 seconds
for 2 views to 186.99 seconds for 5 views, while the clustering performance steadily improves,
achieving the highest ACC (88.64), NMI (88.14), and ARI (81.09) with 5 views.
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Figure 3: t-SNE visualizations of clustering results on the Caltech101-20 and Noisy MNIST datasets
with increasing training iteration. (a)-(d) show the results on the Caltech101-20 dataset. (e)-(h) show
the results on the Noisy MNIST dataset.

Table 3: Performance of HSACC on Mfeat dataset with different numbers of views.
Views Number Training Time (s) ACC NMI ARI

2 52.80 7496 7458 59.35
3 98.64 77.68 T78.11 62.17
4 138.70 8591 8555 77.11
5 186.99 88.64 88.14 81.09

5 Conclusion

In this paper, we propose a novel framework, HSACC, based on hierarchical semantic alignment and
cooperative completion. By designing a dual-level semantic space and employing a joint optimization
strategy, the proposed method maps the learned latent representations into high-dimensional semantic
spaces to implicitly infer missing view information, thereby providing more complete representations
for subsequent clustering tasks. Extensive experimental results demonstrate that HSACC consistently
outperforms existing mainstream methods across multiple datasets, verifying its effectiveness and
superiority. In future work, we plan to extend this framework to more complex multi-modal incom-
plete data scenarios, and further enhance its generalization ability and computational efficiency in
real-world large-scale applications.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The scope and contributions of this paper are clearly stated in the abstract and
introduction.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: The limitations are discussed in the Conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Our work is empirical in nature and does not contain formal theoretical results
or proofs.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides sufficient details on the algorithm, datasets, and experi-
mental setup to support reproducibility of the main results.

Guidelines:
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The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will upload the code package as supplementary material, and the latest
GitHub link will be provided upon paper acceptance.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides the details of data preprocessing and hyperparameter
settings in the Experiments section, while the optimization process is included in the
appendix.**

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Most compared baseline methods do not include statistical significance in their
experiments; therefore, we follow the same practice and do not report it in our work.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computer resources is stated in the Experiments section.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This paper conforms with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The proposed algorithm has no direct societal impact. All datasets used in this
paper are publicly available, and the algorithm is solely focused on producing clustering
assignments.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
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Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: All datasets used in this paper are publicly available, so no specific safeguards
are required.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Original papers and datasets are properly cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are introduced in the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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14.

15.

16.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing or human subjects were involved in this work.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve any research with human subjects or crowdsourcing,
and therefore does not require IRB or equivalent ethical approval.

Guidelines:
» The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core methodology does not involve the use of large language models
(LLMs).

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Visualization

As shown in Figure[5] we perform t-SNE visualizations of the learned common representations on
the LandUse_21 and Hdigit and 100leaves datasets. Figures (a)—(d) show the clustering results of
the LandUse_21 dataset at different training epochs, Figures (e)—(h) present the clustering results of
the Hdigit dataset at different training epochs, while Figures (i)—(1) show the clustering results of the
100leaves dataset at different training epochs. It can be observed that as the number of training epochs
increases, the learned common representations exhibit increasingly clearer clustering structures
in the feature space. The boundaries between different categories become more distinct, and the
intra-class sample distributions become more compact, demonstrating stronger discriminative ability
and improved clustering performance.
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Figure 5: t-SNE visualizations of clustering results on the LandUse_21 and Hdigit and 100leaves
datasets with increasing training iteration. (a)-(d) show the results on the LandUse_21 dataset. (e)-(h)
show the results on the Hdigit dataset. (i)-(j) show the results on the 100leaves dataset.
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