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Abstract

We introduce a new text alignment algorithm001
that can produce fine-grained alignment be-002
tween a query document and database docu-003
ments. Our work explores two under-explored004
directions: i) alignment granularity at text seg-005
ment level as opposed to traditional entire doc-006
ument retrieval, and ii) alignment directed by007
semantic similarity instead of exact matches.008
We utilize text embeddings produced by Large009
Language Models (LLM) and perform efficient010
queries through nearest neighbor data struc-011
tures. We also introduce an attack strategy ex-012
ploiting temporal inconsistencies to induce hal-013
lucinations in Large Language Models (LLMs)014
and apply our alignment algorithm to trace015
these hallucinations back to their possible ori-016
gins in training data. By creating a database017
of relevant web documents using keyword fil-018
tering on Common Crawl data, our approach019
demonstrates the effectiveness of identifying020
candidate origins of LLM hallucinations.021

1 Introduction022

While document retrieval from a database given a023

query text is a fundamental Natural Language Pro-024

cessing (NLP) task (Hambarde and Proenca, 2023;025

Zhu et al., 2021), aligning fine-grained text seg-026

ments between a query document and database doc-027

uments at a semantic level remains under-explored.028

The edit distance algorithm (Levenshtein et al.,029

1966) is the most widely used text alignment al-030

gorithm; it aligns a pair of texts by introducing the031

minimum number of deletions, insertions, substitu-032

tions, and/or transpositions. Pial and Skiena (2023)033

explored semantic text alignment for pair-wise doc-034

uments using text embeddings and Dynamic Pro-035

gramming (DP), but the quadratic complexity of036

pair-wise alignment makes it infeasible to apply037

these algorithms at database level alignments.038

Sequence alignment is a well-studied area in039

Bioinformatics where fine-grained alignment of040

DNA residues of different species are usually in- 041

terpreted to share an evolutionary origin (Katoh 042

et al., 2009). Akin to aligning DNA molecules 043

in Bioinformatics, text alignment involves align- 044

ing text units such as n-grams, sentences and para- 045

graphs. Sanchez-Perez et al. (2015) introduced a 046

textual plagiarism detection algorithm paralleling 047

the protein and DNA alignment algorithm BLAST 048

(Altschul et al., 1990), using a seed-and-extend 049

paradigm. First a hashmap of n-grams are cre- 050

ated using a database of documents. For a query 051

document q, seed positions (x-th n-gram of docu- 052

ment d in database) are identified through matching 053

n-grams in the database hashamp. Next the align- 054

ment is extended from the seed position in both 055

directions between q and d as long as they match a 056

predefined heuristic. 057

As this approach relies on exact n-gram matches 058

or bag-of-words matches for discovering the seed 059

alignment and the subsequent extension, it fails 060

where the wording may differ between paraphrased 061

texts. Taking advantage of recent advancements 062

in embedding texts into vector spaces preserving 063

semantic meaning and efficient Approximate Near- 064

est Neighbor (ANN) search structures, we extend 065

the seed-and-extend paradigm to vector spaces for 066

better semantic alignment. 067

Large Language Models (LLM) memorize parts 068

of their training data (Carlini et al., 2019, 2021). 069

Memorization becomes a problem when they are 070

regurgitated unprompted or when they are part of a 071

response containing incorrect information i.e. hal- 072

lucination. We devise an attack strategy exploiting 073

temporal inconsistencies to induce LLM halluci- 074

nation about historical world events. LLMs are 075

often trained on datasets built on CommonCrawl 076

(Penedo et al., 2024). We use keyword filtering 077

to extract web documents discussing these events 078

from Common Crawl to create a database and ap- 079

ply our alignment algorithm to find parts matching 080

the LLM hallucinated responses. 081

1



Figure 1: Example attack to generate hallucinations based on temporal inconsistency. The Cambodian-Vietnamese
war started in 1977 whereas The Better Germany in War Time book was published in 1918.

Our contributions include:082

• A semantic text alignment algorithm at083

database level that is orders of magnitude084

faster than quadratic text alignment algo-085

rithms both in practice and expected theoreti-086

cal complexity.087

• An attack strategy to induce LLM halluci-088

nations via temporal inconsistencies accom-089

panied by comparative analysis of different090

LLMs’ robustness against this attack. Exam-091

ples of LLM hallucinations and aligned source092

text are presented in Table A.3 and A.4.093

• Empirical experiments to trace LLM halluci-094

nations back to training data using our algo-095

rithm.096

2 Related Works097

Dynamic Programming has been used for pairwise098

text alignment in various NLP tasks, such as global099

alignment of translated books (Thai et al., 2022)100

and book-to-film script alignment (Pial et al., 2023).101

In bioinformatics, Smith et al. (1981) and Needle-102

man and Wunsch (1970) are the most popular pair-103

wise sequence alignment algorithms, both based on104

DP. Our approach is inspired by the database-level105

sequence alignment algorithm BLAST (Altschul106

et al., 1990), which leverages the limited vocabu-107

lary size of DNA (4) or protein molecules (≈ 100)108

using hashmaps for k-mers. In NLP, we deal with109

an infinite number of sentences or paragraphs, so110

we use embeddings to capture semantic relation-111

ships and ANN structures for efficient querying.112

We apply our algorithm to discover LLM hallu-113

cination origins. Previous works (Biderman et al.,114

2024; Carlini et al., 2021) have shown how LLMs115

can emit memorized pretraining data under dif-116

ferent attack strategies. The focus has been on117

discovering exact token sequence matches (typi- 118

cally length 50 (Nasr et al., 2023)) between LLM 119

responses and pretraining data. Lee et al. (2023) 120

introduced the concept of paraphrased plagiarism 121

through memorization. We hypothesize that during 122

hallucinations, LLMs paraphrase pretraining data, 123

and our alignment algorithm can find potential hal- 124

lucination origins. 125

3 Aligning Query Text with Database 126

Given a query document Q segmented into text 127

units Q1, Q2, . . . , Q|Q| and a database D of mul- 128

tiple documents, our objective is to align each Qi 129

with a unit from a document in D or leave it un- 130

aligned. Different units from the same query can 131

align with units from different documents. We ex- 132

periment with both sentences and paragraphs as 133

units. 134

3.1 ANN Index for Embeddings 135

We segment all database documents into text units, 136

embedding each into a d-dimensional vector space 137

using the SBERT model (Reimers and Gurevych, 138

2019). This model produces semantically mean- 139

ingful embeddings, where similar texts have closer 140

embeddings. We use the same model for query doc- 141

ument text units. For efficient approximate near- 142

est neighbor search, we build the ANNOY index 143

(Bernhardsson, 2018) using these embeddings. 144

3.2 Query: Seed and Extend 145

To process a query document Q, we first embed its 146

text units. Let xj be the nearest neighbor of query 147

unit qi found via the index where x is a database 148

document. If the similarity between qi and xj ex- 149

ceeds threshold ths, qi is aligned with xj and is 150

used as a seed position. We then extend the align- 151

ment in both directions, aligning qi±k with xj±k, 152

stopping when sim(qi+k, xj+k) < the or the exten- 153

sion exceeds a predefined maximum length. Both 154
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Figure 2: Distribution of cosine similarity between LLM
hallucinations and candidate origin discovered by our
algorithm is shifted significantly to the right compared
to both related and unrelated webpages’ similarity dis-
tribution.

ths and the are empirically selected thresholds.155

4 Experiments and Applications156

4.1 Matching Translated Books157

Pial and Skiena (2023) created the RelBook dataset,158

comprising 36 pairs of English translations of159

foreign language books from Project Gutenberg160

(Gutenberg, n.d.). We augmented this by including161

one book from each pair and 1000 random books,162

creating an ANN index with 1.3× 106 paragraph163

embeddings. We queried the index using the uns-164

elected book from each pair. As shown in Figure165

3, we aligned 54% of the query paragraphs to the166

correct book with a maximum extension length of167

5. Nearest neighbor search alone cannot utilize spa-168

tial alignment of neighbors, often necessary when169

consecutive query paragraphs i − 1 and i should170

align with consecutive paragraphs in a database171

document. Our algorithm addresses this through172

the seed and extension mechanism.173

Without fine-grained gold labels, we defined ac-174

curacy by matching the correct book rather than175

the exact paragraph. To further evaluate, we com-176

puted the Pearson correlation of the absolute per-177

centile positions of matched paragraphs, assuming178

translations maintain event sequence despite varia-179

tions. Scores ranged from 0.23 to 1.00, averaging180

0.80, indicating strong correlation and validating181

our alignment algorithm though the algorithm does182

not utilize absolute position information.183

4.2 Efficiency-Performance Trade-off184

For a query document with n paragraphs, we query185

the ANN structure n times with expected complex-186

ity of O(log k) where k is the number of database187

Figure 3: Extension paradigm increases the accuracy
of the algorithm. Threshold=1 represents the scenario
where no extension is done due to the strict threshold.
Without extension, no spatial alignment information
is shared between neighboring query document para-
graphs. The poor performance on the right shows that
alignment results improve when the seed paragraph
alignment helps in alignment of neighboring paragraphs
through extension. Therefore it is not optimal to al-
ways match a paragraph with the nearest neighbor in
the ANN structure, rather some paragraphs should be
aligned through extension

paragraphs, yielding an expected complexity of 188

O(n log k). We observed this in practice as we cre- 189

ated the ANN structure with 1.6× 106 paragraphs 190

for the RelBooks experiment of Section 4.1. The 191

query time per paragraph was 0.0002 seconds, with 192

an average of 11.13 seconds per query book. 193

In comparison, a pair-wise sequence alignment 194

algorithm would require O(n×p×m) complexity 195

as it would run p times for p database documents, 196

each with m paragraphs on average. This translates 197

to O(n× k). To gain the efficiency, our algorithm 198

sacrifices performance since we use heuristics for 199

ANN search. We compare our performance against 200

Pial and Skiena (2023) for the PAN13 plagiarsim 201

detection dataset (Potthast et al., 2013) who use 202

a quadratic DP algorithm. We observe one mag- 203

nitude of order decrease in performance but more 204

than 3 magnitudes of order increase in efficiency 205

for PAN13 compared to them. 206

5 LLM Hallucination Origins 207

5.1 Temporal Attack-Induced Hallucinations 208

We devise an attack strategy exploiting temporal 209

inconsistencies to induce LLM hallucination. The 210

strategy prompts an LLM to explain what author 211

x discussed about event y in book z, where z was 212

published before y occurred. The correct response 213
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No Obfuscation Random Obfuscation Translation Obfuscation Summary Obfuscation Entire Corpus
precision recall F-1 precision recall F-1 precision recall F-1 precision recall F-1 precision recall F-1

Torrejón and Ramos (2013) .90 .95 .92 .91 .63 .74 .90 .81 .85 .91 .22 .35 .89 .76 .82
Sanchez-Perez et al. (2014) .83 .98 .90 .91 .86 .88 .88 .89 .88 .99 .41 .58 .88 .88 .88

Pial and Skiena (2023) .91 .79 .84 .89 .43 .58 .86 .66 .75 .93 .78 .85 .84 .67 .75
BLAST (pairwise) .92 .90 .91 .45 .79 .58 .81 .75 .78 .49 .34 .40 .66 .69 .66

Table 1: We report the performance of the top team in the plagiarism detection contest and other more recent results,
along with our proposed algorithm on different subsets of the PAN-13 dataset (Potthast et al., 2013). The subsets
are created based on how the plagiarism was inserted in the query documents. Despite being multiple magnitudes of
order faster than other algorithms, our method demonstrates a competitive performance.

should highlight the temporal inconsistency, but214

we observed LLMs often hallucinate for lesser-215

known events, indicating memorization of y from216

pretraining data. We use keyword filtering to ex-217

tract web documents from Common Crawl and218

apply an alignment algorithm to find parts match-219

ing LLM hallucinations. Figure 1 has an example220

prompt and hallucinated output.221

We utilized two recent Common Crawl snap-222

shots with minimal overlap. From approximately223

670 million web documents, we filtered over224

10,000 relevant documents using quality signals225

and keyword matches pertinent to the events226

queried in our LLMs. Quality signals included227

document length, readability, word length, 2-gram228

frequencies, and relevance to event keywords.229

To limit matching documents and reduce ambi-230

guity, we focused on five lesser-known events, se-231

lecting 21 books by different authors from Project232

Gutenberg, generating 105 unique prompts. These233

prompts were used to query four distinct LLMs, re-234

sulting in a dataset of 420 potentially hallucinated235

text documents. Details of the events are in Table236

A.2, and Table 2 provides details of the models.237

To match segments from hallucinated texts to fil-238

tered web document segments, we constructed an239

Approximate Nearest Neighbors (ANN) data struc-240

ture for each event, facilitating rapid identification241

of closest matches based on cosine similarities.242

5.2 Analysis of Hallucinations243

We observe that all the models hallucinate for ma-244

jority of the times for all the events, except for the245

Model
Cambodian

Vietnamese War
Chaco
War

Football
War

Timur
Invasion

Farakka
Long March

Mixtral-8x7B 49.54 91.23 64.52 65.71 96.20
Gemma-7b 70.00 82.61 20.00 84.93 63.64

GPT-3.5 100.00 100.00 100.00 100.00 100.00
Mistral-7B 100.00 100.00 100.00 100.00 100.00

Table 2: Percentage of times when the temporal in-
consistency attack succeeded in forcing the LLM to
hallucinate.

Gemma model and the event the Football War be- 246

tween El Salvador and Honduras. Gemma did not 247

know about this event as evident by the vague or 248

historically inaccurate information it provided even 249

when it hallucinated for this event. Sometimes the 250

LLMs discuss the event but correctly identifies that 251

the author did not discuss it in the book - we do not 252

consider these responses as hallucinations. 253

The Mixtral 8x7B model was far superior than 254

GPT 3.5 for refusing to hallucinate. This is in 255

line with the theory that hugely overtrained larger 256

models are prone to emit memorized data more 257

than smaller models (Nasr et al., 2023). 258

Fig 2 shows that the cosine similarity between 259

hallucinated data and candidate origins follows two 260

different distributions. These distributions origi- 261

nate mostly from scenarios where the LLMs refuse 262

to answer and when they hallucinate. The right 263

part of the distribution crosses the related docu- 264

ment similarity distribution, proving these origins 265

have non-trivial semantic similarity with the hallu- 266

cinated outputs. 3.03% of the alignments we dis- 267

covered are more than 2 standard deviations higher 268

than the related pairs of documents discussing the 269

same event. The percentage is 40.23% for one 270

standard deviation. 271

6 Conclusion 272

We proposed a semantic text alignment algorithm 273

that can align a query document with text segments 274

of a database of millions of documents efficiently. 275

We then applied our method to find candidate ori- 276

gins of LLM hallucinations induced through a tem- 277

poral inconsistency attack we devised. One future 278

direction involves creating methods for determin- 279

ing statistical significance of alignments of LLM 280

hallucination with potential origins. This can pro- 281

vide concrete p-values and the degree of certainty 282

of alignments. Another interesting direction is cre- 283

ating models that can predict if a LLM is halluci- 284

nating. Our attack strategy can create important 285

training data for this task. 286

4



Limitations287

We explored two snapshots of CommonCrawl for288

hallucination candidate generation due to resource289

constraints. There are more than 150 snapshots, all290

of which potentially have been used for pretraining291

LLMs. Even though the snapshots have overlaps,292

they can be explored to discover more and stronger293

candidate origins with more resources. LLMs also294

sometimes paraphrase from multiple sources in295

the same paragraph, but our method does not take296

into account how two different sources may have297

contributed to one LLM output paragraph.298
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# of documents Total # of words # of embeddings in ANN
Pan13 5057 4946819 39007

RelBooks 1085 10009301 1330384
CommonCrawl Snapshots ≈ 670× 106 - -
Filtered CommonCrawl 10309 52054950 638237

Table A.1: Statistics of the datasets employed in this study.

Event Year Description

Cambodian–Vietnamese
War

1978-1989 The Cambodian–Vietnamese War was an armed conflict between Democratic Kampuchea,
controlled by Pol Pot’s Khmer Rouge, and the Socialist Republic of Vietnam.

Chaco War 1932-1935 The Chaco War was fought from 1932 to 1935 between Bolivia and Paraguay, over the
control of the northern part of the Gran Chaco region of South America, which was thought
to be rich in oil. The war is also referred to as La Guerra de la Sed in literary circles since
it was fought in the semi-arid Chaco.

Football War 1969 The Football War, also known as the Soccer War or the 100 Hour War, was a brief military
conflict fought between El Salvador and Honduras in 1969. Existing tensions between the
two countries coincided with rioting during a 1970 FIFA World Cup qualifier.

Indonesian invasion of
East Timor

1975-1999 The Indonesian invasion of East Timor, known in Indonesia as Operation Lotus, began on
7 December 1975 when the Indonesian military invaded East Timor under the pretext of
anti-colonialism and anti-communism to overthrow the Fretilin regime that had emerged
in 1974.

Farakka Long March 1976 The Farakka Long March occurred in May 1976, and was led by Maulana Abdul Hamid
Khan Bhashani, demanding demolition of the Farakka Barrage constructed by India to
divert flow of Ganges waters inside its territory, triggering the drying up of river Padma
and desertification of Bangladesh.

Table A.2: Overview of the five historical events we use in our experiments. The descriptions are taken from
Wikipedia
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Model Hallucination

GPT-3.5-turbo The Football War, also known as the 100-Hour War, was a brief conflict between El Salvador and
Honduras that took place in July 1969. The catalyst for the war was a series of tense soccer matches
between the two countries during the qualifying rounds of the 1970 FIFA World Cup. The matches led
to violent incidents both on and off the field, fueling existing tensions between the two nations.
Author Stanley Lane-Poole discusses the events leading up to the war in his book, The Story of the
Barbary Corsairs, highlighting the role of the soccer matches as a trigger for the conflict. Lane-Poole
delves into the long-standing territorial disputes and economic grievances that underpinned the hostility
between El Salvador and Honduras, emphasizing how these factors were exacerbated by the soccer
matches.
According to Lane-Poole, the situation escalated rapidly after the second game between the two
countries, with riots breaking out in both nations and leading to a breakdown in diplomatic relations.
Honduras accused El Salvador of supporting insurgents within its territory, while El Salvador claimed
that it was defending the rights of Salvadoran immigrants in Honduras.
The author describes the outbreak of full-scale hostilities in July 1969, as El Salvador launched a
military offensive against Honduras. The conflict lasted for just 100 hours but resulted in significant
casualties and widespread destruction, with both countries suffering heavy losses. The Organization of
American States (OAS) intervened to broker a ceasefire and peace agreement, bringing an end to the
war.
Overall, Lane-Poole provides a detailed account of the Football War in his book, portraying it as a
tragic and senseless conflict that highlighted the dangers of nationalist fervor and territorial disputes.
Through his analysis, the author sheds light on the complex historical and political dynamics that
contributed to the outbreak of the war, offering valuable insights into the consequences of sports-related
violence and interstate tensions.

Mixtral-8x7B-Instruct-
v0.1

In her book "Men, Women, and Gods; and Other Lectures," Helen H. Gardener discusses several
specific events related to the Cambodian-Vietnamese war, with a particular focus on the impact of these
events on civilians and women.
One event she highlights is the forced migration of millions of people during the war. According to
Gardener, this displacement was often accompanied by violence, looting, and rape at the hands of
soldiers from both sides. She notes that many women were left alone to care for their families after
their husbands had been killed or conscripted into military service. These women faced significant
challenges, including poverty, hunger, and lack of access to healthcare and education.
Gardener also discusses the use of landmines during the conflict, which caused widespread devastation
long after the fighting had ended. She cites statistics indicating that unexploded ordnance continued to
kill or injure hundreds of people each year in Cambodia, even decades after the end of the war. Many
of those affected were children who stumbled upon mines while playing outside.
The author also focuses on the Khmer Rouge regime, which came to power in Cambodia following
the Vietnamese invasion. During its rule, the Khmer Rouge committed numerous atrocities against
the civilian population, including mass executions, forced labor, and torture. Gardener argues that the
suffering inflicted by the Khmer Rouge was largely ignored by the international community due to
Cold War politics.
Furthermore, Gardner criticizes the role of foreign powers, particularly the United States, in exacer-
bating tensions between Cambodia and Vietnam. She argues that US involvement in Southeast Asia
created conditions that allowed extremist groups like the Khmer Rouge to gain power. Additionally,
she suggests that American support for anti-communist regimes in the region contributed to the destabi-
lization of Cambodia and led to increased human rights violations.
Overall, Helen H. Gardener presents a critical perspective on the Cambodian-Vietnamese war and its
impact on civilians, particularly women. She emphasizes the importance of addressing the root causes
of conflict and holding perpetrators accountable for their actions. Her analysis underscores the need
for greater attention to be paid to the experiences of ordinary people caught up in the midst of violent
political struggles.

Table A.3: Model hallucinations

Source Text LLM Hallucination

Although the Bolivians were better equipped than their adver-
saries, the latter were accustomed to the roughness of the climate
and had a better knowledge of the ground.

In the aftermath of the battle, Scott expresses his disappointment
and frustration with the performance of the Bolivian army. He
notes that while they possessed superior weapons and equipment,
their lack of discipline, poor training, and disorganization proved
costly.

Table A.4: Aligned text with LLM Hallucination output
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