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ABSTRACT

This paper studies cooperative Multi-Agent Reinforcement Learning (MARL)
under the mathematical model of Decentralized Partially Observable Markov
Decision Process (DEC-POMDP). Despite the empirical success of cooperative
MARL, its theoretical foundation, particularly in the realm of provable learning
of DEC-POMDPs, remains limited. In this paper, we first present a hardness result
in theory demonstrating that, without additional structural assumptions, learning
DEC-POMDPs requires several samples that grows exponentially with the num-
ber of agents in the worst case, which is also known as the curse of multiagency.
This motivates us to explore important subclasses of DEC-POMDPs for which ef-
ficient solutions can be found. Specifically, we propose new algorithms and estab-
lish sample-efficiency guarantees that break the curse of multiagency, for finding
both local and global optima in two important scenarios: (1) when agents employ
memoryless policies, selecting actions based solely on their current observations;
and (2) when a factored structure is present, which enables key properties similar
to value decomposition in VDN or Qmix.

1 INTRODUCTION

Cooperative multi-agent reinforcement learning (MARL) has gained significant attention due to its
wide range of applications in real-world problems, such as autonomous vehicles and robotic swarms.
However, one of the primary challenges in cooperative MARL is the exponential growth of the ac-
tion space as the number of agents increases. Consequently, the number of samples required to learn
an optimal policy grows exponentially with the number of agents. To address this issue, Oliehoek
et al. (2008a); Kraemer and Banerjee (2016) proposed the method of centralized training with de-
centralized execution (CTDE). In CTDE, agents’ policies are trained using global information, but
the resulting policies are decentralized, allowing each agent to execute them using only local in-
formation during execution. Rashid et al. (2018) introduced the decentralized partially observable
Markov decision process (DEC-POMDP) as a model for fully cooperative multi-agent reinforce-
ment learning. The DEC-POMDP model is similar to a traditional partially observable Markov
game, with the key distinction that in a DEC-POMDP, the objective is to maximize the cumulative
rewards across all agents. Although cooperative MARL has achieved empirical success across a
variety of real-world problems, and numerous significant algorithms have been developed—such as
VDN (Sunehag et al., 2017), Q-MIX (Rashid et al., 2018), and Q-PLEX (Wang et al., 2021)—the
theoretical foundations of MARL remain underdeveloped. Therefore, the objective of this paper is
to develop a sample-efficient algorithm for DEC-POMDPs, with an emphasis on theoretical rigor
and comprehensive guarantees.

This paper considers two types of optimality: (1) global optimality, where agents seek policies
that maximize the total cumulative reward across all agents; and (2) local optimality, where each
agent aims to find a policy that maximizes total cumulative reward, assuming the policies of all other
agents are fixed. The latter concept is commonly referred to as the Nash equilibrium (Kreps, 1989)
in game theory.

The challenge of learning in DEC-POMDPs arises from two primary factors. First, agents have
access only to their individual trajectory histories, making it difficult to identify either global or
local optima, both of which require cooperation among agents. Second, the joint action and ob-
servation space grows exponentially with the number of agents, creating significant obstacles in
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designing algorithms with polynomial sample complexity, particularly as the number of agents in-
creases. We illustrate these challenges by first proving statistical hardness results for learning
DEC-POMDPs without additional structural assumptions (Theorem 5.2). This motivates us to focus
on important subclasses of DEC-POMDPs that are rich enough to encompass practical applications
but constrained enough to admit sample-efficient algorithmic solutions. Specifically, we consider
the following two subclasses:

Factored Structure Model: Motivated by the value decomposition approach, which has been
widely employed in practical algorithms such as VDN and Qmix, we consider DEC-POMDPs with
a factored structure that enables key properties similar to value decomposition. We demonstrate that
a factored value decomposition property holds for our model and develop algorithms with provable
efficiency to achieve both local and global optimality. Specifically, the value decomposition-like
conditions in our model allow the total action-value function to be decomposed into distinct com-
ponents, each dependent only on the trajectory of one or a small subset of agents. As a result,
each agent only needs to focus on a limited number of components when making decisions, which
mitigates the exponential scaling of complexity as the number of agents increases.

DEC-POMDP with Memoryless Policy: We first investigate a model frequently studied in partially
observable settings (Kara and Yuksel, 2022; Kara and Yüksel, 2023), where agents determine their
actions based solely on their current observations. We propose a sample-efficient algorithm tailored
to achieve local optimality in this context.

Our Contribution: Our contributions are centered around the development of a sample-efficient
algorithm under reasonable conditions. We summarize our key contributions and results as follows:

1. We demonstrate that, without further assumptions, designing a sample-efficient algorithm to
achieve global optimality in DEC-POMDPs is infeasible, regardless of whether agents employ
general policies or are restricted to memoryless policies.

2. In the setting where agents use memoryless policies, we propose a sample-efficient algorithm
that achieves local optimality.

3. For the factored structure model, we prove that the value function can be decomposed into com-
ponents that depend only on the trajectories of a few agents rather than all agents. We also
introduce a sample-efficient algorithm that can achieve both local and global optimality.

4. Our analysis of the factored structure model provides a partial theoretical explanation for empir-
ical algorithms such as VDN, as we establish a sufficient condition for value decomposition and
offer a sample-efficient guarantee under this condition.

2 RELATED WORK

Due to space limits, we briefly present a few previous works closely related to this paper and leave
the comprehensive discussion on additional related work in the appendix.

Learning POMDPs planning in POMDPs is known to be PSPACE-complete (Papadimitriou and
Tsitsiklis, 1987; Littman, 1994; Burago et al., 1996; Lusena et al., 2001). Uehara et al. (2022)
impose a deterministic latent transition assumption on the model and design computationally effi-
cient algorithms. Jin et al. (2020) design the observable operator model with the upper confidence
bound algorithm for weakly revealing POMDPs, while Liu et al. (2022a) propose the optimistic
maximum likelihood estimation (OMLE) algorithm for learning weakly revealing POMDPs. Chen
et al. (2022) derive a unified analysis for OMLE with a sharper sample complexity. Furthermore,
Liu et al. (2023) provides a generic framework for applying OMLE to a wide range of partially ob-
servable problems, including low-rank sequential decision-making problems and general sequential
decision-making problems under the SAIL condition. Since OMLE learns the near-optimal poli-
cies of an enormously rich class of sequential decision-making problems in a polynomial number of
samples, we also build our work upon the generic framework of OMLE.

Learning DEC-POMDPs Rashid et al. (2018) introduced the decentralized-partially observable
Markov decision process (DEC-POMDP) as a fully cooperative multiagent reinforcement learning
task. Empirical algorithms for solving DEC-POMDP include VDN (Sunehag et al., 2017), Q-MIX
(Rashid et al., 2018), and Q-PLEX (Wang et al., 2021). Recent works on DEC-POMDP, such as
those by Hu and Foerster (2019), Foerster et al. (2019), and Lerer et al. (2020), adopt ideas similar to
the common information approach, leading to breakthroughs in challenging DEC-POMDP problems
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like Hanabi. The common information approach of Dec-POMDP has been studied theoretically
in (Zhang et al., 2019; Mao et al., 2023; Liu and Zhang, 2023). In particular, (Liu and Zhang,
2023) establish a sample quasi-efficient algorithm with quasi-polynomial sample complexity. In
comparison, by imposing additional structural assumptions, our algorithms have polynomial sample
complexity. Moreover, our lower bound shows that polynomial sample complexity is impossible
without additional assumptions.

3 PROBLEM FORMULATION

3.1 PRELIMINARY

Partially Observable Model: We study the decentralized partially observable Markov deci-
sion process (DEC-POMDP)(Rashid et al., 2018) with n agents, which is denoted by a tuple
(S,O,A;H,µ1,T,O; r). Here S is the set of all possible states, where the states are not observ-
able by the agents. For each agent m ∈ [n], we let Am and Om denote the action and observation
space of agent m respectively. We define the joint action space and the joint observation space by
A := A1 × · · · × An and O := O1 × · · · × On, respectively. Besides, H is the episode length,
µ1 is the distribution of the initial state s1, T = {Th,a}(h,a)∈[H−1]×A is the Markov state transition
kernel, O = {Oh,m}h∈[H],m∈[n] is the observation emission kernel, and r = {rh,m}h∈[H],m∈[n]

denotes the reward function. In particular, starting from s1 ∼ µ1, at each step h ∈ [H], each agent
m observes an observation oh,m ∈ Om according to distribution Oh,m(· | sh), takes an action ah,m,
and receives a reward rh,m(oh,m) ∈ [0, 1], which is is a function of oh,m. We consider this type
of reward function to prevent information about latent states from leaking through rewards beyond
what is provided by the observations. Let ah = (ah,1, ah,2, . . . , ah,n) denote the joint action at step
h. The next state sh+1 is sampled from distribution Th,ah

(· | sh). Such a process terminates when
sH+1 is reached. For each agent m, it collects data {oh,m, ah,m, rh,m}h∈[H]. Notably, each agent
has access only to their own observation and reward, and therefore does not know the total payoff.
The goal of the agents is to maximize the social welfare, i.e. the summation of cumulative rewards
obtained by all the n agents. Moreover, to simplify the notation, we let S, A, and O denote |S|,
maxm∈[n] |Am|, and maxm∈[n] |Om|, respectively.

DEC-POMDP: In this work, we study the case where agents adopt decentralized policies. Namely,
each agent only selects actions based on the history of her own trajectories. The joint policy πh

represents the decentralized policy product of the n agents. We formally denote the policy class as
π = {{⊗n

m=1πh,m}h∈[H] | πh,m : (Om × Am)h−1 × Om → ∆m}. When considering a product
policy π, we denote its value function as V π , defined as the expected total reward received by all
agents under policy π:

V π = Eπ

[∑H
h=1

∑n
m=1 rh,m(oh,m)

]
.

∀τh = (o1,a1, . . . ,ah), we define the Q-function as Qπ(τh) = Eπ[
∑H

j=h

∑n
m=1 rj,m(oj,m) | τh].

For each agent m ∈ [n] and step h ∈ [H], we define the trajectory notation of the mth agent as
τh,m = (o1,m, a1,m, . . . , oh,m, ah,m).

Learning Target: We define two types of optimality as learning objectives for DEC-POMDPs:
global optimality and local optimality. Their formal definitions are provided as follows:
Definition 3.1 (Local Optimality). A policy π = π1 × π2 × · · · × πn is considered a local optimal
policy for agents 1, 2, . . . , n if it satisfies V π = maxi∈[n][maxπ′

i
V π′

i,π−i ].

Our aim is to minimize the number of samples required to obtain an ϵ-approximate local optimal
policy. We define an ϵ-approximate local optimal policy as a policy π = π1 × π2 × · · · × πn that
satisfies

V π ≥ maxi∈[n]

[
maxπ′

i
V π′

i,π−i
]
− ϵ.

Definition 3.2 (Global Optimality). A policy π = π1 × π2 × · · · × πn is deemed a global optimal
policy for agents 1, 2, . . . , n if it satisfies V π = maxπ′

1,π
′
2,...,π

′
n
V π′

1×π′
2×···×π′

n .

Our goal is to minimize the regret, which is defined as

Regret(T ) =
∑T

k=1(V
π∗ − V πk

),

3
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where π∗ = argmaxπ V π . We assume that agents interact with DEC-POMDPs for T episodes,
and in the k-th iteration for any k ∈ [T ], they follow the policy πk = πk

1 ×πk
2 ×· · ·×πk

n. Similarly,
we can define an ϵ-approximate global optimal policy in the local context, where a uniform mixture
of π1, . . . ,πT satisfies the definition when sub-linear regret is achieved.

Weakly Revealing Condition: Liu et al. (2022a) demonstrated that without any assumption on the
model, there exist hard instances such that the number of samples required to learn an ϵ-approximate
optimal policy in single-agent POMDPs is exponential in the horizon length H . Given the difficulty
of learning POMDPs without assumptions on the model, even in single-agent settings, we consider
the weakly revealing condition. This assumption is commonly adopted in previous works on par-
tially observable contextual settings (Jin et al., 2020; Liu et al., 2022a; Chen et al., 2022).
Assumption 3.1. We define Oi

h as Oi
h(oh,i | sh) =

∑
{oh,j}j∈[n]/{i}

Oh(oh | sh). There exist α > 0

such that minh,i σS(Oi
h) ≥ α, where for matrix A we use σS(A) to denote the Sth singular value

of emission matrix A.

This condition guarantees that, with enough samples, the observations provide adequate information
to differentiate between any two combinations of states.

Additional Notations: Throughout this paper, we adopt the following notation for sets of elements
with subscripts: Let R = {xi}i∈S , where S denotes the set of subscripts of the elements in R. For
simplicity, we representR asR = xS .

3.2 HARDNESS RESULT FOR GENERAL DEC-POMDP

The following theorem demonstrates that, in the absence of specific assumptions on the model,
achieving global optimality in DEC-POMDPs is not possible with a sample complexity that is not
exponential in the number of agents.
Theorem 3.1. For any randomized or deterministic algorithms, there exists an instance of DEC-
MDP wherein the regret scales at least as Ω(

√
AnT ).

This result highlights the limitations of achieving sample efficiency in algorithms for DEC-POMDPs
without making assumptions about the transition model. Consequently, in the following sections,
we aim to develop a sample-efficient algorithm for DEC-POMDPs under reasonable assumptions
about the model.

4 LEARNING DEC-POMDP WITH FACTORED STRUCTURE MODEL

4.1 FACTORED STRUCTURE MODEL

In this section, we consider a factored structure model, where the state space is decomposed as the
Cartesian product of n individual spaces, S = S1 × S2 × · · · × Sn. For all s′ = (s′1, . . . , s

′
n) ∈ S,

s = (s1, . . . , sn) ∈ S , a ∈ A, o ∈ O, and h ∈ [H], the observation distribution and transition
probability are factorized as:

Oh(o | s) =
∏n

m=1 Oh,m(om | sm), Th(s
′ | s,a) =

∏n
m=1 Th,m(s′m | sm, am, apa(m)),

where pa(m) ⊂ [n] represents the set of agents whose actions influence the transition of agent
m. We further define pa(m) = pa(m) ∪ {m}. We assume that the local state transition of each
individual agent depends solely on the actions of other agents, with no dependency between the
states of different agents.

To represent the correlation between different agents, we introduce the following influence graph:
Definition 4.1. We define a directed graph G = (V, E), where V = {1, 2, . . . , n}, and there is
a directed edge from vertex i to vertex j for distinct vertices i, j ∈ V if and only if i ∈ pa(j).
Additionally, we assume that the maximum indegree of the graph G is d.

Additionally, for clarity in presentation, we introduce several notations from graph theory:
Definition 4.2. For each agent m ∈ [n], we define two sets: the children set ch(m) and the ancestor
set an(m). Specifically, for a vertex i ∈ [n], if there exists a directed path i = j1, j2, . . . , jl = m
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in the influence graph G, where there is a directed edge from jr to jr+1 for all r ∈ [l − 1], then
i ∈ an(m) and m ∈ ch(i). Moreover, for all m ∈ [n], we define ch(m) = {m} ∪ ch(m) and
pa(m) = {m} ∪ pa(m). We also define the complement set of ch(m) as nch(m) = [n] \ ch(m).

The factored structure of the model leads to the following property of value decomposition.
Proposition 4.1. (Value Decomposition) For all h ∈ [H] and trajectory τh = (o1,a1, . . . ,oh,ah),
the Q-function can be decomposed as follows:

Qπ(τh) =
∑n

m=1 Qm(τh,an(m)),

where we define Qm(τh,an(m)) = Eπan(m)
[
∑H

j=h rj,m(oj,m) | τh,an(m)]. In other words, the value
function can be expressed as the sum of n terms, where the m-th component depends only on the
trajectory of the agents in an(m).

For each i ∈ [n], we denote θi = (Ti,Oi, µi) as the collection of parameters representing the
transition and observation models of the i-th agent. We further use Θi to denote the set of all
possible model parameters θi. According to the factored structure condition, the joint trajectory
probability can be rewritten as the product of individual trajectory operators, where the individual
operator Pπi

θi
(τH,i | τH,pa(i)) is defined as:

Pπi

θi
(τH,i | τH,pa(i)) =

∑
s[H],i

µ(s1,i)O1,i(o1,i | s1,i)π1,i(a1,i | o1,i)

·
[∏H−1

h=1 Th,i(sh+1,i | sh,i, ah,pa(i))Oh+1,i(oh+1,i | sh+1,i)πh+1,i(ah+1,i | τh−1,i, oh,i)
]
.

(1)

We further use {θ∗i }i∈[n] to denote the model parameters of the true transition model.

4.2 ACHIEVING GLOBAL OPTIMALITY WITH FACTORED STRUCTURE

In this section, we introduce a sample-efficient algorithm (outlined in Algorithm 4.2) to achieve
global optimality under the factored structure model.

Algorithm Description: Algorithm 4.2 consists of three main steps in each episode k:

• Update policy and parameters (Line 3): We construct n distinct confidence intervals, where the
i-th confidence interval contains only the parameters of the i-th agent’s transition and observation
model. The total value function is considered as a function of the joint product policy of all agents
and the model parameters. We select model parameters θki from the i-th confidence interval, along
with a joint product policy πk, such that the value function is maximized. After selecting the
policy, we iteratively execute the following two steps for each agent i ∈ [n] to collect samples
and update the confidence intervals.

• Sample trajectories for Agent i (Lines 6-8): We sample trajectories for different agents according
to two distinct distributions. At step h, all agents initially select an action according to their
policies. For agent m ∈ [i], an observation sample is directly collected from the true model. For
the remaining agents m ∈ [n] \ [i], we denote Tk

h,m and Ok
h,m as the transition and observation

models corresponding to the parameter θk. Given that model Tk
h,m and Ok

h,m are known, agent
m samples sh+1,m ∼ Tk

h,m(· | sh,m). Subsequently, agent m collects an observation oh+1,m ∼
Ok

h+1,m(· | sh+1,m) and stores a dummy state sh+1,m for exploration in the next episode.

• Update confidence interval for agent i (Line 10): After collecting the trajectories τkm =
(ok1,m, . . . , okH,m, akH,m) for all m ∈ [n], we add the tuple (πk

i , τ
k
pa(i)) to the sample set Di. The

confidence set is then updated according to:

Bk+1
i =

{
θ̂i ∈ B1i :

∑
(πi,τpa(i))∈Di

logPπi

θ̂i
(τi | τpa(i)) ≥ max

θ′
i∈Θi

∑
(πi,τpa(i))∈Di

logPπi

θ′
i
(τi | τpa(i))− βi

}
.

(2)

That is, we include those model parameters θm for which the total log-likelihood assigned to the
data is close to the maximum possible total log-likelihood.

Technical Challenge and Insights: The dimensionality of the model grows as Ω(AnOn), since
the joint action and observation spaces expand exponentially with the number of agents. Conse-
quently, the sample complexity for estimating the model parameters is susceptible to Ω(AnOn). To
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address this challenge, we construct separate confidence intervals for estimating the different model
parameters. This approach mitigates the exponential sample complexity in n, as the dimension of
each parameter θm does not increase exponentially with n. Additionally, we employ a carefully
designed sampling procedure (outlined in lines 6–8) instead of directly sampling from the true tran-
sition model. This enables us to precisely control the statistical error in estimating the joint trajectory
probability by separately managing the statistical error of each individual trajectory operator.

Algorithm 1 OMLE for Achieving Global Optimal in Factored Structure Model

1: Initialize: B1m = {θ̂m ∈ Θm : minh σS(Om(θ̂m) ≥ α)}, Dm = {}, for all agents m ∈ [n].
2: for k = 1 . . . T do
3: Compute (θk1 , θ

k
2 , . . . , θ

k
n,π

k) = argmaxθ̂1∈Bk
1 ,θ̂2∈Bk

2 ,...,θ̂n∈Bk
n,π

V π(θ̂).
4: for i = 1 . . . , n do
5: for h = 1, . . . ,H do
6: Selects an action according to akh,m ∼ πk

h,m(· | τh−1,m, oh,m) for all m ∈ [n].
7: For agent m ∈ [i], collect observation okh+1,m from the environment.
8: For agent m ∈ [n]\[i], samples dummy state sh+1,m ∼ Tk

h,m(· | sh,m, ah,pa(m)).
9: Collect observation okh+1,m ∼ Ok

h+1,m(· | sh+1,m) for agent m ∈ [n]\[i].
10: Add (πk

i , τ
k
pa(i)) into Di, and then update Bk+1

i with eq. (2).

Theorem 4.1. For all m ∈ [n], we select bonus parameter as βm = H2(S2A|pa(m)| +
SO) log(TSAOH) + log(Tn/δ) for some constant c. Then, with probability at least 1 − δ, Al-
gorithm 4.2 guarantees that the following inequality holds.

Regret(k) =
∑k

t=1 V
π∗ − V πt ≤ Õ

(
α−2S2OAd+1

√
k(S2Ad+1 + SO)

)
,∀k ∈ [T ], (3)

where we define π∗ = argmaxπ V π , and recall that d denotes the maximum in-degree of G.
Remark 4.1. The term

√
S2Ad+1 + SO in 3 arises from the model error, while the additional

OAd+1 terms result from the statistical error related to the eluder dimension. The model dimension
of the factored model scales exponentially with d. Consequently, the regret also scales exponentially
in d, as we incur a model estimation error ofO(Ad). Notably, when d = O(1), the regret is bounded
by poly(S,AO(1), O,H, α−1, log(δ−1T )).
Theorem 4.2. (Lower Bound) For any randomized or deterministic algorithms, there exists an
instance of DEC-POMDP with a factorization structure such that the regret for achieving global
optimal is at least Ω(

√
Ad+1T ).

The regret scales as Ω(
√
Ad+1) since the model dimension scales as Ω(

√
Ad+1). Therefore, Theo-

rem 4.2 demonstrates that the dependence on the model’s dimension is unavoidable.

4.3 ACHIEVING LOCAL OPTIMALITY WITH FACTORED STRUCTURE

In this section, we derive theoretical guarantees for achieving local optimality within a factored
model. Since local optimality is a specific case of global optimality, we can directly apply Al-
gorithm 4.2 with minor modifications to achieve ϵ-local optimality with a sample complexity of
K = Õ(S4A2d+2(S2Ad+1 + SO) · poly(H)/(α4ϵ3)). However, we demonstrate that a more re-
fined analysis is possible to further improve the sample complexity. We present algorithm which
achieves local optimality with fewer samples compared to the direct application of Algorithm 4.2.

Algorithm Description: Due to space constraints, we refer the reader to Appendix D.1 for the com-
plete description of Algorithm D.1. Here, we briefly outline the core idea of the algorithm and illus-
trate the key sub-routine, emphasizing the novel contributions of our approach. Our approach entails
iteratively implementing the following procedure for each agent m ∈ [n]: we maintain the policies
of agents [n]\{m} (referred to as π−m) fixed and determine the policy π∗

m = argmaxµm
V µm,π−m .

If V π∗
m,π−m − V πm,π−m < ϵ, we terminate the entire algorithm and output the policy ⊗n

m=1πm.
Otherwise, we replace the policy of agent m with π∗

m and continue the procedure. Consequently, we
are tasked with developing a sample-efficient algorithm to obtain π∗

m = argmaxµm
V µm,π−m . We

present Algorithm D.1, which fulfills this task. The algorithm consists of two main steps, which we
now explain in detail. For clarity in the presentation, we denote ch(i) = {l1, . . . , lr} with lr = i.
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Algorithm 2 OMLE for Achieving Local Optimal Under Factored Model

1: Initialize: B1m = {θ̂m ∈ Θm : minh σS(Om(θ̂m)) ≥ α}, Dm = {} for all m ∈ ch(i),
B̃1 = {θm∈nch(i) : minh σS(Om(θm)) ≥ α,∀m /∈ ch(i)}, D̃ = {}, central agent i, policy of
other agent π−i.

2: for k = 1 . . . T do
3: Follow πnch(i) to collect trajectories τk

ch(i)
= {ok1,m, . . . , akH,m}m∈nch(i).

4: Add τknch(i) into D̃ and update confidence interval with eq. (4).

5: for k = 1 . . . T do
6: compute (θk, πk

i ) = argmax{θ̂m∈Bk
m}m∈Chl(i),θ̃i∈Θ̃i,µi

V µi,π−i(θ̂)

7: for m = 1, 2, . . . , r do
8: for h = 1, . . . ,H do
9: Agent l ∈ nch(i) take action aTh,l.

10: Select an action akh,lj ∼ πh,lj (· | τh−1,lj , oh,lj ) for all j ∈ [r − 1].
11: Select an action akh,i ∼ πk

h,i(· | τh−1,i, oh,i).
12: For agent lj with j ∈ [m],collect observation okh+1,lj

from the environment.
13: For j ∈ [r] \ [m], sample dummy state sh+1,lj ∼ Tk

h,lj
(· | sh,lj , ah,pa(lj)).

14: Collect observation okh+1,lj
∼ Ok

h+1,lj
(· | sh+1,lj ) for j ∈ [r] \ [m].

15: If m ̸= r, add (πm, τk
pa(m)∩ch(i)

, τT
pa(m)\ch(i)) to Dm.

16: Otherwise, add (πk
i , τ

k
pa(i)∩ch(i)

, τT
pa(i)\ch(i)) to Di.

17: Update confidence interval with eq. (5) for all j ∈ ch(i).
18: Output π̂ as uniform mixture of the policies π1

i , π
2
i , . . . , π

K
i .

• Estimate model parameters θnch(i) (Lines 2-4): According to the factored structure, agent m /∈
ch(i) is not influenced by the actions of agents m ∈ ch(i), and the policies of agents m /∈ ch(i)
are predetermined. Based on this observation, the key idea of our algorithm is to estimate the
model parameters θch(i) and θnch(i) separately in two loops over T episodes. For the estimation of

the model parameter θnch(i), we construct B̃ as the set of model parameters for agents m /∈ ch(i).
We then iteratively follow this process for T episodes: In the k-th episode, by executing policy
πnch(i), we collect trajectories τknch(i). Subsequently, we update the confidence interval with:

B̃k+1 =
{
θnch(i) ∈ B̃1 :

∑
τnch(i)∈D̃

log f(θ̂nch(i), τnch(i)) ≥ max
θ̂′
nch(i)

∑
τnch(i)∈D̃

f(θ̂′nch(i), τnch(i))− β̃
}
,

(4)
where ∀θnch(i), we define f(θnch(i), τnch(i)) =

∏
m/∈ch(i) P

πm

θm
(τm | τpa(m)).

• Estimate model parameters θch(i) and update policy (Lines 9-15): We proceed with another T
episodes to estimate the remaining parameters and find the optimal policy. Similar to Algo-
rithm 4.2, we construct separate confidence intervals to estimate each model parameter for the
individual agents. At the beginning of the k-th episode, we select the parameter θ̂km from the
confidence interval Bkm, the parameter θnch(i) from B̃k, and the policy for agent i that optimizes
the total value function. Next, for each m ∈ [r], we collect a joint trajectory using a similar sam-
pling procedure as in Algorithm 4.2. Specifically, at step h, agent l ∈ nch(i) takes action aTh,l,
while agent lj (with j ∈ [m]) samples actions and observations from the true environment, and
the remaining agents sample from the model corresponding to θk. Eventually, we add a sample
to each individual sample set and update the confidence intervals with:

Bk+1
j =

{
θ̂j ∈ B1j :

∑
(πj ,τpa(j))∈Dj

logPπj

θ̂j
(τj | τpa(j)) ≥ max

θ′
j∈Θj

∑
(πj ,τpa(j))∈Dj

logPπj

θ′
j
(τj | τpa(j))− βj

}
.

(5)
Theorem 4.3. We define bonus parameter in eq. (15). Then, with probability at least 1−δ, Algorithm
D.1 terminates within 4H/ϵ steps of the while loop, and outputs an ϵ−approximate local optimal

7
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(a) Original graph G (b) Induced by ch(1) (c) Induced by ch(2) (f) Induced by ch(3)

(d) Induced by ch(4) (e) Induced by ch(5) (g) Induced by ch(6) (h) d = 3

Figure 1: An example illustrating the sample complexity of Algorithm D.1. For each m ∈ V , we
highlight the subgraph induced by ch(m) in green. It can be observed that maxm∈[n] dm = 1.

policy. The total number of episodes is at most

K = Õ
(∑n

m=1 S
4O2A2dm+2(S2Ad+1 + SO) · poly(H)/(α4ϵ3)

)
.

where we use dm to denote the maximum in-degree of the sub-graph induced by ch(m), and we
naturally have dm ≤ d.

Technical Insights: The novelty of Algorithm D.1 compared to Algorithm 4.2 lies in its care-
ful utilization of the structural properties. Specifically, since only the policy of the central agent
(denoted as i) varies across episodes, and the trajectory probability of agents m /∈ ch(i) remains un-
affected by this variation, we can pre-estimate the model parameters θnch(i). Finally, we proceed
to estimate θch(i), where we adopt a similar sampling method as in Algorithm 4.2 and achieve
a sample complexity that is exponential only in dm, rather than in d. If we were to directly
apply Algorithm 4.2 by adjusting the parameter and policy selection to (θk1 , θ

k
2 , . . . , θ

k
n, π

k
m) =

argmaxθ̂1∈Bk
1 ,θ̂2∈Bk

2 ,...,θ̂n∈Bk
n,πm

V πm,π−m(θ̂), while keeping the other proceduresd unchanged, the

total number of required episodes would be K = Õ(S4A2d+2(S2Ad+1 + SO) · poly(H)/(α4ϵ3)).
Thus, Algorithm D.1 significantly reduces the sample complexity needed to achieve an ϵ-
approximate locally optimal policy. To illustrate this improvement, we provide an example in Figure
1. In this example, Algorithm D.1 requires a sample complexity of O(A8), whereas applying Algo-
rithm 4.2 directly would result in a sample complexity of O(A12).

4.4 APPLICATION: POMDP WITH KNAPSACK CONSTRAINTS

As a minor extension, we demonstrate the applicability of our approach to a specific problem do-
main: POMDP with knapsack constraints, akin to the example in (Chen et al., 2020). We consider
a POMDP with a budget M ∈ Rd. At each time step h, the agent incurs a cost vector Ch, and the
total budget updates to Mh+1 = Mh−Ch. We model the transition of each budget component i as
Mh+1,i ∼ Th,M(· |Mh,i, oh, ah). The episode terminates when any budget component reaches 0.

influential graph

We formulate this problem as a factored DEC-POMDP with d+1 agents,
treating the budgets as observations of d dummy agents. Consequently,
Algorithm 4.2 can be directly applied. However, since the budgets are
directly observed, there are still opportunities for improvement. We es-
timate the transition Th,B using a confidence interval approach akin to
UCB-VI (Azar et al., 2017), and we can achieve a sharper bound. Due
to the space limit, we defer the complete discussion to Appendix F.

5 LEARNING DEC-POMDP WITH MEMORYLESS POLICY

In this section, we focus on the setting where agents adopt memoryless policies. Namely, each
agent select her action base solely on her current observation. We define the policy class as
{{⊗n

m=1πh,m}h∈[H] | πh,m : Om → ∆(Am)}. Notably, our results can be readily extended to set-
tings where agents consider observations and actions from the preceding L steps. In such cases, the
policy class broadens to {{⊗n

m=1πh,m}h∈[H] | πh,m : (Om ×Am)min(h,L)−1 ×Om → ∆(Am)}.

8
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5.1 ACHIEVING LOCAL OPTIMALITY WITH MEMORYLESS POLICY

We utilize a framework similar to that described in Section 4.3. Specifically, we iteratively update
the policy of the mth agent using π∗

m = argmaxµm
V µm,π−m and terminate the procedure when

further updates no longer produce a significant increase in the total value function. Our remaining
task is to develop a sample-efficient method to obtain π∗

m = argmaxµm
V µm,π−m given π−m, for

all m ∈ [n]. We present Algorithm 5.1, which addresses this task. Due to space constraints, a
detailed description of the complete algorithm is provided in Appendix E.1 (Algorithm E.1).

Algorithm Description: For each agent m ∈ [n], the parameter set θm represents the model pa-
rameters of the joint probability distribution of trajectories for the m-th agent and the i-th agent.
We denote Pπi

θi
(τi) as the probability of the trajectory for the i-th agent and Pπi,πm

θm
(τi, τm) as the

joint probability of trajectories for the i-th and m-th agents, given the underlying DEC-POMDP
with parameters θ = (θ1, . . . , θn). The formal definition is provided in Appendix E.1 (Equation
equation 18). With these definitions, we now proceed to explain Algorithm 5.1 in detail.

• Update policy and parameters (Lines 3-4): We denote the value functions V
πi,π−i

i (θi) and
V

πi,π−i
m (θm) for all m ∈ [n] \ {i} as:

V
πi,π−i

i (θi) =
∑

τi
Pπi

θi
(τi)
(∑H

h=1 rh,i(oh,i)
)
,

V πi,π−i
m (θm) =

∑
τm,τi

Pπi,πm

θm
(τm, τi)

(∑H
h=1 rh,m(oh,m)

)
.

The observation probabilities {Oh,m}Hh=1 and the transition probabilities {Th,m}Hh=1 corre-
sponding to the real model θm = θ∗m are defined as per Equations equation 19 and equa-
tion 20 in Appendix E.1. In this context, the value function can be decomposed as V π =∑n

m=1 V
πi,π−i
m (θ∗m). Thus, we decompose the value function into n distinct terms, each de-

pending solely on the parameter θm. For each m ∈ [n], we select θkm ∈ Bkm as the optimal
parameter that maximizes V πi,π−i

m (θm). We then determine the policy πk
i as the optimal policy

that maximizes the total value function. Subsequently, we use the policy πk = (πk
i , π−i) to

collect a trajectory τ k = (ok
1 ,a

k
1 , . . . ,o

k
H ,akH).

• Construct Confidence Intervals (Lines 5-6): We construct n different confidence intervals to
estimate the n model parameters separately. For each agent m ∈ [n] \ {i}, we add the newly
collected policy-trajectory pair (πk

i , τ
k
i , τ

k
m) to the dataset Dm. Similarly, for agent i, we add

the policy-trajectory pair (πk
i , τ

k
i ) to the dataset Di. Subsequently, we update each of the n

confidence intervals separately according to the following equations for agent i and m ∈ [n]\{i}:

Bk+1
i =

{
θ̂i ∈ B1i :

∑
(πi,τi)∈Di

logPπi

θ̂i
(τi) ≥ max

θ′
i∈Θi

∑
(πi,τi)∈Di

logPπi

θ′
i
(τi)− βi

}
Bk+1
m =

{
θ̂m ∈ B1m :

∑
(πi,τi,τm)∈Dm

logPπi,πm

θ̂m
(τi, τm) ≥ max

θ′
m∈Θm

∑
(πi,τi,τm)∈Dm

logPπi,πm

θ′
m

(τi, τm)− βm

}
(6)

Technical Challenge and Novelty: To showcase our novel approach, we highlight the challenges in
developing a sample-efficient algorithm to find π∗

m = argmaxµm
V µm,π−m with given π−m, along

with our solutions to these challenges:

1. In DEC-MDPs, given π−m, the model reduces to a single-agent problem with action space Am.
However, this reduction does not apply to DEC-POMDPs, precluding the use of single-agent
algorithms for sample-efficient guarantees as in MDP setting.

2. Another challenge arises from the exponential growth of the joint action and observation space
with the number of agents, resulting in a model dimension that scales as O(AnOn). Conse-
quently, constructing a single confidence interval to estimate the model parameters leads to a
sample complexity of O(AnOn).

We overcome the technical challenges by assigning a parameter for the trajectory probability of each
agent, subsequently estimating and updating these parameters with separate confidence intervals.
Since the dimension of parameter θm (m ∈ [n]) is at most H(S2A2O2 + SO2) + S, we achieve an
ϵ-approximate local optimum with a sample complexity that avoids exponential scaling in n.
Theorem 5.1. Let the central agent for Algorithm 5.1 be agent i. We define the bonus parameter
as eq. (17). Then, with a probability of at least 1 − δ, Algorithm E.1 terminates within 4H/ϵ steps
of the while loop and outputs an ϵ-approximate local optimal policy. The total number of episodes
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Algorithm 3 OMLE for memoryless policy
1: Input: Central agent i, and the policy for agent [n] \ {i}, π1, π2, . . . , πi−1, πi+1, . . . , πn.
2: Initialize: B1i = {θ̂i ∈ Θi : minh σS(Oi(θ̂i) ≥ α)}, B1m = {θ̂m ∈ Θm : minh σS(Om(θ̂m) ≥

α \
√
O)} for all m ∈ [n] \ {i}. Set Dm = {}, for all agents m ∈ [n].

3: for k = 1 . . . T do
4: Compute (θk1 , θ

k
2 , . . . , θ

k
n, π

k
i ) = argmaxθ̂1∈Bk

1 ,θ̂2∈Bk
2 ,...,θ̂n∈Bk

n,πi

∑n
m=1 V

πi,π−i
m (θ̂m).

5: Follow πk to collect a trajectory τ k = (ok
1 ,a

k
1 , . . . ,o

k
H ,akH).

6: Add (πk
i , τ

k
i , τ

k
m) into Dm for m ∈ [n] \ {i} and add (πk

i , τ
k
i ) into Di.

7: Update Bk+1
i and Bk+1

m for all m ∈ [n] \ {i} with eq. (6).
8: Output π̂, which is selected uniformly from the policies π1

i , π
2
i , . . . , π

T
i .

played by Algorithm E.1 is at most

K = Õ
(
S4O4A4(S2A2O2 + SO2) · poly(H)/(α4ϵ3)

)
.

Remark 5.1. In a commonly studied model (where agents adopt memoryless policies), we derive
an algorithm capable of achieving an ϵ-approximate local optimal policy for DEC-POMDPs. Im-
portantly, the sample complexity of this algorithm does not scale exponentially with n.

Moreover, since DEC-POMDPs can be seen as a special case of a partially observable version of a
Markov potential game, our framework extends to the analysis of achieving Nash equilibrium within
this partially observable version.

5.2 HARDNESS RESULT FOR ACHIEVING GLOBAL OPTIMALITY

In addition to local optimality, we now explore the attainment of global optimality with memoryless
policies. However, the following theorem reveals that, without additional assumptions on the model,
deriving an algorithm to achieve global optimality with regret not exponential in n is unattainable.

Theorem 5.2. For any randomized or deterministic algorithms, there exists an instance of DEC-
MDP with horizon H = 2 wherein the regret scales at least as O(

√
AnT ). This result underscores

the limitation of achieving sample efficiency in algorithms for DEC-POMDP without imposing as-
sumptions on the transition model, either when agents adopt memoryless policies.

6 CONCLUSION AND DISCUSSION

Conclusion and Summary: This work introduces a sample-efficient algorithm and provides the-
oretical guarantees for DEC-POMDPs. Theorem 5.2 highlights the challenges associated with de-
veloping sample-efficient algorithms for DEC-POMDPs without making any assumptions about the
model. Consequently, our focus shifts towards identifying such algorithms under specific condi-
tions rather than for the general model. Initially, we present a sample-efficient algorithm for a
commonly studied scenario where agents utilize memoryless policies. Furthermore, inspired by em-
pirical methods that leverage value decomposition to address exponential complexity, we propose
a factored structural model as a sufficient condition for value decomposition and derive a sample-
efficient algorithm based on this assumption. This analysis provides a theoretical foundation for the
empirical strategies currently employed.

Open Directions: One open question is whether it is possible to derive a sample-efficient algorithm
that achieves local optimality without imposing any assumptions on the model. When Algorithm 5.1
is applied to a full-memory setting, the sample complexity upper bound scales as O(AH). In con-
trast, applying the vanilla OMLE algorithm from Liu et al. (2022a) results in a sample complexity
of O(An). Therefore, it remains an open problem to determine whether a lower bound on sample
complexity can scale asO(Amin{H,n}), or if it is possible to overcome the multi-agent curse without
imposing assumptions on the model. Another avenue for future research is to explore whether addi-
tional reasonable assumptions about the model could facilitate the development of sample-efficient
algorithms. We leave these directions for future investigation.
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Liu, Q., Szepesvári, C. and Jin, C. (2022b). Sample-efficient reinforcement learning of partially ob-
servable markov games. Advances in Neural Information Processing Systems, 35 18296–18308.

Liu, X. and Zhang, K. (2023). Partially observable multi-agent rl with (quasi-) efficiency: the bless-
ing of information sharing. In International Conference on Machine Learning. PMLR.

Lusena, C., Goldsmith, J. and Mundhenk, M. (2001). Nonapproximability results for partially ob-
servable markov decision processes. Journal of artificial intelligence research, 14 83–103.

Mannor, S. and Tsitsiklis, J. N. (2004). The sample complexity of exploration in the multi-armed
bandit problem. Journal of Machine Learning Research, 5 623–648.

Mao, W., Zhang, K., Yang, Z. and Başar, T. (2023). Decentralized learning of finite-memory policies
in dec-pomdps. IFAC-PapersOnLine, 56 2601–2607.

Mondal, W. U., Agarwal, M., Aggarwal, V. and Ukkusuri, S. V. (2022). On the approximation of
cooperative heterogeneous multi-agent reinforcement learning (marl) using mean field control
(mfc). Journal of Machine Learning Research, 23 1–46.

Mossel, E. and Roch, S. (2005). Learning nonsingular phylogenies and hidden markov models. In
Proceedings of the thirty-seventh annual ACM symposium on Theory of computing.

Oliehoek, F. A., Spaan, M. T. J. and Vlassis, N. (2008a). Optimal and approximate q-value functions
for decentralized pomdps. Journal of Artificial Intelligence Research, 32 289–353.
http://dx.doi.org/10.1613/jair.2447

Oliehoek, F. A., Spaan, M. T. J., Whiteson, S. and Vlassis, N. (2008b). Exploiting locality of in-
teraction in factored dec-pomdps. In Proceedings of the 7th International Joint Conference on
Autonomous Agents and Multiagent Systems - Volume 1. AAMAS ’08, International Foundation
for Autonomous Agents and Multiagent Systems, Richland, SC.

Osband, I. and Van Roy, B. (2014). Near-optimal reinforcement learning in factored mdps. Ad-
vances in Neural Information Processing Systems, 27.

Papadimitriou, C. H. and Tsitsiklis, J. N. (1987). The complexity of markov decision processes.
Mathematics of operations research, 12 441–450.

12

http://dx.doi.org/10.1613/jair.2447


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Pasztor, B., Bogunovic, I. and Krause, A. (2021). Efficient model-based multi-agent mean-field
reinforcement learning. arXiv preprint arXiv:2107.04050.

Qiu, D., Wang, J., Dong, Z., Wang, Y. and Strbac, G. (2022). Mean-field multi-agent reinforcement
learning for peer-to-peer multi-energy trading. IEEE Transactions on Power Systems, 38 4853–
4866.

Rashid, T., Samvelyan, M., de Witt, C. S., Farquhar, G., Foerster, J. and Whiteson, S. (2018). Qmix:
Monotonic value function factorisation for deep multi-agent reinforcement learning.

Strehl, A. L., Diuk, C. and Littman, M. L. (2007). Efficient structure learning in factored-state mdps.
In AAAI, vol. 7.

Sunehag, P., Lever, G., Gruslys, A., Czarnecki, W. M., Zambaldi, V., Jaderberg, M., Lanctot, M.,
Sonnerat, N., Leibo, J. Z., Tuyls, K. and Graepel, T. (2017). Value-decomposition networks for
cooperative multi-agent learning.

Tian, Y., Qian, J. and Sra, S. (2020). Towards minimax optimal reinforcement learning in factored
markov decision processes. Advances in Neural Information Processing Systems, 33 19896–
19907.

Uehara, M., Sekhari, A., Lee, J. D., Kallus, N. and Sun, W. (2022). Provably efficient reinforcement
learning in partially observable dynamical systems. Advances in Neural Information Processing
Systems, 35 578–592.

Uehara, M., Sekhari, A., Lee, J. D., Kallus, N. and Sun, W. (2023). Computationally efficient pac rl
in pomdps with latent determinism and conditional embeddings. In International Conference on
Machine Learning. PMLR.

Wang, J., Ren, Z., Liu, T., Yu, Y. and Zhang, C. (2021). Qplex: Duplex dueling multi-agent q-
learning.

Wang, L., Cai, Q., Yang, Z. and Wang, Z. (2022). Embed to control partially observed systems:
Representation learning with provable sample efficiency. arXiv preprint arXiv:2205.13476.

Wang, Y., Liu, Q., Bai, Y. and Jin, C. (2023). Breaking the curse of multiagency: Provably efficient
decentralized multi-agent rl with function approximation. In The Thirty Sixth Annual Conference
on Learning Theory. PMLR.

Xu, Z. and Tewari, A. (2020). Reinforcement learning in factored mdps: Oracle-efficient algorithms
and tighter regret bounds for the non-episodic setting. Advances in Neural Information Processing
Systems, 33 18226–18236.

Yang, Y., Luo, R., Li, M., Zhou, M., Zhang, W. and Wang, J. (2018). Mean field multi-agent rein-
forcement learning. In International conference on machine learning. PMLR.

Zhang, H., Ren, T., Xiao, C., Schuurmans, D. and Dai, B. (2023). Provable representation with effi-
cient planning for partially observable reinforcement learning. arXiv preprint arXiv:2311.12244.
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A ADDITIONAL RELATED WORK

Learning POMDPs Learning partially observable Markov decision processes (POMDPs)
presents significant challenges due to the lack of the Markov property in observations and the depen-
dence of policies on the full observation history. This complexity is underscored by lower bounds,
such as those established by Mossel and Roch (2005) and Krishnamurthy et al. (2016), which show
exponential complexity in the horizon for learning near-optimal policies in POMDPs. Given the dif-
ficulty of learning POMDPs in the general case, recent research has explored learning under various
structural conditions. Some works, like Jin et al. (2020) and Liu et al. (2022a), have investigated
weakly revealing conditions, while others, such as Cai et al. (2022) and Wang et al. (2022), have
focused on low-rank POMDPs. Efroni et al. (2022) and Zhang et al. (2023) have delved into learn-
ing under decodable conditions, while Uehara et al. (2022) and Uehara et al. (2023) have proposed
algorithms for learning with memoryless policies and deterministic transition models, respectively.
Chen et al. (2022) have introduced the B-stability condition as a comprehensive framework that en-
compasses previous structural conditions. In our work, we demonstrate our results under a weakly
revealing condition akin to that of Jin et al. (2020) and Liu et al. (2022a). However, it’s important to
note that our framework can be extended to incorporate other conditions proposed in previous works,
such as the B-stability condition introduced by Chen et al. (2022). This flexibility underscores the
applicability and generality of our approach within the broader landscape of learning POMDPs.

Learning POMGs Liu et al. (2022b) present the OMLE algorithm for finding approximate
Nash equilibria, correlated equilibria, as well as coarse correlated equilibrium of weakly revealing
POMGs in a polynomial number of samples, particularly when the number of agents is small. On a
related note, Liu and Zhang (2023) develop a partially observable multi-agent reinforcement learn-
ing (MARL) algorithm that is both statistically and computationally quasi-efficient, incorporating
information sharing under the general framework of partially observable stochastic games.

Learning MDPs and POMDPs with Specific Structures We consider a factorized structure
model in this work. In the context of factored MDPs, Osband and Van Roy (2014) first proposed the
factored MDP model and introduced PSRL and UCRL-style algorithms with near-optimal Bayesian
and frequentist regret bounds. Xu and Tewari (2020) extended the results of Osband and Van Roy
(2014) to the infinite horizon setting. Tian et al. (2020) applied the UCBVI algorithm (Azar et al.,
2017) to the factored MDP framework, while Chen et al. (2020) further refined the approach by
applying the UCB-VI algorithm and developing the FMDP-BF algorithm, which achieves a sharper
bound compared to Tian et al. (2020). Additionally, Chen et al. (2020) introduced reinforcement
learning with knapsack constraints as an example of factored MDPs. Diuk et al. (2009) proposes an
algorithmic framework based on the KWIK principle for learning probabilistic concepts, and applies
this framework to reinforcement learning in factored models. The authors provide empirical insights
that suggest more efficient algorithms can be derived when restricted to factored structure models.
Strehl et al. (2007) addresses the reinforcement learning problem in factored MDPs and proposes an
efficient algorithm leveraging dynamic Bayesian networks (DBNs). Chakraborty and Stone (2011)
studies factored-state MDPs and aims to develop an algorithm that guarantees a return close to the
optimal in factored MDPs. Since factored-state MDPs are a special case of Markov chains, they
utilize the properties of ergodic stochastic processes to analyze factored MDPs.

In terms of POMDPs, several prior studies have explored POMDPs with specific factored structures.
For example, Katt et al. (2018) introduced the Factored Bayes-Adaptive POMDP model, along with
a method to learn both the factorization and the model parameters simultaneously. Guestrin et al.
(2001) demonstrated that, for factored POMDPs, the value function can be represented as a linear
combination of basis functions, enabling the derivation of an efficient algorithm by leveraging the
decomposition of the value function. Similar to our setting, several previous studies have examined
factor structures in DEC-POMDPs. For instance, Oliehoek et al. (2008b) analyzed general factored
DEC-POMDPs, focusing on the model’s dependencies over space and time, and formulated decom-
posable value functions.

The aforementioned works primarily focus on analyzing the state structure of POMDPs. Beyond
considering POMDPs with specific state structures, Altabaa and Yang (2024) investigated the role
of information structure, which describes how events in the system occurring at different points in
time influence each other. Altabaa and Yang (2024) also provided an upper bound on the sample
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complexity for learning a general sequential decision-making problem with a directed acyclic graph
(DAG) information structure.

Learning with Memoryless Policies Since learning POMDPs is known to be PSPACE-complete,
many works focus on developing algorithms to learn optimal memoryless policies, which can be
viewed as a special case of general POMDPs. Kara and Yuksel (2022) studied learning optimal
memoryless policies for POMDPs by approximating the belief model through discretizing the belief
space. Kara and Yüksel (2023) provided convergence analysis for a Q-learning algorithm tailored
to POMDPs with memoryless policies.

Learning Multi-agent System: In multi-agent reinforcement learning (MARL), the action space
grows exponentially with the number of agents, making it crucial to derive algorithms whose sam-
ple complexity is not exponential in the number of agents—a challenge commonly referred to as
breaking the curse of multi-agency. Daskalakis et al. (2023); Jin et al. (2021) derive sample-efficient
algorithms with non-exponential sample complexity, while Wang et al. (2023); Cui et al. (2023)
further generalize this approach to settings with linear function approximation. Another method to
address the exponential growth of the action space is the mean-field approach, which assumes that
each agent’s decision is influenced by the mean field (i.e., the average behavior of other agents)
rather than by the individual actions of each agent. Previous work utilizing the mean-field method to
tackle exponential growth in multi-agent RL includes Yang et al. (2018); Pasztor et al. (2021); Qiu
et al. (2022). Gu et al. (2021) demonstrates that if all agents are homogeneous and exchangeable,
mean-field control can provide a good approximation to an N -agent problem. Similarly, Mondal
et al. (2022) provides a comparable approximation for a K-class of heterogeneous agents. In con-
trast to the mean-field method, we adopt a similar approach of optimizing the performance of a
single agent while considering the overall effect of others. This allows the optimization problem to
be approximated as a single-agent problem, thereby mitigating the exponential growth of the action
space in the environment.

B PROOF OF THEOREM 3.1

Theorem B.1. For any randomized or deterministic algorithms, there exists an instance of DEC-
MDP wherein the regret scales at least as Ω(

√
AnT ).

Proof. The proof for Theorem 3.1 proceeds straightforwardly. We consider a two-step DEC-MDP,
commencing from an initial state s1. For all s ∈ S, we assume the reward function satisfies
rh,1(s) = rh,2(s) = · · · = rh,n(s) for all h ∈ [2]. Consequently, the entire DEC-MDP reduces
to a multi-armed bandit problem. By leveraging a classic result on the lower bound of regret for
the multi-armed bandit problem (Mannor and Tsitsiklis, 2004), it follows that for any randomized
or deterministic algorithm, there exists an instance of the multi-arm bandit problem such that the
regret is at least O(

√
ÃT ), where Ã denotes the number of arms. Consequently, for any random-

ized or deterministic algorithm, there exists an instance of DEC-MDP such that the regret is at least
O(
√
AnT ).

C SUPPLEMENTARY DETAILS FOR SECTION 4.2

C.1 PROOF FOR THEOREM 4.1

In this section, we present the proof of Theorem 4.1. To ensure clarity, we begin by defining several
notations that will be useful throughout the proof.

Definition C.1. For all (m, i) ∈ [n] × [T ], θm ∈ Θm, and any policy πm of agent m, we denote
fm(θm, πm) as fm(θm, πm) = Pπm

θm
(τm | {τr}r∈pa(m)). Additionally, we use f̃ i

m(θm, πm) to

denote f̃ i
m(θm, πm) = Pπm

θm,m

(
τ im |

{
τ ir
}
r∈pa(m)

)
.
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Lemma C.1. For all (θm, t) ∈ Θm × [T ] and agent m ∈ [n], the folllowing inequality holds with
probability at least 1− δ:

t∑
i=1

log
(
f̃ i
m(θm, πm)/f̃ i

m (θ⋆m, πm)
)
≤ βm,

where we define bonus term βm = c(H2(S2A|pa(m)|+1 + SO) log(TSAOH) + log(Tn/δ)) for
some absolute constant c.

Proof. Initially, we can view Θm as a subset of Rdm with dm = H(S2A|pa(m)| + SO) + S. We
denote θm as the optimistic ϵ−discretelization of θm, so that θ̄m,i = ⌈θm,i/ϵ⌉× ϵ for all coordinates
i. Selecting ϵ ≤ 1/(c(S +O +A)HTOHAH), we obtain the folllowing relationship:

fm(θ̄m, πm) ≥ fm(θm, πm),
∣∣fm(θ̄m, πm)− fm(θm, πm)

∣∣ ≤ 1/(TOHAH).

The inequalities holds for all trajectories τH,m ∈ (Om × Am)H . We use Θ̄m to represent the
collections of all such θ̄m, then, the log-cardinality of Θ̄m is bounded by

log
∣∣Θ̄m

∣∣ ≤ O (H2
(
S2A|pa(m)|+1 + SO

)
log(TSAOH)

)
.

In the folllowing step, we aim to apply Markov inequality to bound the folllowing expectation:
E[exp(

∑t
i=1 log(f̃

i
m(θ̄m, πm)/f̃ i

m (θ⋆m, πm)))]. We denote Et[·] = E
[
· | {πi, τ i}t−1

i=1 ∪ {πt}
]
. We

then have

E

[
exp

(
t∑

i=1

log
(
f̃ i
m

(
θ̄m, πi

m

)
/f̃ i

m

(
θ⋆m, πi

m

)))]

=E

[
exp

(
t−1∑
i=1

log
(
f̃ i
m

(
θ̄m, πi

m

)
/f̃ i

m

(
θ⋆m, πi

m

)))
· Et

[
exp

(
log
(
f̃ t
m(θ̄m, πt

m)/f̃ t
m(θ⋆m, πt

m)
))]]

=E

[
exp

(
t−1∑
i=1

log
(
f̃ i
m

(
θ̄m, πi

m

)
/f̃ i

m

(
θ⋆m, πi

m

)))
· Et

(
f̃ t
m(θ̄m, πt

m)/f̃ t
m(θ⋆m, πt

m)
)]

(7)

According to the Definition C.1, we further have

Et

(
f̃ t
m(θ̄m, πt

m)

f̃ t
m(θ⋆m, πt

m)

)
= Et

∑
τH

fm
(
θ̄m, πt

m

)m−1∏
j=1

fj
(
θ⋆j , π

t
j

) n∏
j=m+1

fj
(
θtj , π

t
j

) ≤ (1 + 1

T

)
.

(8)

We insert eq. (8) back into eq. (7), and we can obtain that

E

[
exp

(
t∑

i=1

log
(
f̃ i
m

(
θ̄m, πm

)
/f̃ i

m (θ⋆m, πm)
))]

≤ e.

We then use Markov inequality and take a union bound for all (θ̄m, t) ∈ Θ̄m× [T ] and m ∈ [n], and
we can conclude that the following event holds with probability at least 1− δ for all m ∈ [n]:

max
(θ̄m,t)∈Θ̄m×[T ]

t∑
i=1

log
(
f̃ i
m(θ̄m, πm)/f̃ i

m (θ⋆m, πm)
)
≤ βm,

According to the definition of optimistic discretization, we obtain that the following inequality holds
with probability at least 1− δ for all m ∈ [n]:

max
(θm,t)∈Θ̄m×[T ]

t∑
i=1

log
(
f̃ i
m(θm, πm)/f̃ i

m (θ⋆m, πm)
)
≤ βm,
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Lemma C.2. There exists a universal constant c such that for any δ ∈ (0, 1], with probability at
least for all t ∈ [T ] and all θm ∈ Θm, m ∈ [n], it holds that

t∑
i=1

∑
τ

∣∣fm (θm, πi
m

)
− fm

(
θ⋆m, πi

m

)∣∣ [m−1∏
l=1

fl
(
θ⋆l , π

i
l

)] n∏
j=m+1

fl
(
θij , π

i
j

)2

≲

(
t∑

i=1

log
(
f̃ i
m

(
θ⋆m, πi

m

)
/f̃ i

m

(
θm, πi

m

))
+ βm

)

Proof. We define tangent trajectory sample τ̂ i that satisfies τ̂ i ∼
∏m

i=1 P
πk
i

θ∗,i
∏n

j=m+1 P
πk
j

θk
j ,j

but are

independent with τ i. With similar analysis as Lemma 15 of Liu et al. (2022a), we obtain that

E

[
exp

(
t∑

i=1

1

2
log

(
f̃ i
m

(
θ̄m, πi

m

)
f̃ i
m (θ⋆m, πi

m)

)
− logE

[
exp

(
1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

))∣∣∣∣∣Em
])]

= 1,

where for all (θm,m) ∈ Θm × [n], we denote f̂ i
m(θm, πi

m) as f̂ i
m(θm, πi

m) = Pπi
m

θm,m(τ im |
{τ ir}r∈pa(m)), and we denote Em, Êm as Em = {(πi, τ i)}ti=1, Êm = {(πi, τ̂ i)}ti=1. With Cher-
noff’s method, we can obtain that with probability at least 1− δ, for all θ̄m ∈ Θ̄m we have

− logEÊm

[
exp

(
t∑

i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

))∣∣∣∣∣Em
]
≤ −

t∑
i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

)
+ βm.

(9)

Then, we apply elementary inequality − log x ≥ 1− x, and we can obtain that

− logEÊm

[
exp

(
t∑

i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

)) ∣∣∣∣∣ Em
]

=−
t∑

i=1

logE
τ∼

(∏m
l=1 P

πi
l

θ∗
l
,l

)(∏n
j=m+1 P

πi
j

θi
j
,j

)
√fm

(
θ̄m, πi

m

)
fm (θ⋆m, πi

m)


≥

t∑
i=1

1− E
τ∼

(∏m
l=1 P

πi
l

θ∗
l
,l

)(∏n
j=m+1 P

πi
j

θi
j
,j

)
√fm

(
θ̄m, πi

m

)
fm (θ⋆m, πi

m)


=

t∑
i=1

1−
∑
τ

√
fm
(
θ̄m, πi

m

)
· fm (θ⋆m, πi

m)

[
m−1∏
l=1

fl
(
θ⋆l , π

i
l

)] n∏
j=m+1

fj
(
θij , π

i
j

) .

To continue, we aim to achieve the lower bound for the following term of interest:

− logEÊm

[
exp

(
t∑

i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

)) ∣∣∣∣∣ Em
]
+

1

2
.

We have the folllowing inequalities:

− logEÊm

[
exp

(
t∑

i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi

m

)
f̂ i
m (θ⋆m, πi

m)

)) ∣∣∣∣∣ Em
]
+

1

2

≥
t∑

i=1

1−
∑
τ

√
fm
(
θ̄m, πi

m

)
· fm (θ⋆m, πi

m)

[
m−1∏
l=1

fl
(
θ⋆l , π

i
l

)] n∏
j=m+1

fj
(
θij , π

i
j

)+
1

2

≥1

2

t∑
i=1

∑
τ


√√√√√[m−1∏

l=1

fl
(
θ⋆l , π

i
l

)]
fm
(
θ̄m, πi

m

) n∏
j=m+1

fj
(
θij , π

i
j

)−
√√√√√[ m∏

l=1

fl
(
θ⋆l , π

i
l

)] n∏
j=m+1

fj
(
θij , π

i
j

)


2

.
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With elementary calculation, we have

− logEÊm

[
exp

(
t∑

i=1

1

2
log

(
f̂ i
m

(
θ̄m, πi
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2
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(
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(
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)+

√√√√√[ m∏
l=1

fl
(
θ⋆l , π
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i
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2


We then apply Cauchy-Schawarz inequality, and we arrive at
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[
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(
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i
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− 1

2

(10)
We insert eq. (10) back into eq. (9), and we obtain that there exist a universal constant c such that
for any δ ∈ (0, 1], with probability at least 1− δ for all t ∈ [T ], m ∈ [n], and all θm ∈ Θm, it holds
that

t∑
i=1

∑
τ

∣∣fm (θm, πi
m

)
− fm

(
θ⋆m, πi

m
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(
θ⋆l , π

i
l
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(
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i
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≲

(
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log
(
f̃ i
m

(
θ⋆m, πi

m

)
/f̃ i

m

(
θm, πi

m

))
+ βm

)

We combine this result with the update rule of Algorithm 4.2.

Corollary C.1. With probability at least 1 − δ, for all k ∈ [K], m ∈ [n], the following inequality
holds.

k−1∑
t=1

∑
{τH,r}r∈[n]

∣∣fm (θkm, πt
m

)
− fm

(
θ⋆m, πt

m

)∣∣ [m−1∏
l=1

fl
(
θ⋆l , π

t
l

)] n∏
j=m+1

fj
(
θtj , π

t
j

) ≲
√
βmk.

According to Lemma C.2 and Lemma D.1, with probability at least 1− δ, for all k ∈ [K], m ∈ [n],
the following inequality holds.

k−1∑
t=1

 ∑
{τH,r}r∈[n]

∣∣fm (θkm, πt
m

)
− fm

(
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t
l

)] n∏
j=m+1
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(
θtj , π

t
j

)2

≲ βm.

We apply Cauchy-Schawarz inequality, and we can obtain that

k−1∑
t=1

∑
{τH,r}r∈[n]

∣∣fm (θkm, πt
m

)
− fm

(
θ⋆m, πt
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t
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(
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Definition C.2. For all (m,h, k) ∈ [n]× [H]× [T ], we define the matrix notations M⋆
h,m ∈ RO×O

and Mk
h,m ∈ RO×O as follows:

M⋆
0,m = O⋆

1,mµ⋆
m ∈ RO, Mk

0,m = Ok
1,mµk

m ∈ RO,

M⋆
h,m(om, am, {ar}r∈pa(m)) = O⋆

h+1,mT⋆
h,m,am,{ar}r∈pa(m)

· diag
(
O⋆

h,m(om | ·)
) (

O⋆
h,m

)† ∈ RO×O,

Mk
h,m(om, am, {ar}r∈pa(m)) = Ok

h+1,mTk
h,m,am,{ar}r∈pa(m)

· diag
(
Ok

h,m(om | ·)
) (

Ok
h,m

)† ∈ RO×O,

where {O⋆
h,m}(h,m)∈[H]×[n] and {T⋆

h,m,am,{ar}r∈pa(m)
}(h,m)∈[H]×[n] denote the observation and

transition matrices corresponding to the true transition model, and {Ok
h,m}(h,m)∈[H]×[n] and

{Tk
h,m,am,{ar}r∈pa(m)

}(h,m)∈[H]×[n] denote the observation and transition matrices correspond-

ing to model parameter θkm for all k ∈ [T ]. When no confusion arises, we simplify
the notation by using M⋆

h,m to represent M⋆
h,m(om, am, {ar}r∈pa(m)) and Mk

h,m to represent
Mk

h,m(om, am, {ar}r∈pa(m)).

Since marginalizing two distribution will not increase their TV distance, so for all (k, h) ∈ [K] ×
[H − 1], we have the following corollary.
Corollary C.2. With probability at least 1−δ, for all (k, h) ∈ [T ]×[H−1], the following inequality
holds true.

k−1∑
t=1

∑
τh

πt
m(τh,m)

∥∥∥∥∥
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h∏
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Mk
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 ≲
√

kβm.

Lemma C.3. With probability at least 1− δ, for all (k, h,m) ∈ [T ]× [H − 1]× [n],
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Proof. We intend to bound the following term:
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
We initially have the following decomposition:∥∥∥∥∥(Mk
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According to the result in Corollary C.2, we obtain that
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(11)
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According to the definition of matrix operator, we have
k−1∑
t=1

∑
τh

πt
m(τh,m)
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h,m
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1
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 ≲
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(12)

We combine eq. (11) and eq. (12), and we enventually arrive at:
k−1∑
t=1

∑
τh

πt
m(τh,m) ·

∥∥∥∥∥(Mk
h,m −M⋆

h,m
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1

·
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1
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·
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1
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 ≲
√

Skβm/α,

holds with probability at least 1− δ for all (k, h) ∈ [T ]× [H − 1].

Lemma C.4. The regret is bounded by the following inequality:

Regret(k) =
k∑

t=1

V π∗
− V πt

≤ nH

k∑
t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗ (τH)
∣∣∣ ,

where we define

Pπt

θt (τH) =

n∏
m=1

Pπt
m

θt
m
(τH,m | {τH,r}r∈pa(m)), Pπt

θ∗ (τH) =

n∏
m=1

Pπt
m

θ∗
m
(τH,m | {τH,r}r∈pa(m)).

Proof. We can strightforwardly achieve this result according to the definition of value function and
regret.

Lemma C.5. The regret is bounded by the following inequality:

Regret(k) =
k∑

t=1

V π∗
− V πt

≤nH
k∑

t=1

n∑
m=1

H−1∑
h=1

∑
{τh,r}r∈[n]

√
S

α
· πt

m(τh,m) ·
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h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·
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l=1
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h∏
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M⋆
h′,l
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1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)


Proof. According to the definition of transition model factorization, we have

k∑
t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗ (τH)
∣∣∣

=

k∑
t=1

∑
τH

∣∣∣∣∣
n∏

m=1

Pπt
m

θt
m

(
τH,m | {τH,r}r∈pa(m)

)
−

n∏
m=1

Pπt
m

θ∗
m
(τH,m

(
τH,m | {τH,r}r∈pa(m)

)
)

∣∣∣∣∣
Moreover, we have the following inequality of difference between transition probability measure.

k∑
t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗ (τH)
∣∣∣

=

k∑
t=1

∑
τH

n∑
m=1

m−1∏
j=1

fj
(
θ⋆j , π

t
j

) ∣∣fm (θtm, πt
m

)
− fm

(
θ⋆m, πt

m

)∣∣ [ n∏
l=m+1

fl
(
θtl , π

t
l

)] (13)
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Moreover, according to the definition of matrix notation, we can rewrite the term |fm(θtm, πt
m) −

fm(θ⋆m, πt
m)| as

∣∣fm (θtm, πt
m

)
− fm

(
θ⋆m, πt

m

)∣∣ = ∥∥∥∥∥
[
H−1∏
h′=0

Mt
h,m

]
−

[
H−1∏
h′=0

M⋆
h,m

]∥∥∥∥∥
1

πt
m(τH,m)

Then we have the following inequality:∥∥∥∥∥
[

h∏
h′=0

Mt
h,m

]
−

[
h∏

h′=0

M⋆
h,m

]∥∥∥∥∥
1

πt
m(τH,m) ≤

H−1∑
j=1

∥∥∥∥∥∥
 H−1∏
h=j+1

Mt
h,m

(Mt
j,m −M⋆

j,m

) [j−1∏
h=0

M⋆
h,m

]∥∥∥∥∥∥
1

· πt
m(τH,m)

(14)

We insert eq. (14) back into eq. (13), and we can obtain that

∑
τH

m−1∏
j=1

fj
(
θ⋆j , π

t
j

) ∣∣fm (θtm, πt
m

)
− fm

(
θ⋆m, πt

m

)∣∣ [ n∏
l=m+1

fl
(
θtl , π

t
l

)]

≤
∑
τH

H−1∑
j=1

∥∥∥∥∥∥
 H−1∏
h=j+1

Mt
h,m

(Mt
j,m −M⋆

j,m

) [j−1∏
h=0

M⋆
h,m

]∥∥∥∥∥∥
1

πt
m(τH,m)

m−1∏
j=1

fj
(
θ⋆j , π

t
j

)[ n∏
l=m+1

fl
(
θtl , π

t
l

)]

≤
H−1∑
h=1

∑
τh

√
S

α

∥∥∥∥∥(Mt
h,m −M⋆

h,m

) [h−1∏
h′

M⋆
h′,m

]∥∥∥∥∥
1

· πt
m(τH,m)

·

m−1∏
j=1

[
h∏

h′=0

M⋆
j,m

]
πt
j(τh,j)

 · [ n∏
l=m+1

[
h∏

h′=0

Mt
l,m

]
πt
l (τh,l)

]

Eventually, the target regret can be bounded with

Regret(k) ≤
k∑

t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗ (τH)
∣∣∣

=

k∑
t=1

∑
τH

∣∣∣∣∣
n∏

m=1

Pπt
m

θt
m
(τH,m|τH,m−1)−

n∏
m=1

Pπt
m

θ∗
m
(τH,m|τH,m−1)

∣∣∣∣∣
≤

k∑
t=1

∑
τH

n∑
m=1

m−1∏
j=1

fj
(
θ⋆j , π

t
j

) ∣∣fm (θtm, πt
m

)
− fm

(
θ⋆m, πt

m

)∣∣ [ n∏
l=m+1

fl
(
θtl , π

t
l

)]

≤nH
k∑

t=1

n∑
m=1

H−1∑
h=1

∑
{τh,r}r∈[n]

√
S

α
· πt

m(τh,m) ·

∥∥∥∥∥(Mt
h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)



Proof for Theorem 4.1 With the Lemmas provided above, we now present the proof for Theorem
4.1, We first restate the theorem as follows:
Theorem C.1. We select bonus parameter as βm = H2(S2A|pa(m)|+1 + SO) log(TSAOH) +
log(Tn/δ) for some constant c. Then with probability at least 1− δ, Algorithm 4.2 guarantees that
the following inequality holds true.

Regret(k) =
∑k

t=1 V
π∗ − V πt ≤ Õ

(∑n
m=1

S2OA|pa(m)|+1

α2

√
k(S2A|pa(m)|+1 + SO)

)
,

where we define π∗ as π∗ = argmaxπ V π .
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Proof. According to Lemma C.5, it is sufficient to obtain an upper bound for the following term:
k∑

t=1

H−1∑
h=1

∑
τh

πt
m(τh,m)

∥∥∥∥∥(Mt
h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)


For probability at least 1− δ, we have

k∑
t=1

H−1∑
h=1

∑
τh

πt
m(τh,m)

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]

·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)

 ≲
√
Skβm/α

For m ∈ [n], we fix (o, a, {ar}r∈pa(m)) ∈ Om × Am ×
(
×r∈pa(m)Ar

)
. We define the set of

trajectories {τh,r}r∈[n], denoted by Cm, as:

Cm =
{
τh | {τh,r}r∈[n] : (oh,m, ah,m, {ah,r}r∈pa(m)) = (o, a, {ar}r∈pa(m))

}
.

Then, we have the following condition:
k∑

t=1

H−1∑
h=1

∑
τh

πt
m(τh,m)

∥∥∥∥∥[(Mk
h,m −M⋆

h,m

)
O⋆

h,m

] (
O⋆

h,m

)† [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)

 ≲
√

Skβm/α

We define {wt,l}(t,l)∈[T ]×[O] that satisfies:

wt,l =
[
(Mt

h,m(o, a, {ar}r∈pa(m))−Mh,m(o, a, {ar}r∈pa(m)))Oh,m

]
l
.

We denote the sequence

πt
m(τh,m)

(
O⋆

h,m

)† [ h∏
h′=0

M⋆
h′,m

]
·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)


for all τh : (oh,m, ah,m, {ah,r}r∈pa(m)) = (o, a, {ar}r∈pa(m)) by xt,1, xt,2, . . . , xt,N , where

N =
∣∣{τh | τh :

(
oh,m, ah,m, {ah,r}r∈pa(m)

)
=
(
o, a, {ar}r∈pa(m)

)}∣∣ .
Then we have two observations about the x,w sequence:

The vector sequence {xt,i}Ni=1 satisfies
∑N

i=1∥xt,i∥1 ≤ 1 for all t because

πt
m(τh,m)

∥∥∥∥∥(O⋆
h,m

)† [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]
·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)


≤

∑
τh:(oh,m,ah,m)=(o,a)

πt
m(τh,m)

∥∥∥∥∥(O⋆
h,m

)† [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

πt
l (τh,l)

] n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

πt
j(τh,j)


≤

∑
{τh,r}r ̸=m,τh−1,m

πt
m(τh,m)

∥∥∥∥∥(O⋆
h,m

)† [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]

·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)

 = 1.
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The vectors {wt,l}Ol=1 satisfy
∑O

l=1∥wt,l∥1 ≤ 2S1.5/α for all t, since we have

O∑
l=1

∥wt,l∥1 =
∥∥(Mt

h,m −M⋆
h,m

)
O⋆

h,m

∥∥
1
≤ S

(∥∥Mt
h,m

∥∥
1
+
∥∥M⋆

h,m

∥∥
1

)
≤ 2S1.5/α.

Using the notation of {xt,i}ni=1 and {wt,l}Ol=1, we have

k−1∑
t=1

O∑
l=1

n∑
i=1

|wT
k,lxt,i| = O

(√
S

α

√
kβm

)
.

Therefore, we can bind the target term with Eluder-Dimension lemma (Proposition 22 of Liu et al.
(2022a)). We have the following result.

k∑
t=1

O∑
l=1

n∑
i=1

|wT
t,lxt,i| = O

(
S1.5H2

α

√
kβm

)
.

The equation holds for all k ∈ [T ]. We represent the result with matrix operator, and we arrive at

k∑
t=1

H−1∑
h=1

∑
τh∈Cm

πt
m(τh,m)

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]

·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)

 ≲
√

S3H4kβm/α

We sum up both the left-hand side and the right-hand side for all
(
o, a, {ar}r∈pa(m)

)
, and we can

obtain that
k∑

t=1

H−1∑
h=1

∑
τh

πt
m(τh,m)

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [ h∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

·

[
m−1∏
l=1

∥∥∥∥∥
h∏

h′=0

M⋆
h′,l

∥∥∥∥∥
1

· πt
l (τh,l)

]

·

 n∏
j=m+1

∥∥∥∥∥
h∏

h′=0

Mt
h′,j

∥∥∥∥∥
1

· πt
j(τh,j)

 ≲
S1.5H2OApa(m)+1

α

√
kβm.

C.2 PROOF FOR THEOREM 4.2

Theorem C.2. For both randomized and deterministic algorithms, there exists an instance of DEC-
POMDP with factorization such that the regret is at least O(

√
Aind(G)+1T ).

Proof. We consider the scenario where the state is directly observable to the agents, namely, a DEC-
MDP under a factored structure model. We further assume that the transition probability satisfies
the following structure: for all s′, s ∈ S, a ∈ A, and h ∈ [H],

Th,a(s
′ | s) =

[
n−1∏
m=1

Th,m(s′m | sm, am)

]
Th,n(s

′
n | sn, {ar}r∈[n]).

We further assume that the episode length H = 2, and the reward function satisfies rh,m(sm) = 0 for
all h ∈ [H] and m ∈ [n− 1]. Thus, the entire model is equivalent to an An-armed bandit problem.
By leveraging a classic result on the lower bound of regret for the multi-armed bandit problem
(Mannor and Tsitsiklis, 2004), it follows that for any randomized or deterministic algorithm, there
exists an instance of the multi-armed bandit problem such that the regret is at leastO(

√
ÃT ), where

Ã denotes the number of arms. Consequently, for any randomized or deterministic algorithm, there
exists an instance of a factored DEC-POMDP such that the regret for achieving the global optimum
is at least O(

√
AnT ) = O(

√
Aind(G)+1T ).
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D SUPPLEMENTARY DETAILS FOR SECTION 4.3

D.1 COMPLETE ALGORITHM FOR ACHIEVING LOCAL OPTIMAL UNDER FACTORED
STRUCTURE MODEL

We present Algorithm D.1 as the complete algorithm for achieving local optimal under factored
structure model.

Algorithm 4 NASH-CA for Achieving Local Optimal Under Factored Structure Model
1: Initialize π = {πi}i∈[n], where πi = {πh,i}(h,i)∈[H]×[m].
2: while true do
3: Execute policy π for N = CH2

ϵ2 log
(
(nHSKmaxi∈[n] Ai)/(ϵδ)

)
episodes and obtain

V̂1,i(π) which is the empirical average of the total return under policy π.
4: for agent i = 1, . . . ,m do
5: Appoint agent i as the central agent and fix π−i to run Algorithm ?? for Ki =

Õ(S4A2·ind(G[ch(i)∪{i}])(S2Aind(G) + SO) · poly(H)/(α4ϵ2)) episodes and get a new policy
π̂i.

6: Execute policy (π̂i, π−i) for N = CH2

ϵ2 log
(
(nHSKmaxi∈[n] Ai)/(ϵδ)

)
episodes and

obtain V̂ (π̂i, π−i) which is the empirical average of the total return under policy (π̂i, π−i).
7: Set ∆i ← V̂ (π̂i, π−i)− V̂ (π).
8: if maxi∈[n] ∆i > ϵ/2 then
9: Update πj ← π̂j where j = argmaxi∈[n] ∆i.

10: else
11: return π

Algorithm 5 OMLE for Achieving Local Optimal Under Factored Model

1: Initialize: B1m = {θ̂m ∈ Θm : minh σS(Om(θ̂m)) ≥ α}, Dm = {} for all m ∈ ch(i),
B̃1 = {θm∈nch(i) : minh σS(Om(θm)) ≥ α,∀m /∈ ch(i)}, D̃ = {}, central agent i, policy of
other agent π−i.

2: for k = 1 . . . T do
3: Follow πnch(i) to collect trajectories τk

ch(i)
= {ok1,m, . . . , akH,m}m∈nch(i).

4: Add τknch(i) into D̃ and update confidence interval with eq. (4).

5: for k = 1 . . . T do
6: compute (θk, πk

i ) = argmax{θ̂m∈Bk
m}m∈Chl(i),θ̃i∈Θ̃i,µi

V µi,π−i(θ̂)

7: for m = 1, 2, . . . , r do
8: for h = 1, . . . ,H do
9: Agent l ∈ nch(i) take action aTh,l.

10: Select an action akh,lj ∼ πh,lj (· | τh−1,lj , oh,lj ) for all j ∈ [r − 1].
11: Select an action akh,i ∼ πk

h,i(· | τh−1,i, oh,i).
12: For agent lj with j ∈ [m],collect observation okh+1,lj

from the environment.
13: For j ∈ [r] \ [m], sample dummy state sh+1,lj ∼ Tk

h,lj
(· | sh,lj , ah,pa(lj)).

14: Collect observation okh+1,lj
∼ Ok

h+1,lj
(· | sh+1,lj ) for j ∈ [r] \ [m].

15: If m ̸= r, add (πm, τk
pa(m)∩ch(i)

, τTpa(m)\ch(i)) to Dm for m ̸= r.

16: Otherwise, add (πk
i , τ

k
pa(i)∩ch(i)

, τTpa(i)\ch(i)) to Di.

17: Update confidence interval with eq. (5) for all m ∈ pa(i).
18: Output π̂ as uniform mixture of the policies π1

i , π
2
i , . . . , π

K
i .
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Bonums Term : For m ∈ [n], the bonus term βm and β̃ is defined as

βm = c(H2(S2A|pa(m)|+1 + SO) log(TSAOH) + log(Tn/δ)),

β̃ = c

 ∑
r/∈ch(n)

H(S2A|pa(r)|+1 + SO) log(TSAOH)

+ log(Tn/δ)

 .
(15)

D.2 PROOF FOR THEOREM 4.3

We first proof the following Theorem D.1, and then we will prove Theorem 4.3.
Theorem D.1. If Algorithm 5.1 take agent i as central agent and take policies {πm}m∈[n]/{i} as
input, then Algorithm 5.1 guarantees that with probability at least 1− δ for all k ∈ [T ][

k∑
t=1

V π∗
i ,π−i − V πk

i ,π−i

]
≤ Õ

(
S2OAdi+1

α2

√
K (S2Ad+1 + SO) · poly(H)

)
,

where π∗
i is defined as π∗

i = argmaxπi
V πi,π−i , and recall that we use di to denote the maximum

indegree of the subgraph induced by ch(i)

D.2.1 PROOF FOR THEOREM D.1

Without loss of generosity, we consider the case where the central agent is agent n.
Lemma D.1. There exists an absolute constant c such that for any δ ∈ (0, 1], with probability at
least 1− δ: the following inequality holds true.

max
(θm,t)∈Θm×[T ]

t∑
i=1

log

Pπm

θm

(
τ im | {τ ir}r∈pa(m)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(m)

)
Pπm

θ∗
m

(
τ im | {τ ir}r∈pa(m)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(m)

)
 < βm,m ∈ ch(n),

max
(θn,t)∈Θn×[T ]

t∑
i=1

log

Pπi
n

θn

(
τ in | {τ ir}r∈pa(n)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(n)

)
Pπi

n

θ∗
n

(
τ in | {τ ir}r∈pa(n)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(n)

)
 < βn,

max
(×j /∈ch(n)θj ,t)∈×j /∈ch(n)Θj×[T ]

t∑
i=1

log

(∏
j /∈ch(n) P

πj

θj
(τ ij | {τ ir}r∈pa(n))∏

j /∈ch(n) P
πj

θ∗
j
(τ ij | {τ ir}r∈pa(n))

)
< β̃.

Proof. The proof of the lemma is similar to the proof for Lemma D.1, so we omit it here for clarity.

Lemma D.2. There exists a universal constant c such that for any δ ∈ (0, 1], with probability at
least for all t ∈ [T ] and all θm ∈ Θm, m ∈ |ch(n)| − 1, the following inequalities hold true.
Initially, for agent m ∈ [|ch(n)|], we have

t∑
i=1

 ∑
{τr}r∈ch(n)

∣∣∣Pπcn,m

θcn,m
− Pπcn,m

θ∗
cn,m

∣∣∣ [m−1∏
l=1

P
πcn,l

θc∗
n,l

]|ch(n)|−1∏
j=m+1

P
πcn,j

θcn,j

Pπt
n

θt
n

2

≤c

 t∑
i=1

log

Pπcn,m

θ∗
cn,m

(
τ icn,m

| {τ ir}r∈pa(cn,m)∩ch(n), {τTr }
r/∈ch(n)
r∈pa(cn,m)

)
Pπcn,m

θcn,m

(
τ icn,m

| {τ ir}r∈pa(cn,m)∩ch(n), {τTr }
r/∈ch(n)
r∈pa(cn,m)

)
+ βcn,m

 .

For central agent n, we have

t∑
i=1

 ∑
{τr}r∈ch(n)

∣∣∣Pπi
n

θn
− Pπi

n

θ∗
n

∣∣∣
 ∏
l∈ch(n)

Pπl

θ∗
l

2

≤c

 t∑
i=1

log

Pπi
n

θ∗
n

(
τ in | {τ ir}r∈pa(n)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(n)

)
Pπi

n

θn

(
τ in | {τ ir}r∈pa(n)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(n)

)
+ βn

 .
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For estimation error of {θl}l/∈ch(n), we have

t∑
i=1

 ∑
{τr}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θl

(
τl | {τr}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l

(
τl | {τr}r∈pa(l)

)∣∣∣∣∣∣
2

≤c

(
t∑

i=1

log

(∏
l/∈ch(n) P

πl

θ∗
l

(
τ il | {τ ir}r∈pa(l)

)∏
l/∈ch(n) P

πl

θl

(
τ il | {τ ir}r∈pa(l)

))+ β̃

)
,

where we for all m ∈ |ch(n)| − 1, θm ∈ Θm, and policy πm, we denote Pπm

θm
as Pπm

θm
=

Pπm

θm

(
τm | {τr}r∈pa(m)∩ch(n), {τTr }

r/∈ch(n)
r∈pa(m)

)
.

Proof. The proof of the lemma is similar to the proof for Lemma C.2, so we omit it here for clarity.

Definition D.1. For all (m,h, k) ∈ [n]× [H]× [T ], we define the matrix notations M⋆
h,m ∈ RO×O

and Mk
h,m ∈ RO×O as follows:

M⋆
0,m = O⋆

1,mµ⋆
m ∈ RO, Mk

0,m = Ok
1,mµk

m ∈ RO,

M⋆
h,m(om, am, {ar}r∈pa(m)) = O⋆

h+1,mT⋆
h,m,am,{ar}r∈pa(m)

· diag
(
O⋆

h,m(om | ·)
) (

O⋆
h,m

)† ∈ RO×O,

Mk
h,m(om, am, {ar}r∈pa(m)) = Ok

h+1,mTk
h,m,am,{ar}r∈pa(m)

· diag
(
Ok

h,m(om | ·)
) (

Ok
h,m

)† ∈ RO×O,

where {O⋆
h,m}(h,m)∈[H]×[n] and {T⋆

h,m,am,{ar}r∈pa(m)
}(h,m)∈[H]×[n] denote the observation and

transition matrices corresponding to the true transition model, and {Ok
h,m}(h,m)∈[H]×[n] and

{Tk
h,m,am,{ar}r∈pa(m)

}(h,m)∈[H]×[n] denote the observation and transition matrices corresponding
to model parameter θk for all k ∈ [T ]. When no confusion arises, we simplify the notation by us-

ing M⋆
h,m({ah,r}r/∈ch(n)

r∈pa(m)) to represent M⋆
h,m(om, am, {ar}r∈pa(m)) and Mk

h,m({ah,r}r/∈ch(n)
r∈pa(m)) to

represent Mk
h,m(om, am, {ar}r∈pa(m)).

According to the Definition D.1, we can directly achieve the following result:

Lemma D.3. With probability at least 1 − δ, for all (k, h,m) ∈ [K] × [H − 1] × |ch(n)| − 1, the
following probability holds true.
k−1∑
t=1

∑
{τr}r∈ch(n)

∥∥∥∥∥(Mk
h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

)
−M⋆

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

))[h−1∏
h′=0

M⋆
h′,cn,m

(
{aTh′,r}

r/∈ch(n)
r∈pa(cn,m)

)]∥∥∥∥∥
1

· πcn,m
(τh,cn,m

)

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πcn,j

(τh,cn,j
)

m−1∏
j=1

∥∥∥mt
h,cn,j

∥∥∥
1
πcn,j

(τh,cn,j
)

 ∥mh,n∥1πt
n(τh,n) ≲

√
Skβcn,m

α

k−1∑
t=1

∑
{τr}r∈ch(n)

πt
n(τh,n)

∥∥∥(Mk
h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

)
−M⋆

h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

))
mh−1,n

∥∥∥
1

·

[
n−1∏
l=1

∥mh,cn,l
∥1πcn,l

(τh,cn,l
)

]
≲
√
Skβn/α

k−1∑
t=1

∑
{τr}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θk
l

(
τl | {τr}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l

(
τl | {τr}r∈pa(l)

)∣∣∣∣∣∣ = O
(√

kβ̃

)
.

where for all m ∈ ch(n), h ∈ [H], t ∈ [T ], we define mh,m and mt
h,m as

mh,m =

h∏
h′=0

M⋆
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
, mt

h,m =

h∏
h′=0

Mt
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
.
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According to the definition of regret, we can bound the regret with trajectory probability in the
following way:
Lemma D.4. The regret is bounded by the following inequality:

Regret(k) ≤ nH

k∑
t=1

∑
τH

∣∣∣Pπ−n,π
t
n

θt (τH)− Pπ−n,π
t
n

θ∗ (τH)
∣∣∣ ,

where we define

Pπ−n,π
t
n

θt (τH) =

[
n−1∏
m=1

Pπm

θt
m
(τH,m | {τH,r}r∈pa(m))

]
Pπt

n

θt
n

(
τH,n | {τH,r}r∈pa(n)

)
,

Pπ−n,π
t
n

θ∗ (τH) =

[
n−1∏
m=1

Pπm

θ∗
m
(τH,m | {τH,r}r∈pa(m))

]
Pπt

n

θ∗
n

(
τH,n | {τH,r}r∈pa(n)

)
.

Lemma D.5. The regret is bounded by the following inequality:

Regret(k) ≤nH
k∑

t=1

∑
τH

∣∣∣∣∣∣
 ∏
l∈ch(n)

Pπl

θt
l

Pπt
n

θt
n
−

 ∏
l∈ch(n)

Pπl

θ∗
l

Pπt
n

θ∗
n

∣∣∣∣∣∣
 ∏
l/∈ch(n)

Pπl

θ∗
l


+nH

k∑
t=1

∑
{τH,r}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θt
l

(
τH,l | {τH,r}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l

(
τH,l | {τH,r}r∈pa(l)

)∣∣∣∣∣∣ ,
where for any m ∈ ch(n), θm ∈ Θm, any policy πm, we denote Pπm

θm
as Pπm

θm
=

Pπm

θm

(
τH,m | {τH,r}r∈pa(m)

)
.

Proof. According to the factorization of trajectory probability, we can bound∑
τH

∣∣∣Pπ−n,π
t
n

θt (τH)− Pπ−n,π
t
n

θ∗ (τH)
∣∣∣ with the following inequalities.∑

τH

∣∣∣Pπ−n,π
t
n

θt (τH)− Pπ−n,π
t
n

θ∗ (τH)
∣∣∣

≤
∑
τH

∣∣∣∣∣∣
 ∏
l∈ch(n)

Pπl

θt
l ,l

Pπt
n

θt
n,n
−

 ∏
l∈ch(n)

Pπl

θ∗
l ,l

Pπt
n

θ∗
n,n

∣∣∣∣∣∣
 ∏
l/∈ch(n)

Pπl

θ∗
l ,l


+

k∑
t=1

∑
τH

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θt
l ,l

(
τH,l | {τH,r}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l ,l

(
τH,l | {τH,r}r∈pa(l)

)∣∣∣∣∣∣
 ∏
l∈ch(n)

Pπl

θt
l ,l

Pπt
n

θn,n

≤
k∑

t=1

∑
τH

∣∣∣∣∣∣
 ∏
l∈ch(n)

Pπl

θt
l ,l

Pπt
n

θt
n,n
−

 ∏
l∈ch(n)

Pπl

θ∗
l ,l

Pπt
n

θ∗
n,n

∣∣∣∣∣∣
 ∏
l/∈ch(n)

Pπl

θ∗
l ,l


+

k∑
t=1

∑
{τH,r}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θt
l ,l

(
τH,l | {τH,r}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l ,l

(
τH,l | {τH,r}r∈pa(l)

)∣∣∣∣∣∣ .
Thus, we finish the proof of the lemma.

For the clarity of presentation, we define the following notations:
Definition D.2. We define R1(k) and R2(k) as

R1(k) =

k∑
t=1

∑
τH

∣∣∣∣∣∣
 ∏
l∈ch(n)

Pπl

θt
l ,l

Pπt
n

θt
n
−

 ∏
l∈ch(n)

Pπl

θ∗
l

Pπt
n

θ∗
n

∣∣∣∣∣∣
 ∏
l/∈ch(n)

Pπl

θ∗
l

 ,

R2(k) =

k∑
t=1

∑
{τH,r}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θt
l

(
τH,l | {τH,r}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l

(
τH,l | {τH,r}r∈pa(l)

)∣∣∣∣∣∣ .
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We then have

Regret(k) ≤ H · (R1(k) +R2(k)).

Lemma D.6. With probability at least 1−δ, we have the following bound on R2(k), for all k ∈ [T ].

R2(k) ≤ O
(√

kβ̃

)
.

Proof. According to Lemma D.3, we have with probability at least 1− δ for all k ∈ [T ],

k−1∑
t=1

∑
{τr}r/∈ch(n)

∣∣∣∣∣∣
∏

l/∈ch(n)

Pπl

θk
l

(
τl | {τr}r∈pa(l)

)
−

∏
l/∈ch(n)

Pπl

θ∗
l

(
τl | {τr}r∈pa(l)

)∣∣∣∣∣∣ = O
(√

kβ̃

)
.

Then we can straightforwardly obtain that R2(k) ≤ O
(√

kβ̃

)
.

Lemma D.7. R1(k) is bounded by the following inequality:

R1(k) ≤

[
k∑

t=1

chl(n)−1∑
m=1

H−1∑
h=1

∑
τh

√
S

α

∥∥∥(Mt
h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

)
−M⋆

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

))
mh−1,cn,m

∥∥∥
1

· πt
cn,m

(τh,cn,m
)

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πt
cn,j

(τh,cn,j
)

m−1∏
j=1

∥∥∥mt
h,cn,j

∥∥∥
1
πt
cn,j

(τh,cn,j
)

 ∥mh,n∥1πt
n(τh,n)

+

√
S

α

∥∥∥(Mt
h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

)
−M⋆

h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

))
mh−1,n]

∥∥∥
1
πt
n(τh,n) ·

[
n−1∏
l=1

∥mh,cn,l
∥1πt

cn,l
(τh,cn,l

)

]]
,

where for all m ∈ ch(n), h ∈ [H], t ∈ [T ], we define mh,m and mt
h,m as

mh,m =

h∏
h′=0

M⋆
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
, mt

h,m =

h∏
h′=0

Mt
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
.

Proof. According to the definition of R1(k), we can obtain the following bound on R1(k):

R1(k) ≤
k∑

t=1

∑
τH

chl(n)−1∑
m=1

[
m−1∏
l=1

Pπl

θ∗
l

] ∣∣∣Pπm

θt
m
− Pπm

θ∗
m

∣∣∣
 n−1∏
j=m+1

Pπj

θt
j

Pπt
n

θt
n

 ∏
l/∈ch(n)

Pπl

θ∗
l


+

k∑
t=1

∑
τH

[
n−1∏
l=1

Pπl

θ∗
l

] ∣∣∣Pπt
n

θt
n
− Pπt

n

θ∗
n

∣∣∣
 ∏
l/∈ch(n)

Pπl

θ∗
l

 .

We can deduce the result of lemma by representing this inequality with matrix notations.

Lemma D.8. With probability at least 1 − δ, for all (k, h,m) ∈ [K] × [H − 1] × |ch(n)| − 1, the
following inequality holds true.

k−1∑
t=1

∑
{τr}r∈ch(n)

πt
cn,m

(τh,cn,m
)
∥∥∥(Mt

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

)
−M⋆

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

))
mh−1,cn,m

∥∥∥
1

·

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πcn,j (τ

t
h,cn,j

)

m−1∏
j=1

∥∥∥mt
h,cn,j

∥∥∥
1
πt
cn,j

(τh,cn,j )

 ∥mh,n∥1πt
n(τh,n)

≲
S1.5OA|pa(cn,m)∩ch(n)|+1H2

α

√
kβcn,m ,
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and for agent n, the following inequality holds true:

k−1∑
t=1

∑
{τr}r∈ch(n)

πt
n(τh,n)

∥∥∥(Mt
h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

)
−M⋆

h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

))
mh−1,n

∥∥∥
1

[
n−1∏
l=1

∥mh,cn,l
∥1πt

cn,l
(τh,cn,l

)

]

≲
S1.5OA|pa(n)∩ch(n)|+1H2

α

√
kβn,

where for all m ∈ ch(n), h ∈ [H], t ∈ [T ], we define mh,m and mt
h,m as

mh,m =

h∏
h′=0

M⋆
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
, mt

h,m =

h∏
h′=0

Mt
h,m

(
{aTh,r}

r/∈ch(n)
r∈pa(m)

)
.

Proof. Initially, for m ∈ |ch(n)| − 1, we fix (o, a, {ar}r∈pa(cn,m)∩ch(n)) ∈ Ocn,m × Acn,m ×(
×j∈pa(cn,m)∩ch(n)Aj

)
, we first define set Scn,m

as

Ccn,m
=
{
{τh,r}r∈ch(n) | {τh,r}r∈ch(n) :

(
oh,cn,m

, ah,cn,m
, {ah,r}r∈pa(cn,m)∩ch(n)

)
=
(
o, a, {ar}r∈pa(cn,m)∩ch(n)

)}
.

We assume that

wt,l =
[(

M̃t
h,cn,m

− M̃⋆
h,cn,m

)
O⋆

h,cn,m

]
l
.

where we denote M̃t
h,cn,m

and M̃⋆
h,cn,m

as

M̃t
h,cn,m

= Mt
h,cn,m

(
o, a, {ar}r∈pa(cn,m)∩ch(n), {a

T
h,r}

r/∈ch(n)
r∈pa(cn,m)

)
,

M̃⋆
h,cn,m

= M⋆
h,cn,m

(
o, a, {ar}r∈pa(cn,m)∩ch(n), {a

T
h,r}

r/∈ch(n)
r∈pa(cn,m)

)
.

We denote the sequence πt
cn,m

(τh,cn,m
)O†

h,cn,m
mh−1,cn,m

· [
∏m−1

l=1 ∥mh,cn,l
∥1πcn,l

(τh,cn,l
)] ·

[
∏n−1

j=m+1∥mt
h,cn,j

∥1πt
cn,j

(τh,cn,j )] · ∥mt
h,n∥1πt

n(τh,n) for all {τh,r}r∈ch(n) ∈ Ccn,m by
xt,1, xt,2, . . . , xt,N , where N = |Ccn,m

|. Then we have two observations about the x,w sequence:
The vector sequence {xt,i}Ni=1 satisfies

∑N
i=1∥xt,i∥1 ≤ 1 for all t because

∑
{τh,r}r∈ch(n)∈Ccn,m

πcn,m
(τh,cn,m

)
∥∥∥O†

h,cn,m
mh−1,cn,m

∥∥∥
1

[
m−1∏
l=1

∥∥mh,cn,l

∥∥
1
πl(τh,cn,l

)

]

·

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πj(τh,cn,j )

∥∥mt
h,n

∥∥
1
πt
n(τh,n)

≤
∑

{τh,r}r∈ch(n):(oh,cn,m ,ah,cn,m )=(o,a)

πcn,m(τh,cn,m)
∥∥∥O†

h,cn,m
mh−1,cn,m

∥∥∥
1

[
m−1∏
l=1

∥∥mh,cn,l

∥∥
1
πl(τh,cn,l

)

]

·

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πj(τh,cn,j

)

 · ∥∥mt
h,n

∥∥
1
πt
n(τh,n)

≤
∑

{τh,r}r∈ch(n)/{cn,m},τh−1,cn,m

πcn,m
(τh−1,cn,m

)
∥∥∥O†

h,cn,m
mh−1,cn,m

∥∥∥
1

[
m−1∏
l=1

∥∥mh,cn,l

∥∥
1
πl(τh,cn,l

)

]

·

 n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πj(τh,cn,j

)

 = 1.
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The vectors {wt,l}Ol=1 satisfy
∑O

l=1∥wt,l∥1 ≤ 2S1.5/α for all t, since we have

O∑
l=1

∥wt,l∥1 =
∥∥∥(M̃t

h,cn,m
− M̃⋆

h,cn,m

)
Oh,c⋆n,m

∥∥∥
1
≤ S

(∥∥∥M̃t
h,cn,m

∥∥∥
1
+
∥∥∥M̃⋆

h,cn,m

∥∥∥
1

)
≤ 2S1.5

α
.

Using the notation of {xt,i}ni=1 and {wt,l}Ol=1, we have

k−1∑
t=1

O∑
l=1

n∑
i=1

|wT
k,lxt,i| = O

(√
S

α

√
kβcn,m

)
.

Therefore, we can bind the target term with Eluder-Dimension lemma (Proposition 22 of Liu et al.
(2022a)). We have the following result.

k∑
t=1

O∑
l=1

n∑
i=1

|wT
t,lxt,i| = O

(
S1.5H2

α

√
kβcn,m

)
.

The equation holds for all k ∈ [K]. We represent it with matrix operator, and we have

k∑
t=1

∑
{τh,r}r∈ch(n)∈Ccn,m

∥∥∥(M̃t
h,cn,m

− M̃⋆
h,cn,m

)
mh−1,cn,m

∥∥∥
1
· πt

cn,m
(τh,cn,m

)

·

[
m−1∏
l=1

∥mh,cn,l
∥1πt

cn,l
(τh,cn,l

)

] n−1∏
j=m+1

∥∥∥mt
h,cn,j

∥∥∥
1
πt
cn,j

(τh,cn,j )

∥∥mt
h,n

∥∥
1
πt(τh,n) = O

(
S1.5H2

α

√
kβcn,m

)
.

We sum up both the left-hand side and the right-hand side for all (o, a, {ar}r∈pa(cn,m)∩ch(n)) ∈

Ocn,m
×Acn,m

×
(
×j∈pa(cn,m)∩ch(n)Aj

)
, and we can obtain that

k∑
t=1

∑
τh

πt
cn,m

(τh,cn,m
)
∥∥∥(Mt

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

)
−M⋆

h,cn,m

(
{aTh,r}

r/∈ch(n)
r∈pa(cn,m)

))
mh−1,cn,m

∥∥∥
1

·

[
m−1∏
l=1

∥mh,l∥1πt
l (τh,l)

]
·

 n−1∏
j=m+1

∥∥mt
h,j

∥∥
1
πt
j(τh,j)

 ∥mt
h,m∥1πt

n(τh,n) = O

(
S1.5H2OA1+|pa(cn,m)∩ch(n)|

α

√
kβcn,m

)
.

Then, with similar techniques, we consider the term

k−1∑
t=1

∑
{τr}r∈ch(n)

πt
n(τh,n)

∥∥∥(Mt
h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

)
−M⋆

h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

))
mh−1,n

∥∥∥
1

[
n−1∏
l=1

∥∥mh,cn,l

∥∥
1
πt
cn,l

(τh,cn,l
)

]
.

We define set Sn as

Cn =
{
{τh,r}r∈ch(n) | {τh,r}r∈ch(n) :

(
oh,n, ah,n, {ah,r}r∈pa(n)∩ch(n)

)
=
(
o, a, {ar}r∈pa(n)∩ch(n)

)}
.

We assume that

wt,l =
[(

M̃t
h,n − M̃⋆

h,n

)
O⋆

h,n

]
l
.

where we denote M̃t
h,n and M̃⋆

h,n as

M̃t
h,n = Mt

h,n

(
o, a, {ar}r∈pa(n)∩ch(n), {a

T
h,r}

r/∈ch(n)
r∈pa(n)

)
,

M̃⋆
h,n = M⋆

h,n

(
o, a, {ar}r∈pa(n)∩ch(n), {a

T
h,r}

r/∈ch(n)
r∈pa(n)

)
.

We denote the target sequence πt
n(τh,n)O

†
h,nmh−1,n · [

∏n−1
l=1 ∥mh,cn,l

∥1πcn,l
(τh,cn,l

)] for all
{τh,r}r∈ch(n) ∈ Sn by xt,1, xt,2, . . . , xt,N , where N = |Cn|. Then we have two observations
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about the x,w sequence: The vector sequence {xt,i}Ni=1 satisfies
∑N

i=1∥xt,i∥1 ≤ 1 for all t because∑
{τh,r}r∈ch(n)∈Cn

πt
n(τh,n)

∥∥∥O†
h,nmh,n

∥∥∥
1

[
n−1∏
l=1

∥∥mh,cn,l

∥∥
1
πt
l (τh,cn,l

)

]

≤
∑

{τh,r}r∈ch(n):(oh,n,ah,n)=(o,a)

πt
n(τh,n)

∥∥∥O†
h,nmh−1,n

∥∥∥
1

[
n−1∏
l=1

∥∥mh,cn,l

∥∥
1
πt
l (τh,cn,l

)

]

≤
∑

{τh,r}r∈ch(n),τh−1,n

πt
n(τh−1,n)

∥∥∥O†
h,nmh−1,n

∥∥∥
1

[
n−1∏
l=1

∥∥mh,cn,l

∥∥
1
πt
l (τh,cn,l

)

]
= 1,

The vectors {wt,l}Ol=1 satisfy
∑O

l=1∥wt,l∥1 ≤ 2S1.5/α for all t, since we have
O∑
l=1

∥wt,l∥1 =
∥∥∥(M̃t

h,n − M̃⋆
h,n

)
O⋆

h,n

∥∥∥
1
≤ S

(∥∥∥M̃t
h,n

∥∥∥
1
+
∥∥∥M̃⋆

h,n

∥∥∥
1

)
≤ 2S1.5/α.

Using the notation of {xt,i}ni=1 and {wt,l}Ol=1, we have
k−1∑
t=1

O∑
l=1

n∑
i=1

|wT
k,lxt,i| = O

(√
S

α

√
kβn

)
.

Therefore, we can bind the target term with Eluder-Dimension lemma (Proposition 22 of Liu et al.
(2022a)). We have the following result.

k∑
t=1

O∑
l=1

n∑
i=1

|wT
t,lxt,i| = O

(
S1.5H2

α

√
kβn

)
.

The equation holds for all k ∈ [K]. We represent it with B−operator, and we have
k∑

t=1

∑
{τh,r}r∈ch(n)∈Cn

∥∥∥(M̃t
h,n − M̃⋆

h,n

)
mh−1,n

∥∥∥
1
· πt

n(τh,n)

[
n−1∏
l=1

∥mh,cn,l
∥1πt

cn,l
(τh,cn,l

)

]
= O

(
S1.5H2

α

√
kβcn,m

)
,

We sum up both the left-hand side and the right-hand side for all (o, a, {ar}r∈pa(cn,m)∩ch(n)) ∈

Ocn,m ×Acn,m ×
(
×j∈pa(cn,m)∩ch(n)Aj

)
, and we can obtain that

k∑
t=1

∑
τh

πt
n(τh,n)

∥∥∥(Mt
h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

)
−M⋆

h,n

(
{aTh,r}

r/∈ch(n)
r∈pa(n)

))
mh−1,n

∥∥∥
1

·

[
n−1∏
l=1

∥mh,l∥1πt
l (τh,l)

]
= O

(
S1.5H2OA1+|pa(cn,m)∩ch(n)|

α

√
kβcn,m

)
.

Corollary D.1. With probability at least 1 − δ, for all k ∈ [T ], R1(k) is bounded by the following
inequality:

R1(k) ≤ O

S2H3OA

α2

 ∑
m∈ch(n)

A|pa(m)∩ch(n)|+1
√

kβm

 .

Proof. We only need to combine the result in Lemma D.3 and Lemma D.7, and we can achieve the
result.

Corollary D.2. With probability at least 1 − δ, for all k ∈ [T ], R1(k) is bounded by the following
inequality:

R1(k) ≤ O

S2H3OA

α2

 ∑
m∈ch(n)

A|pa(m)∩ch(n)|+1
√

kβm

 .

Proof. We only need to combine the result in Lemma D.3 and Lemma D.7, and we can achieve the
result.
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Proof of Theorem D.1 With the lemmas presented above, we are now ready to prove Theorem
D.1.

Theorem D.2. If Algorithm 5.1 take agent i as central agent and take policies {πm}m∈[n]/{i} as
input, then Algorithm 5.1 guarantees that with probability at least 1− δ for all k ∈ [T ][

k∑
t=1

V π∗
i ,π−i − V πk

i ,π−i

]
≤ Õ

(
S2OAdi+1

α2

√
K
(
S2Aind(G)+1 + SO

)
· poly(H)

)
,

where π∗
i is defined as π∗

i = argmaxπi
V πi,π−i .

Proof. According to Corollary D.2 and Lemma D.6, we can obtain that with probability at least
1− δ, for all k ∈ [T ],

Rk ≤ H · (R1(k) +R2(k))

≤ O

S2H4OA

α2

 ∑
m∈ch(n)

A|pa(m)∩ch(n)|+1
√
kβm

+H

√
kβ̃


≤ Õ

(
S2OAindeg(Fn)+1

α2

√
K (S2Am + SO) · poly(H)

)
.

D.2.2 PROOF FOR THEOREM 4.3

After proving Theorem D.1, we are ready to prove Theorem 4.3. For the readers’ convenience, we
first restate the theorem here.

Theorem D.3. If central agent for Algorithm D.1 is i, we define bonus parameter as
βm = c(H2(S2A|pa(m)|+1 + SO) log(TSAOH) + log(Tn/δ)), ∀m ∈ [n], β̃ =
c((
∑

r/∈ch(i) H(S2Aind(r)+1 + SO) log(TSAOH) + log(Tn/δ))). Then, with probability at least
1−δ, Algorithm D.1 terminates within 4H/ϵ steps of the while loop, and outputs an ϵ−approximate
local optimal policy. The total episodes of play in Algorithm D.1 is at most

K = Õ
(∑n

m=1 S
4O2A2·ind(G[ch(m)∪{m}])+2(S2Aind(G)+1 + SO) · poly(H)/(α4ϵ3)

)
.

Proof. We use superscript t to represent variables at the tth step (before π is updated) of the while
loop. We set Ki = Õ(S4A2·ind(G[ch(i)∪{i}])(S2Aind(G) + SO) · poly(H)/(α4ϵ2)). According to
Theorem D.1, for fixed i and t, we have with probability at least 1− δϵ

8nH

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
.

We then take a union bound over all t ≤ 4H/ϵ and for all i ∈ [n], and we have with probability at
least 1− δ the following inequality holds for all i ∈ [n] and t ≤ 4H/ϵ

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
. (16)

For the empirical estimator V̂ t, it’s bounded in [0, H]. Thus, by Hoeffding’s inequality, for fixed
i ∈ [n] and t

P
(∣∣∣V̂ t − V t

∣∣∣ ≥ ϵ

8

)
≤ 2 exp

(
− Nϵ2

32H2

)
.

Choosing N = CH2

ϵ2 log
(

nHSK maxi∈[n] Ai

ϵδ

)
for some large constant C, we have

P
(∣∣∣V̂ t − V t

∣∣∣ ≥ ϵ

8

)
≤ ϵδ

16nH
.
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Applying this inequality for V̂ t(π̂t
i , π

t
−i) and V̂ t(πt) and taking a union bound over i ∈ [n] and

t ≤ 4H/ϵ, we can achieve that

|V̂ (π̂t
i , π

t
−i)− V (π̂t

i , π
t
−i)| ≤ ϵ/8, |V̂ t(πt)− V (πt)| ≤ ϵ/8.

We combine this result with equation 22, and we can obtain that with probability at least 1− δ

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
, |V̂ (π̂t

i , π
t
−i)− V (π̂t

i , π
t
−i)| ≤ ϵ/8, |V̂ t(πt)− V (πt)| ≤ ϵ/8

holds for all i ∈ [n] and t ≤ 4H
ϵ . On this event,

δti =V̂ t(π̂i, π−i)− V̂ t(πt) ≤ V (π̂t
i , π

t
−i)− V (πt) + ϵ/4.

If the while loop doesn’t end after the t−th iteration and t ≤ 4H/ϵ, there exists jt s.t. ∆t
jt ≥ ϵ/2,

so we have

V (π̂t
jt , π

t
−jt)− V (πt) ≥ ∆t

jt − ϵ/4 ≥ ϵ.

Since the value function is bound by H , so the while loop ends within 4H/epsilon steps. Therefore,
the inequality above that holds for all i ∈ [n] and t ≤ 4H/epsilon holds for simultaneously before
the end of the while loop with probability at least 1− δ. Again, on this event, if the while loop stops
at the end of tth step, we have maxi∈[n] δ

t
i ≤ ϵ/2, then

max
µi

V (µi, π
t
−i)− V (πt) =max

µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) + V (π̂t

i , π
t
−i)− V (πt)

≤ϵ/4 + V̂ t(π̂t
i , π

t
−i)− V̂ t(πt) + 2ϵ/8

≤ϵ/2 + ∆t
i

≤ϵ.

So the returned policy πt is an ϵ−approximate local optimal. Therefore, we can conclude that prob-
ability at least 1− δ, within 4H/ϵ steps of the while loop, Algorithm E.1 outputs an ϵ−approximate
local optimal policy.
Eventually, we compute the total number of episodes as the total sample complexity. According to
the definition of N and Ki for all i ∈ [n], we can obtain that

K =
4H

ϵ

(
N +

n∑
i=1

(Ki +N)

)
= Õ

(
n∑

i=1

S4O2A2·ind(G[ch(i)∪{i}])+2(S2Aind(G)+1 + SO) · poly(H)

α4ϵ3

)
.

E SUPPLEMENTARY DETAILS FOR SECTION 5

E.1 COMPLETE ALGORITHM FOR ACHIEVING LOCAL OPTIMAL WITH MEMORYLESS
POLICIES

The complete Algorithm for achieving local optimal with memoryless policies is presented in Algo-
rithm E.1. If the central agent of Algorithm 5.1 is n, then the bonus parameter βm for m ∈ [n] is
defined as

βm = c
(
H(S2A2O2 +O2S) log(TSAOH) + log(Tn/δ)

)
,m ∈ [n− 1]

βn = c
(
H(S2AO +OS) log(TSAOH) + log(Tn/δ)

)
.

(17)

Trajectory Probability ∀m ∈ [n], we use τm = (o1,m, a1,m, . . . , oH,m, aH,m) to denote the
trajectory of the mth agent, and we denote the parameter θm = (Tm,Om, µm) as the collection
of parameters representing the joint probability of the mth and ith agent’s trajectory. We define
trajectory probability Pπi

θi,i
(τi) and Pπi,πm

θm,m (τi, τm) for all m ∈ [n] \ {i} as follows:

Pπi

θi,i
(τi) =

∑
s1,...,sH

µ(s1)O1,iπ1,i

[∏H−1
h=1 Th,i,ah,i

Oh+1,iπh+1,i

]
,

Pπi,πm

θm,m (τi, τm) =
∑

s1,...,sH
µ(s1)O1,iπ1,iπ1,m

[∏H−1
h=1 Th,i,ah,i,ah,m

Oh+1,mπh+1,iπh+1,m

]
.

(18)
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Algorithm 6 NASH-CA for Achieving Local Optimal with Memoryless Policies
1: Initialize π = {πi}i∈[n], where πi = {πh,i}(h,i)∈[H]×[m].
2: while true do
3: Execute policy π for N = CH2

ϵ2 log
(
nHSKmaxi∈[n] Ai/(ϵδ)

)
episodes and obtain V̂1,i(π)

which is the empirical average of the total return under policy π.
4: for agent i = 1, . . . ,m do
5: Fix π−i let the ith agent be the central agent to run Algorithm E.1 for Ki =

Õ(S4O4A4(S2A2O2 + SO2)× poly(H)/(α4ϵ2)) episodes and get a new policy π̂i.
6: Execute policy (π̂i, π−i) for N = CH2

ϵ2 log(nHSKmaxi∈[n] Ai/(ϵδ)) episodes and
obtain V̂ (π̂i, π−i) which is the empirical average of the total return under policy (π̂i, π−i).

7: Set ∆i ← V̂ (π̂i, π−i)− V̂ (π).
8: if maxi∈[n] ∆i > ϵ/2 then
9: Update πj ← π̂j where j = argmaxi∈[n] ∆i.

10: else
11: return π

Algorithm 7 OMLE for memoryless policy
1: Input: central agent i, and the policy for agent [n]/{i}, π1, π2, . . . , πi−1, πi+1, . . . , πn.
2: Initialize: B1i = {θ̂i ∈ Θi : minh σS(Oi(θ̂i) ≥ α)}, B1m = {θ̂m ∈ Θm : minh σS(Om(θ̂m) ≥

α/
√
O)} for all m ∈ [n]/{i}. Set Dm = {}, for all agents m ∈ [n].

3: for k = 1 . . . T do
4: compute (θk1 , θ

k
2 , . . . , θ

k
n, π

k
i ) = argmaxθ̂1∈Bk

1 ,θ̂2∈Bk
2 ,...,θ̂n∈Bk

n,πi

∑n
m=1 V

πi,π−i
m (θ̂m)

5: follow πk to collect a trajectory τ k = (ok
1 ,a

k
1 , . . . ,o

k
H ,akH)

6: add (πk
i , τ

k
i , τ

k
m) into Dm for m ∈ [n]/{i} and add (πk

i , τ
k
i ) into Di, and update Bk+1

i and
Bk+1
m for m ∈ [n]/{i} as follows:

Bk+1
i =

{
θ̂i ∈ B1i :

∑
(πi,τi)∈Di

logPπi

θ̂i,i
(τi) ≥ max

θ′
i∈Θi

∑
(πi,τi)∈Di

logPπi

θ′
i,i
(τi)− βi

}
Bk+1
m =

{
θ̂m ∈ B1m :

∑
(πi,τi,τm)∈Dm

logPπi,πm

θ̂m,m
(τi, τm) ≥ max

θ′
m∈Θm

∑
(πi,τi,τm)∈Dm

logPπi,πm

θ′
m,m (τi, τm)− βm

}
7: Output π̂ as uniform mixture of the policies π1

i , π
2
i , . . . , π

K
i .
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∀h ∈ [H], the notation in the equations are defined as: for agent i, πh,i = πh,i(ah,i | oh,i),
Th,i,ah,i

= Th,i,ah,i
(sh+1 | sh, oh,i),Oh,i = Oh,i(oh,i | sh), and ∀m ∈ [n] \ {i}, πh,m =

πh,m(ah,m | oh,m), Th,m,ah,m
= Th,m,ah,m,ah,i

(sh+1 | sh, oh,m, oh,i),Oh,m = Oh,m(oh,m, oh,i |
sh).

For the real transition model θi = θ∗i , the observation probability {Oh,i}h∈[H] and transition proba-
bility {Th,i}h∈[H] are defined as (∀sh ∈ S, sh+1 ∈ S, oh,i ∈ Oi, ah,i ∈ Ai.)

Oh,i(oh,i | sh) =
∑

{oh,m}m∈[n]/{i}

Oh(oh | sh)

Th,i,ah,i
(sh+1 | sh, oh,i) =

∑
{(oh,m,ah,m)}m∈[n]/{i}

 ∏
j∈[n]/{i}

πh,j(ah,j | oh,j)

 Oh(oh | sh)
Oh,i(oh,i | sh)

Th,ah
(sh+1 | sh)

(19)
Similarly, for all m ∈ [n]/{i}, the real transition model θm = θ∗m, the observation probability
{Oh,m}h∈[H] and transition probability {Th,m}h∈[H] are defined as (∀sh ∈ S, sh+1 ∈ S, oh,m ∈
Om, ah,m ∈ Am.)

Oh,m(oh,i, oh,m | sh) =
∑

{oh,r}r∈[n]/{i,m}

Oh(oh | sh)

Th,m,ah,i,ah,m
(sh+1 | sh, oh,i, oh,m) =

∑
{(oh,r,ah,r)}m∈[n]/{i,m}

 ∏
j∈[n]/{i,m}

πh,j(ah,j | oh,j)

 Oh(oh | sh)
Oh,m(oh,i, oh,m | sh)

T,

(20)
where we denote Th,ah

as Th,ah
(sh+1 | sh).

E.2 PROOF FOR THEOREM 5.1

We first proof the following theorem, which can be seen as the bound of regret for Algorithm E.1.
Theorem E.1. If Algorithm 5.1 take agent i as central agent and take policies {πm}m∈[n]/{i} as
input, then Algorithm 5.1 guarantees that with probability at least 1− δ for all k ∈ [T ][

k∑
t=1

V π∗
i ,π−i − V πk

i ,π−i

]
≤ Õ

(
S2O2A2

α2

√
k(S2A2O2 + SO2)× poly(H)

)
,

where π∗
i is defined as

π∗
i = argmax

πi

V πi,π−i .

According to the symmetric principle, we assume the central agent in Algorithm E.1 is agent n
without loss of generosity.
Definition E.1. For all (m, i) ∈ [n− 1]× [T ], θm ∈ Θm, and any policy πm of agent m, we define
fm(θm, πn, πm, ) and f̃ i

m(θm, πn, πm) as:

fm(θm, πn, πm) = Pπn,πm

θm,m (τn, τm), f̃ i
m(θm, πn, πm) = Pπn,πm

θm,m

(
τ in, τ

i
m

)
.

For agent n, we define fn(θn, πn) and f̃ i
n(θn, πn) as:

fn(θn, πn) = Pπn

θn,n
(τn), f̃ i

n(θn, πn) = Pπn

θn,n

(
τ in
)
.

Lemma E.1. There exist an absolute constant c such that for any δ ∈ (0, 1], with probability at
least 1− δ, the following inequality holds for all t ∈ [T ] and all θm ∈ Θm, m ∈ [n].

t∑
i=1

log
(
f̃ i
m

(
θm, πi

n, πm

)
/f̃ i

m

(
θ⋆m, πi

n, πm

))
≤ βm,

t∑
i=1

log
(
f̃ i
n

(
θn, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

))
≤ βn,

where we define bonus term βn and βm for all m ∈ [n− 1] as:

βm = c
(
H(S2A2O2 +O2S) log(TSAOH) + log(Tn/δ)

)
,

βn = c
(
H(S2AO +OS) log(TSAOH) + log(Tn/δ)

)
.
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Proof. We first prove the first inequality. We use θn = (Tn,On, µ) to denote the ensemble of all
the parameter of the probability of trajectory τ in. We use Θn to denote the collections of all such
parameters θn. We can view Θn as a subset of a dn = H(S2AO+SO)+S dimension subspace. We
denote θ̄n as the optimistic ϵ−discretelization of θm so that θ̄m,i = ⌈θm,i/ϵ⌉ × ϵ for all coordinates
i. We always have fn(θ̄n, πn) ≥ fn(θn, πn). We can choose ϵ ≤ 1/(c(S + O + A)HT ) such that∑

τn
|fn(θ̄n, πn)− fn(θn, πn)| ≤ 1/T . We use Θ̄n to represent the collections of all such θ̄n, then,

the log-cardinality of Θ̄n is bounded by

log
∣∣θ̄n∣∣ ≤ O (H(S2AO + SO) log(TSAOH)

)
.

We denote Et[·] = E = [·|{(πi
n, τ

i)}t−1
i=1 ∪ {πi

n}].

E

[
exp

(
t∑

i=1

log
(
f̃ i
n

(
θ̄n, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

)))]

=E

[
exp

(
t−1∑
i=1

log
(
f̃ i
n

(
θ̄n, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

)))
· Et

[
exp

(
log
(
f̃ t
n(θ̄n, π

t
n)/f̃

t
n(θ

⋆
n, π

t
n)
))]]

=E

[
exp

(
t−1∑
i=1

log
(
f̃ i
n

(
θ̄n, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

)))
· Et

(
f̃ t
n(θ̄n, π

t
n)/f̃

t
n(θ

⋆
n, π

t
n)
)]

(21)

Since we have

Et

(
f̃ t
n(θ̄n, π

t
n)/f̃

t
n(θ

⋆
n, π

t
n)
)
=
∑
τn

f̃ t
n

(
θ̄n, π

t
n

)
≤ (1 + 1/T ),

we obtain that

E

[
exp

(
t∑

i=1

log
(
f̃ i
n

(
θ̄n, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

)))]
≤ e.

Therefore, by Markov’s inequality, we have

P

(
t∑

i=1

log

(
f̃ i
n

(
θ̄n, π

i
n

)
f̃ i
n (θ

⋆
n, π

i
n)

)
> log(1/δ)

)
≤ E

[
exp

t∑
i=1

log

(
f̃ i
n

(
θ̄n, π

i
n

)
f̃ i
n (θ

⋆
n, π

i
n)

)]
· exp(− log(1/δ)) ≤ eδ.

We take a union bound over all (θ̄n, t) ∈ Θ̄n × [T ] and rescaling δ, we obtain

P

(
max

(θ̄n,t)∈Θ̄n×[T ]

t∑
i=1

log

(
f̃ i
n

(
θ̄n, π

i
n

)
f̃ i
n (θ

⋆
n, π

i
n)

)
> c(H(S2AO + SO) log(TSAOH) + log(T/δ))

)
≤ δ.

Since θ̄n is an optimistic discretization of θn, which implies that Pπn

θn,n
(τn) ≤ Pπn

θ̄n,n
(τn) for all

θn, πn, τn. As a result, we obtain that

P

(
max

(θn,t)∈Θn×[T ]

t∑
i=1

log

(
f̃ i
n

(
θn, π

i
n

)
f̃ i
n (θ

⋆
n, π

i
n)

)
> c(H(S2AO + SO) log(TSAOH) + log(T/δ))

)
≤ δ.

We similarly consider fm(θm, πn, πm) for all m ∈ [n−1]. We use a dm = H(S2A2O2+SO2)+S
dimension parameter θm = (Tm,Om, µ) to denote the ensemble of all the parameters of the
probability of trajectories (τ in, τ

i
m). We denote Θm as the collection of all the ϵ−optimistic dis-

cretelization, θ̄m. We still choose ϵ ≤ 1/(c(S + O + A)HT ) for large constant c so that∑
τn,τm

|fm
(
θ̄m, πn, πm

)
− fm (θm, πn, πm) | ≤ 1/T . With similar analysis as above, we can

derive the following inequality:

P

(
max

(θm,t)∈Θm×[T ]

t∑
i=1

log
(
f̃ i
m

(
θm, πi

n, πm

)
/f̃ i

m

(
θ⋆m, πi

n, πm

))
> βm

)
≤ δ.

Eventually, we can obtain that with probability at least 1− δ, the following events hold true:
t∑

i=1

log
(
f̃ i
m

(
θm, πi

n, πm

)
/f̃ i

m

(
θ⋆m, πi

n, πm

))
≤ βm,

t∑
i=1

log
(
f̃ i
n

(
θn, π

i
n

)
/f̃ i

n

(
θ⋆n, π

i
n

))
≤ βn,
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Lemma E.2. There exists a universal constant c such that for any δ ∈ (0, 1], with probability at
least 1− δ, for all t ∈ [T ] and all θm ∈ Θm, m ∈ [n− 1], it holds that

k∑
t=1

 ∑
τn∈(On×An)H ,τm∈(Om×Am)H

∣∣fm (θm, πi
n, πm

)
− fm

(
θ⋆m, πi

n, πm

)∣∣2

≤c

(
k∑

t=1

log
(
f̃ i
m

(
θ⋆m, πi

n, πm

)
/f̃ i

m

(
θm, πi

n, πm

))
+ βm

)
,

and for θn ∈ Θn, it holds that

k∑
t=1

 ∑
τn∈(On×An)H

∣∣fn (θn, πi
n

)
− fn

(
θ⋆n, π

i
n

)∣∣2

≤ c

(
t∑

i=1

log

(
f̃ i
n

(
θ⋆n, π

i
n

)
f̃ i
n (θn, π

i
n)

)
+ βn

)

Proof. The proof of this lemma is very similar to the proof for Lemma C.2, so we omit it here for
clarity.

Lemma E.3. We have the following bound on the regret of Algorithm 5.1.

K∑
k=1

[
V π∗

n,π−n − V πk
n,π−n

]
≤H ·

K∑
t=1

∑
τH,n

∣∣∣Pπt
n

θt
n,n

(τH,n)− Pπt
n

θ∗
n,n

(τH,n)
∣∣∣+H ·

n−1∑
m=1

K∑
t=1

∑
τH,n,τH,m

∣∣∣Pπt
n,πm

θt
m,m (τH,n, τH,m)− Pπt

n,πm

θ∗
m,m (τH,n, τH,m)

∣∣∣ ,
where we define π∗

i as π∗
i = argmaxπi V

πi,π−i .

Proof. For any policy π = (π1, π2, . . . , πn), we can decompose the value function V π as follows:

V π =Eπ

[
n∑

m=1

H∑
h=1

rh(oh,m)

]
=

n∑
m=1

Eπ

[
H∑

h=1

rh(oh,m)

]

=

n∑
m=1

∑
{τH,j}n

j=1

Pπ(τH) ·

(
H∑

h=1

rh(oh,m)

)

=

n−1∑
m=1

∑
τH,m,τH,n

Pπn,πm

θ∗
m,m (τH,m, τH,n) ·

(
H∑

h=1

rh(oh,m)

)
+
∑
τH,n

Pπn

θ∗
n,n

(τH,n) ·

(
H∑

h=1

rh(oh,n)

)
.

For m ∈ [n− 1], we further define

V πn,π−n
n (θn) =

∑
τH,n

Pπn

θn,n
(τH,n) ·

(
H∑

h=1

rh(oh,n)

)
, V πn,π−n

m (θm)
∑

τH,m,τH,n

Pπn,πm

θ∗
m,m (τH,m, τH,n) ·

(
H∑

h=1

rh(oh,m)

)
.

Then we can decompose the value function as

V π∗
n,π−n =

n∑
m=1

V
πt
n,π−n

m (θ∗m), V πk
n,π−n =

n∑
m=1

V
π∗
n,π−n

m (θ∗m).

According to Lemma E.1 and Lemma E.2, we can deduce that θ∗m ∈ ∩t∈[K]Btm, holds for all m ∈ [n]
with probability at least 1 − δ. In the following analysis, we assume that θ∗m ∈ ∩t∈[K]Btm. On this
event, according to the optimism of {θm}m∈[n] and πt

n for t ∈ [K], we can obtain that

V π∗
n,π−n − V πk

n,π−n =

n∑
m=1

V
π∗
n,π−n

m (θ∗m)−
n∑

m=1

V
πt
n,π−n

m (θ∗m) ≤
n∑

m=1

V
πt
n,π−n

m (θtm)−
n∑

m=1

V
πt
n,π−n

m (θ∗m).
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According to the definition of
{
V

πt
n,π−n

m (θ∗m)
}
m∈[n]

and
{
V

πt
n,π−n

m (θtm)
}
m∈[n]

, we further have

the following bound on the regret.

K∑
t=1

[
V π∗

n,π−n − V πk
n,π−n

]
≤

K∑
t=1

[
n∑

m=1

V
πt
n,π−n

m (θtm)−
n∑

m=1

V
πt
n,π−n

m (θ∗m)

]

≤H ·
K∑
t=1

∑
τH,n

∣∣∣Pπt
n

θt
n
(τH,n)− Pπt

n

θ∗
n
(τH,n)

∣∣∣+H ·
n−1∑
m=1

K∑
t=1

∑
τH,n,τH,m

∣∣∣Pπt
n,πm

θt
m

(τH,n, τH,m)− Pπt
n,πm

θ∗
m

(τH,n, τH,m)
∣∣∣ .

Definition E.2. For all (m,h, k) ∈ [n − 1] × [H] × [T ], we define the matrix notations M⋆
h,m ∈

RO2×O2

and Mk
h,m ∈ RO2×O2

as follows:

M⋆
0,m = O⋆

1,mµ⋆
m ∈ RO, Mk

0,m = Ok
1,mµk

m ∈ RO,

M⋆
h,m(om, am, an) = O⋆

h+1,mT⋆
h,m,am,an

· diag
(
O⋆

h,m(om, on | ·)
) (

O⋆
h,m

)† ∈ RO2×O2

,

Mk
h,m(om, am, an) = Ok

h+1,mTk
h,m,am,an

· diag
(
Ok

h,m(om, on | ·)
) (

Ok
h,m

)† ∈ RO2×O2

,

and for agent n, we define matrix notations M⋆
h,n ∈ RO×O and Mk

h,n ∈ RO×O as follows for all
(h, k) ∈ [H]× [T ]

M⋆
0,n = O⋆

1,nµ
⋆
n ∈ RO, Mk

0,m = Ok
1,nµ

k
n ∈ RO,

M⋆
h,n(on, an) = O⋆

h+1,nT⋆
h,n,an

· diag
(
O⋆

h,n(on | ·)
) (

O⋆
h,n

)† ∈ RO×O,

Mk
h,n(on, an) = Ok

h+1,nTk
h,n,an

· diag
(
Ok

h,n(on | ·)
) (

Ok
h,n

)† ∈ RO×O,

where {O⋆
h,m}(h,m)∈[H]×[n] and {T⋆

h,m}(h,m)∈[H]×[n] denote the observation and transition matri-
ces corresponding to the true transition model, and {Ok

h,m}(h,m)∈[H]×[n] and {Tk
h,m}(h,m)∈[H]×[n]

denote the observation and transition matrices corresponding to model parameter θkm for all
k ∈ [T ]. When no confusion arises, we simplify the notation by using M⋆

h,m to represent
M⋆

h,m(om, am, an) and Mk
h,m to represent Mk

h,m(om, am, an) for m ∈ [n− 1]. We also simplify by
using M⋆

h,n to represent M⋆
h,n(on, an) and Mk

h,n to represent Mk
h,n(on, an).

Lemma E.4. Given O × S matrix A1,A2, . . . ,An. We further define matrix B and matrix C
as B⊺ = (A⊺

1 ,A
⊺
2 , . . . ,A

⊺
n), C = A1 + A2 + · · · + An. Then if σS(C) ≥ α, then we have

σS(C) ≥ α/
√
n.

Proof. We only need to prove that for any given unit vector x ∈ RS , ∥Bx∥2 ≥ α√
O

. Since we have

∥Bx∥2 = ∥(A1x
⊺, . . . ,Anx

⊺)⊺∥2 =
√
∥A1x∥22 + · · ·+ ∥Anx∥22 ≥

1√
n
∥A1x+ · · ·+Anx∥2 =

1√
n
∥Cx∥2 ≥

α√
n
.

Thus, we finished the proof of the lemma.

Corollary E.1. According to the definition of observable condition, we have σS(Oh,n) ≥ α, for all
h ∈ [H], and σS(Oh,m) ≥ α/

√
O for all h ∈ [H] and all m ∈ [n− 1].

According to the definition of matrix notation, we can directly obtain the following lemma:
Lemma E.5. (Bound the regret of Operator Estimates) The following two inequalities holds true
for all h ∈ [H]:

∑
τh,n

∥∥∥∥∥∥
 h∏
j=0

Mk
j,n

−
 h∏
j=0

M⋆
j,n

∥∥∥∥∥∥
1

πt
n(τh,n) ≤

√
S

α

 h∑
j=0

∑
τj,n

∥∥∥∥∥(Mk
j,n −M⋆

j,n

) [ j−1∏
h′=0

M⋆
h′,n

]∥∥∥∥∥
1

πt
n(τj,n)

 ,
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and for all agent m ∈ [n− 1] we further have

∑
τh,n,τh,m

∥∥∥∥∥∥
 h∏
j=0

Mk
j,m

bk
0,m −

 h∏
j=0

M⋆
j,m

∥∥∥∥∥∥
1

πt
n(τh,n)πm(τh,m)

≤
√
S

α

h∑
j=0

∑
τj,n,τj,m

∥∥∥∥∥(Mk
j,m −M⋆

j,m

) [ j−1∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

πt
n(τh,n)πm(τh,m).

Lemma E.6. (Constraints for the Operator Estimates from OMLE) With probability at least 1− δ,
for all m ∈ [n− 1], the following events hold true.

k−1∑
t=1

∑
τh,n

πt
n(τh,n) ·

∥∥∥∥∥(Mk
h,n −M⋆

h,n

) [h−1∏
h′=0

M⋆
h′,n

]∥∥∥∥∥
1

= O

(√
S

α

√
kβn

)
,

k−1∑
t=1

∑
τh,n,τh,m

πt
n(τh,n)πm(τh,m) ·

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [h−1∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

= O

(√
S

α

√
kβm

)
,

where βm and βn is defined as

βn = c(H(S2A2O2 + SO2) log(TSAOH) + log(nT/δ)),

βn = c(H(S2AO + SO) log(TSAOH) + log(Tn/δ)).

Proof. The proof of this lemma is very similar to the proof for Lemma C.3, so we omit it here for
clarity.

Proof of Theorem E.1 : We only need to consider the following problem:
We are required to bound the following target term for m ∈ [n− 1].

k∑
t=1

H−1∑
h=0

∑
τh,n

∥∥∥∥∥(Mt
h,n −M⋆

h,n

) [h−1∏
h′=0

M⋆
h′,n

]∥∥∥∥∥
1

· πt
n(τh,n)


k∑

t=1

H−1∑
h=0

∑
τh,n,τh,m

∥∥∥∥∥(Mt
h,m −M⋆

h,m

) [h−1∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

· πt
n(τh,n)πm(τh,m)

 ,

For agent n we have the following condition:

k−1∑
t=1

∑
τh,n

∥∥∥∥∥(Mk
h,n −M⋆

h,n

) [h−1∏
h′=0

M⋆
h′,n

]∥∥∥∥∥
1

× πt
n(τh,n) = O

(√
S

α

√
kβn

)
,∀k ∈ [T ].

Corresponding to agent m ∈ [n− 1] we have the following condition:

k−1∑
t=1

∑
τh,n,τh,m

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [h−1∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

· πt
n(τh,n)πm(τh,m) = O

(√
S

α

√
kβm

)
.

We apply Eluder-Dimension Lemma (Proposition 22 of Liu et al. (2022a)), and we can obtain the
following bound on the regret with probability at least 1− δ for all m ∈ [n− 1].

k∑
t=1

H−1∑
h=0

∑
τh,n

∥∥∥∥∥(Mt
h,n −M⋆

h,n

) [h−1∏
h′=0

M⋆
h′,n

]∥∥∥∥∥
1

πt
n(τh,n)

 = Õ
(
S1.5OAH3

α

√
kβn

)
k∑

t=1

H−1∑
h=0

∑
τh,n,τh,m

∥∥∥∥∥(Mk
h,m −M⋆

h,m

) [h−1∏
h′=0

M⋆
h′,m

]∥∥∥∥∥
1

πt
n(τh,n)πm(τh,m)

 = Õ
(
S1.5O2A2H3

α

√
kβm

)
.

Therefore, we achieve the bound of the regret.
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Proof for Theorem 5.1 We are now ready to prove Theorem 5.1. We begin by restating the
theorem here for the reader’s convenience.
Theorem E.2. If the central agent for Algorithm 5.1 is i, we define bonus parameter as βi =
c(H(S2AO + SO) log(TSAOH) + log(Tn/δ)), βm = c(H(S2A2O2 + SO2) log(TSAOH) +
log(Tn/δ)) (∀m ∈ [n]/{i}) for some constant c. Then, with probability at least 1 − δ, Algorithm
terminates within 4H/ϵ steps of the while loop, and outputs an ϵ−approximate local optimal policy.
The total episodes of play is at most

K = Õ
(
S4O4A4(S2A2O2 + SO2)× poly(H)/(α4ϵ3)

)
.

Proof. We use superscript t to represent variables at the tth step (before π is updated) of the while
loop. We set Ki = Õ(S4O4A4(S2A2O2 + SO2)× poly(H)/(α4ϵ2)). According to Theorem E.1,
for fixed i and t, we have with probability at least 1− δϵ

8nH

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
.

We then take a union bound over all t ≤ 4H/ϵ and for all i ∈ [n], and we have with probability at
least 1− δ the following inequality holds for all i ∈ [n] and t ≤ 4H/ϵ

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
. (22)

For the empirical estimator V̂ t, it’s bounded in [0, H]. Thus, by Hoeffding’s inequality, for fixed
i ∈ [n] and t

P
(∣∣∣V̂ t − V t

∣∣∣ ≥ ϵ

8

)
≤ 2 exp

(
− Nϵ2

32H2

)
.

Choosing N = CH2

ϵ2 log
(

nHSK maxi∈[n] Ai

ϵδ

)
for some large constant C, we have

P
(∣∣∣V̂ t − V t

∣∣∣ ≥ ϵ

8

)
≤ ϵδ

16nH
.

Applying this inequality for V̂ t(π̂t
i , π

t
−i) and V̂ t(πt) and taking a union bound over i ∈ [n] and

t ≤ 4H/ϵ, we can achieve that

|V̂ (π̂t
i , π

t
−i)− V (π̂t

i , π
t
−i)| ≤ ϵ/8, |V̂ t(πt)− V (πt)| ≤ ϵ/8.

We combine this result with equation 22, and we can obtain that with probability at least 1− δ

max
µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) ≤

ϵ

4
, |V̂ (π̂t

i , π
t
−i)− V (π̂t

i , π
t
−i)| ≤ ϵ/8, |V̂ t(πt)− V (πt)| ≤ ϵ/8

holds for all i ∈ [n] and t ≤ 4H
ϵ . On this event,

δti =V̂ t(π̂i, π−i)− V̂ t(πt) ≤ V (π̂t
i , π

t
−i)− V (πt) + ϵ/4.

If the while loop doesn’t end after the t−th iteration and t ≤ 4H/ϵ, there exists jt s.t. ∆t
jt ≥ ϵ/2,

so we have

V (π̂t
jt , π

t
−jt)− V (πt) ≥ ∆t

jt − ϵ/4 ≥ ϵ.

Since the value function is bound by H , so the while loop ends within 4H/epsilon steps. Therefore,
the inequality above that holds for all i ∈ [n] and t ≤ 4H/epsilon holds for simultaneously before
the end of the while loop with probability at least 1− δ. Again, on this event, if the while loop stops
at the end of tth step, we have maxi∈[n] δ

t
i ≤ ϵ/2, then

max
µi

V (µi, π
t
−i)− V (πt) =max

µi

V (µi, π
t
−i)− V (π̂t

i , π
t
−i) + V (π̂t

i , π
t
−i)− V (πt)

≤ϵ/4 + V̂ t(π̂t
i , π

t
−i)− V̂ t(πt) + 2ϵ/8

≤ϵ/2 + ∆t
i

≤ϵ.
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So the returned policy πt is an ϵ−approximate local optimal. Therefore, we can conclude that prob-
ability at least 1− δ, within 4H/ϵ steps of the while loop, Algorithm E.1 outputs an ϵ−approximate
local optimal policy.
Eventually, we compute the total number of episodes as the total sample complexity. We first com-
pute the number of episodes within each step of the while loop.

N +

n∑
i=1

(Ki +N) = O
(
nH2

ϵ2
log

(
nHSKmaxi∈[n] Ai

ϵδ

))
+ Õ

(
S4O4A4(S2A2O2 + SO2)× poly(H)

α4ϵ2

)
.

Since the algorithm ends within at most 4H/ϵ, we can compute the total sample complexity.

K =
4H

ϵ

(
N +

n∑
i=1

(Ki +N)

)
= Õ

(
S4O4A4(S2A2O2 + SO2)× poly(H)

α4ϵ3

)
.

E.3 PROOF FOR THEOREM 5.2

Theorem E.3. For both randomized and deterministic algorithms, there exists an instance of DEC-
MDP wherein the regret scales at least as O(

√
AnT ). This result underscores the limitation of

achieving sample efficiency in algorithms for DEC-POMDP without imposing assumptions on the
transition model, even with a memoryless policy.

Proof. The proof for Theorem 5.2 proceeds straightforwardly. We consider a two-step DEC-MDP,
commencing from an initial state s1. For all s ∈ S, we assume the reward function satisfies
rh,1(s) = rh,2(s) = · · · = rh,n(s) for all h ∈ [2]. Consequently, the entire DEC-MDP reduces
to a multi-armed bandit problem. By leveraging a classic result on the lower bound of regret for
the multi-armed bandit problem (Mannor and Tsitsiklis, 2004), it follows that for any randomized
or deterministic algorithm, there exists an instance of the multi-arm bandit problem such that the
regret is at least O(

√
ÃT ), where Ã denotes the number of arms. Consequently, for any random-

ized or deterministic algorithm, there exists an instance of DEC-MDP such that the regret is at least
O(
√
AnT ).

F POMDP WITH KNAPSACK CONSTRAINTS

F.1 MODEL

We commence by formally defining the model. We consider the framework of tabular Partially Ob-
servable Markov Decision Processes (POMDPs), denoted as (S,A,O, H,T, r,M), which extends
to an episodic POMDP with a d-dimensional budget. Each component Mi of the budget vector M
represents the total budget of the ith cost. At the onset of each episode, the agent is endowed with
a budget M1 = M = (M,M, . . . ,M). During the hth step, the agent incurs a cost vector, thereby
decrementing the total budget to Mh+1 = Mh − Ch. Subsequently, the budget for the (h + 1)th

step follows a transition probability Mh+1,i ∼ Th(·|Mh,i, oh, ah). An episode concludes after H
steps or when the budget of any dimension i reaches 0. The primary objective of the agent is to
maximize its cumulative reward

∑K
k=1

∑H
h=1 rk,h over K episodes. Furthermore, we impose the

knapsack assumption on the cost:
Assumption F.1. Both the budget Mi and the possible values of costs Ci are integral multiples of
the unit cost 1

m .

We conceptualize the POMDP model as a factored Decentralized POMDP (DEC-POMDP). Initially,
the policy class is defined as follows:

Π =
{
{πh}Hh=1 | πh : (A×O ×Md)H−1 ×O ×Md → A

}
.

We define the joint state space as S̃ = S ×M, where the tuple consists of the true state and the
budget. We introduce d dummy agents, where the local state of the ith dummy agent corresponds to
the ith entry in the budget vector. The true agent is denoted as the (d+1)th agent. The state transition
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of the (d+ 1)th agent follows sh+1 ∼ Th,i(· | sh, ah), and its observation follows oh ∼ Oh(· | sh).
The transition of the ith agent is given by: Mh+1,i ∼ Th(· |Mh,i, oh, ah). Therefore, the transition
of the joint state is:

(sh+1,Mh+1) ∼

[
d∏

m=1

Th,m(· |Mh,m, oh, ah)

]
Th(· | sh, ah).

The probability of trajectory (o1, a1,M1, o2, a2,M2, . . . , oH , aH ,MH) for policy π is defined as:

Pπ(τH) =
∑

s1,s2,...,sH

µ1(s1)O1(o1 | s1)π1(a1 | o1,M1)T1,a1
(s2 | s1)

d∏
i=1

T1,i(M2,i|M1,i, o1, a1)× · · ·

×O(oH−1 | sH−1)πH−1(aH−1 | o1, a1,M1, . . . , oH−2, aH−2,MH−2, oH−1)TH−1,aH−1
(sH | sH−1)

×
d∏

i=1

TH−1,i(MH,i |MH−1,i, oH−1, aH−1)×O(oH | sH)× πH−1(aH | o1, a1,M1, . . . , aH−1,MH−1, oH).

The reward function is defined as (for all h ∈ [H]):
r̃h(oh,Mh) =rh(oh) if Mh,i > 0 for all i ∈ [d].

=0 else.
Hence, we can model the POMDP setting with knapsack constraints as a DEC-POMDP with d +
1 agents. For the (d + 1)th agent, o, a, and s are defined as its observation, action, and state,
respectively. We interpret Bi as both the individual state and the observation of the ith agent. The
transition of the ith agent is defined as: Th,i(Mh+1,i|Mh,i, oh, ah),

Figure 2: Influential
graph for POMDP with
constraints

which is influenced by the observation and action of the (d+1)th agent.
The actions of agents 1, 2, . . . , d do not affect the model, hence we do
not need to consider their actions. The reward function r̃h(oh,Mh) is
a function of the observation of all individuals. Thus, the POMDPwk
model can be formulated as a factored DEC-POMDP. The influence
graph of POMDPwk is depicted in Figure 2. The maximum indegree
is 1.

F.2 ALGORITHM

We can apply Algorithm 4.2 to the the setting of POMDP with con-
straints. We introduce Algorithm F.2. We define the complete trajectory τH and trajectory τH,i

Algorithm 8 OMLE for POMDPwk

1: Initialize: B1d+1 = {θ̂d+1 ∈ Θd+1 : minh σS(Oi(θ̂d+1) ≥ α)},Bi = {Θi}, Di = {}, ∀i ∈ [d].
2: for k = 1, . . . ,K do
3: compute (θk1 , θ

k
2 , . . . , θ

k
n, π

k) = argmaxθ̂1∈Bk
1 ,θ̂2∈Bk

2 ,...,θ̂n∈Bk
n,π

V π(θ̂)

4: follow πk to collect a trajectory τ k = (ok1 , a
k
1 ,M

k
1 , . . . , o

k
H , akH ,Mk

H)
5: add (πk, τ k) into Dd+1, and then update

Bk+1
d+1 =

{
θ̂d+1 ∈ B1d+1 :

∑
(π,τ )∈Dd+1

logPπ
θ̂d+1,d+1

≥ max
θ′
d+1

∑
(π,τ )∈Dd+1

logPπ
θ′
d+1,d+1 − βd+1

}
6: for i = 1, . . . , d do
7: follow πk and model

[∏i
j=1 Pθ∗

j ,j

] [∏d
j=i+1 Pθk

j

]
Pπk

θk
d+1

to collect a trajectory τ k.

8: add (τki , τ
k
d+1) into Di and then update

Bk+1
i =

{
θ̂ ∈ B1i :

∑
(τi,τd+1)∈Di

logPθ̂i,i
(τi|τd+1) ≥ max

θ′
i∈Θi

∑
(τi,τd+1)∈Di

logPπ
θ′
i,i

(τi|τd+1)− βi

}

corresponding to agent i ∈ [d+ 1] as
τH = (o1, a1,M1, . . . , oH , aH ,MH), τH,d+1 = (o1, a1, . . . , oH , aH), τH,i = (M1,i,M2,i, . . . ,MH,i), i ∈ [d].
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The probability of individual Pπ
θd+1,d+1

(
τd+1|{τi}di=1

)
and Pθi,i(τi|τd+1), i ∈ [d] is defined as:

Pπ
θd+1,d+1

(
τd+1 | {τi}di=1

)
=

∑
s1,s2,...,sH

µ1(s1)O1(o1 | s1)π1(a1 | o1,M1)T1,a1
(s2 | s1)× · · ·

×O(oH−1 | sH−1)πH−1(aH−1 | o1, a1,M1, . . . , oH−2, aH−2,MH−2, oH−1)TH−1,aH−1
(sH | sH−1)

×O(oH | sH)× πH−1(aH | o1, a1,M1, . . . , oH−1, aH−1,MH−1, oH),

Pθi,i(τi | τd+1) = T1,i(M2,i |M1,i, o1, a1)× T2,i(M3,i |M2,i, o2, a2)× · · · × TH−1(MH,i |MH−1,i, oH−1, aH−1).

F.3 THEORETICAL GUARANTEE

We establish the following theoretical guarantee concerning the regret of Algorithm F.2.

Theorem F.1. Let βd+1 = c(H(SA + SO) log(TSAOH) + log(Td/δ)) and βi =
c(HSM2m2OA log(TSMmAOH) + log(dT/δ)) for all i ∈ [d], where c is a constant. Then,
with probability at least 1− δ, Algorithm F.2 ensures the following inequality:

Regret(k) ≤ Õ
(
S2AO

α2

√
k(S2A+ SO)× poly(H) + d(Mm)2OA

√
k(Mm)2OA× poly(H)

)
.

The proof of this theorem closely follows the derivation outlined in previous sections. Here, we
present key steps while omitting detailed proofs for some of the lemmas for clarity.

Lemma F.1. With probability at least 1− δ, the following events hold:

max
(θd+1,k)∈Θd+1×[T ]

k∑
t=1

log

(
Pπt

θd+1,d+1(τ
t
d+1 | {τ ti }di=1)

Pπt

θ∗
d+1,d+1(τ

t
d+1 | {τ ti }di=1)

)
> c(H(SA+ SO) log(TSAOH) + log(Td/δ)),

max
(θi,k)∈Θi×[T ]

k∑
t=1

log

(Pθi,i(τ
t
i | τ td+1)

Pθ∗
i ,i

(τ ti | τ td+1)

)
> c

(
H(SM2m2OA) log(TSMmAOH) + log(dT/δ)

)
, i ∈ [d].

Lemma F.2. The following event holds with probability at least 1− δ for all θi ∈ Θi, i ∈ [d].

k∑
t=1

(∑
τ

∣∣∣Pπt

θd+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣ d∏
i=1

Pθ∗
i ,i

(τi | τd+1)

)2

≤ c

(
k∑

t=1

log

(
Pπt

θd+1,d+1(τ
t
d+1 | {τ ti }di=1)

Pπt

θ∗
d+1,d+1(τ

t
d+1 | {τ ti }di=1)

)
+H(SA+ SO) log(TSAOH) + log(Td/δ)

)
,

k∑
t=1

∑
τ

∣∣Pθi,i(τi | τd+1)− Pθ∗
i ,i

(τi | τd+1)
∣∣ i−1∏

j=1

Pθ∗
j ,j

 d∏
j=i+1

Pθt
j ,j

Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)

2

≤ c

(
k∑

t=1

log

(Pθi,i(τ
t
i | τ td+1)

Pθ∗
i ,i

(τ ti | τ td+1)

)
+H(SM2m2OA) log(TSMmOAH) + log(dT/δ)

)
,

where for all m ∈ [d], θm ∈ Θm, we denote Pθm,m as Pθm,m(τm | τd+1).

Definition F.1. For m ∈ [n− 1], we define the B−operator as follows:

b0,d+1 = O1µ1 ∈ RO,

Bh,d+1 (o, a) = Oh+1Th,a · diag(Oh(o | ·))O†
h ∈ RO×O,∀h ∈ [H],

bh,i(τh+1,i) =

[
h∏

h′=1

Th′,i(Mh′+1,i |Mh′,i, oh′ , ah′)

]
,

bh,d+1(τh,d+1) =

[
h∏

h′=1

Bh′,d+1(oh′ , ah′)

]
b0,d+1.
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Lemma F.3. With probability at least 1− δ, the following inequality holds true for all h ∈ [H], k ∈
[T ], i ∈ [d]:

k−1∑
t=1

∑
τh

πt(τh)∥
(
Bk

h,d+1(oh, ah)−Bh,d+1(oh, ah)
)
bh−1,d+1(τh−1,d+1)∥1

[
d∏

i=1

bh−1,i(τh,i)

]
= O

(√
S

α

√
kβd+1

)
,

k−1∑
t=1

∑
τh

∥
(
Tk
h−1,i(Mh,i |Mh−1,i, oh−1, ah−1)− Th−1,i(Mh,i |Mh−1,i, oh−1, ah−1)bh−2,i(τh−1,i)

)
∥1×

·

i−1∏
j=1

bh−1,j(τh,j)

 d∏
j=i+1

bt
h−1,j(τh,j)

 ∥bt
h,d+1(τh,d+1)∥1πt

d+1(τh) = O
(√

kβi

)
.

Lemma F.4. the regret by the error of operator estimates is bounded by the following term:

Regret(k) ≤
k∑

t=1

H−1∑
h=1

∑
τh

S1.5

α
∥(Bt

h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]

+

k∑
t=1

H−1∑
h=1

d∑
i=1

∑
τh

∥(Tt
h−1,i − Th−1,i)bh−2,i∥1

i−1∏
j=1

bh−1,j(τh,j)

 d∏
j=i+1

bt
h−1,j(τh,j)

 ∥bt
h,d+1(τh,d+1)∥1πt(τh),

where for all h ∈ [H], we denote Bt
h,d+1 as Bt

h,d+1(oh, ah) and denote Bh,d+1 as Bh,d+1(oh, ah).
For all i ∈ [d] and h ∈ [H], we denote Tt

h,i as Tt
h,i(Mh,i |Mh−1,i, oh−1,ah−1

), and denote Th,i as
Th,i(Mh,i |Mh−1,i, oh−1,ah−1

) . Moreover, for all h ∈ [H], i ∈ [d], we denote bh,i as bh,i(τh+1,i).
Theorem F.2. Let βd+1 = c(H(SA + SO) log(TSAOH) + log(Td/δ)) and βi =
c(HSM2m2OA log(TSMmAOH) + log(dT/δ)) for all i ∈ [d], where c is a constant. Then,
with probability at least 1− δ, Algorithm F.2 ensures the following inequality:

Regret(k) ≤ Õ
(
S2AO

α2

√
k(S2A+ SO)× poly(H) + d(Mm)2OA

√
k(Mm)2OA× poly(H)

)
.

Proof. The target is to bound the following d+ 1 terms:
k∑

t=1

H−1∑
h=1

∑
τh

∥(Bt
h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
,

k∑
t=1

H−1∑
h=1

∑
τh

∥(Tt
h−1,i − Th−1,i)bh−2,i∥1

i−1∏
j=1

bh−1,j(τh,j)

 d∏
j=i+1

bt
h−1,j(τh,j)

 ∥bt
h,d+1(τh,d+1)∥1πt(τh), i ∈ [d].

The condition we have is that with probability at least 1− δ,
k−1∑
t=1

H−1∑
h=1

∑
τh

∥(Bk
h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
= O

(√
S

α

√
kβd+1

)
,

k−1∑
t=1

H−1∑
h=1

∑
τh

∥(Tk
h−1,i − Th−1,i)bh−2,i∥1

i−1∏
j=1

bh−1,j

 d∏
j=i+1

bt
h−1,j

 ∥bt
h,d+1(τh,d+1)∥1πt(τh) = O

(√
kβi

)
, i ∈ [d].

Then, we can apply Eluder dimension lemma (Lemma ??) to obtain that the target is bounded by
k∑

t=1

H−1∑
h=1

∑
τh

∥(Bt
h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1i(τh,i)

]
= O

(
S1.5H2OA

α

√
kβd+1

)
,

k∑
t=1

H−1∑
h=1

∑
τh

∥(Tt
h−1,i − Th−1,i)bh−2,i(τh−1,i)∥1

i−1∏
j=1

bh−1,j(τh,j)

 d∏
j=i+1

bt
h−1,j(τh,j)

 ∥bt
d+1(τh,d+1)∥1πt(τh)

=O
(
(Mm)2OA

√
kβi

)
, i ∈ [d].
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Therefore, we can achieve that the regret is bounded by

Rk ≤ Õ
(
S2AO

α2

√
k(S2A+ SO)× poly(H) + d(Mm)2OA

√
k(Mm)2OA× poly(H)

)
.

F.4 IMPROVEMENT TO ACHIEVE SHARPER BOUND

F.4.1 MOTIVATION

Algorithm F.2 does not appear to achieve the optimal sample complexity. The intuition is that
dummy agents 1, 2, . . . , d can observe their exact state. Therefore, they experience an MDP process.
If we directly apply OMLE to the single-agent MDP setting, the algorithm yields the regret forms
like Rk ≤ Õ(S2A

√
k(S2A) × poly(H)). The regret is scaled in A1.5. However, if we apply the

UCB-VI algorithm to the single-agent MDP, we can obtain: Rk ≤ Õ(H2
√
S2Ak). The regret is

scaled in A0.5. Therefore, by combining UCB-VI with OMLE, we might achieve a sharper bound
on the regret.

We still use OMLE to estimate the model parameter θd+1 for the d + 1th agent. For dummy agent
1, 2, . . . , d, we first use number of times each state tuple (Mi, o, a,M

′
i) and (Mi, o, a) is visited.

Namely we have

Nk
h (Mi, o, a,M

′
i) =

k∑
t=1

1(Mt
h,i,o

t
h,a

t
h,M

t
h+1,i)=(Mi,o,a,M ′

i)
, Nk

h (Mi, o, a) =

k∑
t=1

1(Mt
h,i,o

t
h,a

t
h)=(Mi,o,a),

T̂k
h(M

′
i |Mi, o, a) =

Nk
h (Mi, o, a,M

′
i)

Nk
h (Mi, o, a)

.

We define the bonus as follows:

bkh(Mi, o, a) =

√
2Mm ln(MmOAKHd/δ)

Nk
h (Mi, o, a)

+
2 ln(MmOAKHd/δ)

Nk
h ((Mi, o, a))

,

βd+1 = c(H(SA+ SO) log(TSAOH) + log(Td/δ)).

Algorithm 9 OMLE for POMDPwk

1: Initialize: B1d+1 = {θ̂d+1 ∈ Θd+1 : minh σS(Oi(θ̂d+1) ≥ α)},B1i = {Θi}, Di = {}, for all
players i ∈ [d].

2: for k = 1, . . . ,K do
3: compute (θk1 , θ

k
2 , . . . , θ

k
n, π

k) = argmaxθ̂1∈Bk
1 ,θ̂2∈Bk

2 ,...,θ̂n∈Bk
n,π

V π(θ̂)

4: follow πk to collect a trajectory τ k = (ok1 , a
k
1 ,M

k
1 , . . . , o

k
H , akH ,Mk

H)
5: add (πk, τ k) into Dd+1, and then update

Bk+1
d+1 =

{
θ̂d+1 ∈ B1d+1 :

∑
(π,τ )∈Dd+1

logPπ
θ̂d+1,d+1

≥ max
θ′
d+1

∑
(π,τ )∈Dd+1

logPπ
θ′
d+1,d+1 − βd+1

}
6: for i = 1, 2, . . . , d do

Bk+1
i =

{
θ̂i ∈ B1i :

∑
Mh+1,i

∣∣∣Tθ̂d+1,h
(Mh+1,i |Mh,i, o, a)− T̂k

h(Mh+1,i |Mh,i, o, a)
∣∣∣ ≤ bkh(Mh,i, o, a),∀(h, o, a,Mh,i)

}

F.5 THEORETICAL GUARANTEE

Theorem F.3. With probability at least 1 − δ, Algorithm F.4.1 guarantees the following bound on
the regret:

Regret(k) ≤ Õ
(
S2AO

α2

√
k(SA + SO)× poly(H) + dHBm

√
kOA

)
.
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The proof of this theorem closely follows the derivation outlined in previous sections. Here, we
present key steps while omitting detailed proofs for some of the lemmas for clarity.
Lemma F.5. With probability at least 1− δ, for all o, a,Mh,i, k, h, we have∑

Mh+1,i

∣∣∣Tθ∗
d+1,h

(Mh+1,i |Mh,i, o, a)− T̂k
h(Mh+1,i |Mh,i, o, a)

∣∣∣ ≤ bkh(Mh,i, o, a).

Proof. Consider a fixed tuple (o, a,Mh,i, h, k). Define Hh,t as the history starting from the begin-
ning of episode 1 to step h at episode t (including step h, i.e. up to sth, a

t
h). Define random variables

{Xt}t≥0 as

Xt = 1(oth,at
h,M

t
h,i,M

t
h+1,i)=(o,a,Mh,i,Mh+1,i)−1(oth,at

h,M
t
h,i)=(o,a,Mh,i)Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a).

We now show that {Xt}t≥0 is a martingale sequence adapted to filtration {Hh,t}t≥0. Note that
E [Xt | Hh,t] = 0. We have |Xt| ≤ 1. To use Azuma-Bernstein’s inequality, we note that
E
[
X2

t | Hh,t

]
is bounded as:

E
[
X2

t | Hh,t

]
= 1(oth,at

h,M
t
h,i)=(o,a,Mh,i)Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)

(
1− Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)

)
,

where we use the fact that the variance of a Bernoulli with parameter p is p(1− p). This means that
k∑

t=1

E
[
X2

t | Hh,t

]
= Nk

h (Mi, o, a)Tθ∗
d+1,h

(Mh+1,i |Mh,i, o, a)
(
1− Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)

)
.

Now we apply Bernstein’s inequality on the martingale difference sequence {Xt}t≥0, we have∣∣∣∣∣
k∑

t=1

Xt

∣∣∣∣∣ ≤
√√√√2Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)

(
1− Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)

)
ln(1/δ)

Nk
h (Mh,i, o, a)

+
2 ln(1/δ)

Nk
h (Mh,i, o, a)

≤

√
2Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a) ln(1/δ)

Nk
h (Mh,i, o, a)

+
2 ln(1/δ)

Nk
h (Mh,i, o, a)

.

We apply a union bound over all Bh,i ∈ Bi, o ∈ O, a ∈ A, h ∈ [H], k ∈ [K], i ∈ [d], and we can
achieve that ∣∣∣Tθ∗

d+1,h
(Mh+1,i |Mh,i, o, a)− T̂k

h(Mh+1,i |Mh,i, o, a)
∣∣∣

=

∣∣∣∣∣
k∑

t=1

Xt

∣∣∣∣∣ ≤
√

2Tθ∗
d+1,h

(Mh+1,i |Mh,i, o, a)L

Nk
h (Mh,i, o, a)

+
2L

Nk
h (Mh,i, o, a)

,

where we define ln(MmOAKHd/δ).

Corollary F.1. With probability at least 1− δ,

(θ∗1 , θ
∗
2 , . . . , θ

∗
d) ∈

⋂
k∈[K]

(Bk1 × Bk
1 × · · · × Bkd+1).

Lemma F.6. With probability at least 1− δ, the following event holds.

max
(θd+1,k)∈Θd+1×[T ]

k∑
t=1

log

(
Pπt

θd+1,d+1(τ
t
d+1 | {τ ti }di=1)

Pπt

θ∗
d+1,d+1(τ

t
d+1 | {τ ti }di=1)

)
> c(H(SA+ SO) log(TSAOH) + log(Td/δ)).

Lemma F.7. We can obtain that the following event holds with probability at least 1 − δ for all
θd+1 ∈ Θd+1 and k ∈ [T ].

k∑
t=1

(∑
τ

∣∣∣Pπt

θd+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣ [ d∏
i=1

Pθ∗
i ,i

(τi | τd+1)

])2

≤c

(
k∑

t=1

log

(
Pπt

θd+1,d+1(τ
t
d+1 | {τ ti }di=1)

Pπt

θ∗
d+1,d+1(τ

t
d+1 | {τ ti }di=1)

)
+H(SA+ SO) log(TSAOH) + log(Td/δ)

)
.
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Lemma F.8. With probability at least 1− δ, the following event holds:
k−1∑
t=1

∑
τh

πt(τh)∥
(
Bk

h,d+1(oh, ah)−Bh,d+1(oh, ah)
)
bh−1,d+1(τh−1,d+1)∥1

[
d∏

i=1

bh−1,i(τh,i)

]
= O

(√
S

α

√
kβd+1

)
.

Theorem F.4. With probability at least 1 − δ, Algorithm F.4.1 guarantees the following bound on
the regret:

Regret(k) ≤ Õ
(
S2AO

α2

√
k(SA + SO)× poly(H) + dHBm

√
kOA

)
.

Proof. Initially, using similar techniques as in the section of finding global optimal for factored
DEC-POMDP, we have with probability at least 1− δ, θd+1 ∈

⋂
k∈[K] B

k
d+1. We combine this with

result in F.1, and we can obtain that with probability at least 1− δ,

(θ∗1 , θ
∗
2 , . . . , θ

∗
d+1) ∈

⋂
k∈[K]

(
Bk1 × Bk2 × · · · × Bkn

)
.

Therefore, we can bind the regret as:

Rk =

k∑
t=1

V ∗
θ∗ − V πt

θ∗ ≤
k∑

t=1

V πt

θt − V πt

θ∗ ≤
k∑

t=1

∑
τH

H
∣∣∣Pπt

θt (τH)− Pπt

θ∗(τH)
∣∣∣ .

According to the factorization condition, we have
k∑

t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗(τH)
∣∣∣

=

k∑
t=1

∑
τH

∣∣∣∣∣
[

d∏
i=1

Pθt
i ,i
(τi | τd+1)

]
Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)−

[
d∏

i=1

Pθ∗
i ,i

(τi | τd+1)

]
Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣∣∣ .
Then we bind the term

∑k
t=1

∑
τH

∣∣∣Pπt

θt (τH)− Pπt

θ∗(τH)
∣∣∣ via the following decomposition.

k∑
t=1

∑
τH

∣∣∣∣∣
[

d∏
i=1

Pθt
i ,i
(τi | τd+1)

]
Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)−

[
d∏

i=1

Pθ∗
i ,i

(τi | τd+1)

]
Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣∣∣
≤

k∑
t=1

∑
τH

∣∣∣∣∣
d∏

i=1

Pθt
i ,i
(τi | τd+1)−

d∏
i=1

Pθ∗
i ,i

(τi | τd+1)

∣∣∣∣∣Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)

+

k∑
t=1

∑
τH

∣∣∣Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣ d∏
i=1

Pθ∗
i ,i

(τi | τd+1)

≤
k∑

t=1

∑
τH

d∑
i=1

i−1∏
j=1

Pθ∗
j ,j

 ∣∣∣Pθ∗
i ,i

(τi | τd+1)− Pθt
i ,i
(τi | τd+1)

∣∣∣
 d∏
j=i+1

Pθ∗
j ,j

Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)

+

k∑
t=1

∑
τH

∣∣∣Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣ [ d∏
i=1

Pθ∗
i ,i

(τi | τd+1)

]
,

where for all j ∈ [d], θj ∈ Θj , let Pθj ,j denote Pθj ,j(τj | τd+1). Moreover, for the term∣∣∣Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣, we have the folllowing inequality

k∑
t=1

∑
τH

∣∣∣Pπt

θt
d+1,d+1(τd+1|{τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1|{τi}di=1)

∣∣∣ [ d∏
i=1

Pθ∗
i ,i

(τi|τd+1)

]

=

k∑
t=1

∑
τH

∥∥∥∥∥
H−1∏
h=1

Bt
h,d+1(oh,m, ah,m)bt

0,d+1 −
H−1∏
h=1

Bh,d+1(oh,m, ah,m)b0,d+1

∥∥∥∥∥
1

πt(τH) ·

[
d∏

i=1

bH−1,i(τH,i)

]

≤
k∑

t=1

H−1∑
h=1

∑
τh

S1.5

α
∥(Bt

h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
.
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Now we consider the term
∣∣∣Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)− Pπt

θ∗
d+1,d+1(τd+1 | {τi}di=1)

∣∣∣. According
to the selection of parameter in the implementation of the algorithm, we can derive that for all
o ∈ O, a ∈ A,Mh,i ∈Mi, k ∈ [K], h ∈ [H], i ∈ [d],∑

Mh+1,i

∣∣∣Tθ∗
d+1,h

(Mh+1,i |Mh,i, o, a)− Tθk
d+1,h

(Mh+1,i |Mh,i, o, a)
∣∣∣

≤
∑

Mh+1,i

∣∣∣Tθ∗
d+1,h

(Mh+1,i |Mh,i, o, a)− T̂k
h(Mh+1,i |Mh,i, o, a)

∣∣∣
+
∑

Mh+1,i

∣∣∣Tθk
d+1,h

(Mh+1,i |Mh,i, o, a)− T̂k
h(Mh+1,i |Mh,i, o, a)

∣∣∣
≤2bkh(Mh,i, o, a).

Moreover, we have

k∑
t=1

∑
τH

d∑
i=1

i−1∏
j=1

Pθ∗
j ,j

 ∣∣∣Pθ∗
i ,i

(τi | τd+1)− Pθt
i ,i
(τi | τd+1)

∣∣∣
 d∏
j=i+1

Pθ∗
j ,j

Pπt

θt
d+1,d+1

(
τd+1 | {τi}di=1

)

≤
k∑

t=1

H−1∑
h=1

d∑
i=1

∑
τh

∥(Tt
h−1,i − Th−1,i)bh−1,i(τh−1,i)∥1

i−1∏
j=1

bh−1,j

 d∏
j=i+1

bt
h−1,j

 ∥bt
h,d+1(τh,d+1)∥1πt(τh)

=

k∑
t=1

H−1∑
h=1

d∑
i=1

∑
Mh,i

EMh−1,i,oh−1,ah−1

[∣∣∣Tθ∗
d+1,h−1(Mh,i |Mh−1,i, oh−1, ah−1)− Tθt

d+1,h−1(Mh,i |Mh−1,i, oh−1, ah−1)
∣∣∣]

≤
k∑

t=1

H−1∑
h=1

d∑
i=1

EMh−1,i,oh−1,ah−1

[
2bth−1(Mh−1,i, oh−1, ah−1)

]
,

where for all i ∈ [d], θi ∈ Θi, we denote Pθi,i as Pθi,i(τi | τd+1). For all h ∈ [H], i ∈ [d], we
denote bh,i as bh,i(τh+1,i), and we denote bt

h,i as bt
h,i(τh+1,i).

We can then bound the summation of the bonus term with the following inequality:

k∑
t=1

∑
Mi,o,a

1√
N t

h(Mi, o, a)
=
∑

Mi,o,a

Nk
h (Mi,o,a)∑

r=1

1√
r
≤
∑

Mi,o,a

2

√ ∑
Mi,o,a

≤
√

MmOA
∑

Mi,o,a

Nk
h (Mi, o, a) =

√
kMmOA.

Therefore, we can deduce that

k∑
t=1

∑
τH

d∑
i=1

i−1∏
j=1

Pθ∗
j ,j

 ∣∣∣Pθ∗
i ,i

(τi | τd+1)− Pθt
i ,i
(τi | τd+1)

∣∣∣
 d∏
j=i+1

Pθ∗
j ,j

Pπt

θt
d+1,d+1(τd+1 | {τi}di=1)

≤
k∑

t=1

H−1∑
h=1

d∑
i=1

EMh−1,i,oh−1,ah−1

[
2bth−1(Mh−1,i, oh−1, ah−1)

]
≤O

(
dH
√
kOAMm ln(MmOAKHd/δ)

)
.

We are only left to bound the term

k∑
t=1

H−1∑
h=1

∑
τh

S1.5

α
∥(Bt

h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
.

The condition we have is that with probability at least 1− δ,

k−1∑
t=1

H−1∑
h=1

∑
τh

∥(Bk
h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
= O

(√
S

α

√
kβd+1

)
.
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We similarly apply Eluder-Dimension lemma (Lemma ??), and we can achieve that

k∑
t=1

H−1∑
h=1

∑
τh

∥(Bt
h,d+1 −Bh,d+1)bh−1,d+1(τh−1,d+1)∥1 · πt(τh) ·

[
d∏

i=1

bh−1,i(τh,i)

]
= O

(
S1.5H2OA

α

√
kβd+1

)
.

Therefore, we can achieve that the regret is bounded by

Rk ≤ Õ
(
S2AO

α2

√
k(S2A+ SO)× poly(H) + dHMm

√
kOA

)
.
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