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Abstract

We present an analysis of the sentiment in
Greek political speech, by focusing on the most
frequently occurring emotion in electoral data,
the emotion of ‘disgust’. We show that emo-
tion classification is generally tough, but high
accuracy can be achieved for that particular
emotion. Using our best-performing model to
classify political records of the Greek Parlia-
ment Corpus from 1989 to 2020, we studied
the points in time when this emotion was fre-
quently occurring and we ranked the Greek po-
litical parties based on their estimated score.
We then devised an algorithm to investigate the
emotional context shift of words that describe
specific conditions and that can be used to stig-
matise. Given that early detection of such word
usage is essential for policy-making, we report
two words we found being increasingly used
in a negative emotional context, and one that
is likely to be carrying stigma, in the studied
parliamentary records. We release our data and
code.

1 Introduction
Detecting the emotion of a text involves its classi-

fication based on specific emotion categories. The
emotion categories are often defined by a psycho-
logical model (Oberlidnder and Klinger, 2018) and
the field is considered a branch of sentiment anal-
ysis (Acheampong et al., 2020). Classifying a text
as negative or positive may be a simpler task, but
this coarse level of aggregation is not useful in
tasks that require a subtle understanding of emo-
tion expression (Demszky et al., 2020). As de-
scribed by Seyeditabari et al. (2018), for example,
although ‘fear’ and ‘anger’ express a negative sen-
timent, the former leans towards a pessimistic view
(passive) while the latter with a more optimistic
one that can lead to action. This has made the de-
tection of emotions preferred over sentiment anal-
ysis for a variety of tasks (Bagozzi et al., 1999;
Brave and Nass, 2002; Kabir and Madria, 2021),
including political science (Ahmad et al., 2020).
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Figure 1: Plutchik’s Wheel of emotions colored based on our
sentiment aggregation. Green colour corresponds to positive
sentiment, red to negative sentiment, and yellow to emotions
that we didn’t include in the aggregation.

Most studies in emotion detection concern
resource-rich languages while only a few con-
cern under-represented languages (Ahmad et al.,
2020). We developed and publicly release a Greek
dataset for emotion classification, by using the
eight primary emotions (Figure 1) from Plutchik’s
Wheel (Plutchik, 1980). Following similar stud-
ies for resource-lean languages (Ranasinghe and
Zampieri, 2021; Das et al., 2021; Alexandridis
et al., 2021), we used this dataset to fine-tune and
assess multilingual and monolingual Large Lan-
guage Models (LLMs) for emotion classification.
Although these benchmarks achieve low to aver-
age results for most of the studied emotions, the
performance for DISGUST is much higher and com-
parable to the performance of sentiment and sub-
jectivity classification when we aggregate the emo-
tions accordingly. This finding allowed us to pro-
ceed to the primary research goal of this study,
which is described next.

We annotated the records of the Greek Parlia-
ment Corpus (Dritsa et al., 2022) from 1989 to
2020, using our best-performing classifier, for the



emotion of DISGUST, which is the most frequently
occurring emotion in electoral data (Mohammad
et al., 2015). Disgust is defined as a marked aver-
sion aroused by something highly distasteful, !
and one can distinguish moral from physical dis-
gust (Chapman and Anderson, 2012). In this work,
we consider disgust as a strong emotional reaction
of aversion triggered by a repulsive or offensive
speech, often accompanied by feelings of discom-
fort and a desire to distance oneself from the source
of the feeling. Based on our classifier’s predic-
tions, we studied the points in time when this emo-
tion occurred most frequently. Also, we ranked
the Greek political parties based on their detected
score. Then, we investigated the emotional context
shift, focusing on words that describe specific con-
ditions and which can be used to stigmatise (e.g.,
handicapped, crazy, disabled). Our analysis shows
that the words we targeted are being increasingly
used in an emotional context related to DISGUST in
the studied parliamentary records.

This study presents a new dataset of 3,194 Greek
tweets classified for emotion, plus 7,753 used for
augmentation. Despite its limited size, this is a
publicly available dataset for emotion detection
that can facilitate the development (e.g., by con-
trolled crowd sourcing) of larger datasets. We fine-
tune and assess LLMs on our resources, presenting
the results per emotion (and by aggregating at the
sentiment and subjectivity level), showing that the
classification of DISGUST is promising. Based on
this result, we devised an algorithm that can cap-
ture the evolution of this emotion given a selected
target term, as in euphemism trendmill (Felt and
Riloff, 2020) but applied to political speech, where
aword associated with negative reactions can influ-
ence political attitudes (Utych, 2018).

2 Related work

Emotion classification is an NLP task with various
use cases (Oberldnder and Klinger, 2018; Acheam-
pong et al., 2020; Demszky et al., 2020; Seyed-
itabari et al., 2018; Sailunaz et al., 2018; Gaind,
2019).> Early enough, Transformers (Vaswani
et al., 2017) were employed for the task Kant et al.
(2018), showing the benefits of transfer learning
(Mohammad et al., 2018). Unfortunately, although
datasets exist in English (Desai et al., 2020), there

"https://www.merriam-webster.com/dictionary /di
sgust

2An earlier review of the field can be found in the work
of Mohammad (2016).

is a lack in other, especially resource-lean lan-
guages. Ahmad et al. (2020) detected emotion in
Hindi by transferring learning from English, cap-
turing relevant information through the shared em-
bedding space of the two languages. A similar path
was followed by Tela et al. (2020), who fine-tuned
the English XL Net (Yang et al., 2019) on (10k sam-
ples of) the Tigrinya language. The same strat-
egy has been assessed for other NLP tasks, such
as name entity recognition and topic classification
(Hedderich et al., 2020),> while in the related task
of offensive language detection, Ranasinghe and
Zampieri (2020) experimented with transfer learn-
ing across three languages (not Greek), showing
the benefits of the multilingual BERT-based XLM-
R (Conneau et al., 2019). XLM-R outperforms
various machine/deep learning and Transformer-
based approaches in emotion classification Das
et al. (2021) while Kumar and Kumar (2021)
showed that in zero-shot transfer learning from En-
glish to Indian it compares favourably to the state-
of-the-art.

Emotion detection for the Greek language

A few published studies have focused on senti-
ment analysis in Greek (Markopoulos et al., 2015;
Athanasiou and Maragoudakis, 2017; Tsakalidis
et al., 2018), yet limited published work concerns
emotion detection, probably due to the lack of pub-
licly available resources. Fortunate exceptions in-
clude the work of Krommyda et al. (2020) and
the work of Palogiannidi et al. (2016). The for-
mer study suggested the use of emojis in order to
assign emotions to a text, but they didn’t share
their dataset, and this approach is expected to work
only with emoji-rich corpora. The latter study
created an affective lexicon, which can lead to
efficient solutions, but is not useful to fine-tune
pre-trained algorithms, such as the ones discussed
above. Alexandridis et al. (2021) was the first to
experiment with two BERT-based models, trained
on a Greek emotion dataset, which is not publicly
available. Upon communication with one of the au-
thors, part of their data is included in our dataset.
Another exception is the work of Kalamatianos
et al. (2015), who was the first to publish an emo-

3We also point the interested reader to the work of Pires
et al. (2019), who indicated that transfer is possible to lan-
guages in different scripts (yet, better performance is achieved
when the languages are typologically similar) and to that of
Lauscher et al. (2020), who studied the effectiveness of cross-
lingual transfer for distant languages through multilingual
Transformers.
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tion dataset in Greek but their study comes with
two major limitations. First, inter-annotator agree-
ment was not reported using a chance-corrected
measure, making the results less reliable. Sec-
ond, the lack of emotion (neutral category) is dis-
regarded, but this is the major class in domains
such as politics, making the results of their inter-
annotator agreement even less reliable. We re-
lease our dataset to promote further research in the
field.*

Emotion and Political NLP

Existing sentiment and emotion analysis research
in political contexts lacks emphasis on Greek polit-
ical NLP (Papantoniou and Tzitzikas, 2020), par-
ticularly in estimating the emotion of disgust. Sen-
timent and emotion analysis has been applied to
parliamentary speeches (Valentim and Widmann,
2023), party manifestos (Koljonen et al., 2022;
Crabtree et al., 2020) and to predict political af-
filiation (Hjorth et al., 2015) or emotive rhetoric
(Kosmidis et al., 2019). These studies do not di-
rectly address Greek parliamentary records and
they are based on simplistic lexicon-based mod-
els, which makes it difficult to distinguish when
a word is used neutrally or emotively (Koljonen
et al., 2022). Our work is different, because we
employ emotion classification to detect alarmingly
negative usage of words that can be used to stigma-
tise. This is similar to the detection of euphemism
and dysphemism (Felt and Riloff, 2020), but ap-
plied to political speech, where a word associated
with negative reactions can influence political atti-
tudes (Utych, 2018).

3 Dataset development

This section presents our new dataset, comprising
tweets annotated regarding the emotion of the au-
thor.> We discuss this dataset in subsets used in
our experiments, first focusing on the evaluation
subset (PALO.ES), then training (PALO.GR), and last
regarding secondary sources, such as data for aug-
mentation (ART) and data used to fine-tune LLMs
first in English with neutral tweets.’

4anonymised.link

SWe did not opt for sentences extracted from political
records, because these are less frequently emotional, as op-
posed to tweets. Our primary motivation for excluding this
source was the optimisation of the annotation process, avoid-
ing the annotation of non-target texts.

®This only served to adjust to a setting where the majority
of tweets is characterised by lack of emotion.

[ Class

Emotions |

ANGER anger, annoyance, rage
ANTICIPATION | anticipation, interest, vigilance
DISGUST disgust, disinterest, dislike, loathing
FEAR fear, apprehension, anxiety, terror

Joy joy, serenity, ecstasy

SADNESS sadness, pensiveness, grief

SURPRISE surprise, distraction, amazement
TRUST trust, acceptance, liking, admiration
OTHER sarcasm, irony, or other emotion
NONE no emotion

Table 1: Emotion classes and their respective emotions.

3.1 PALO.ES

This subset comprises Greek tweets provided by
Palo Services,” each annotated by two professional
annotators employed by the company. Each tweet
was annotated regarding ten emotion classes, pre-
sented in Table 1.8 As a first step, we shared a
small sample of one hundred tweets to estimate
inter-annotator agreement, providing no specific
instructions. Cohen’s Kappa was found to be
as low as 0.29. The agreement increased, how-
ever, with the following two additional annotation
rounds.

The first annotation round was performed by pro-
viding the annotators with the guidelines suggested
by Mohammad et al. (2018), asking two questions
per tweet. The first question was: Which of the fol-
lowing options best describes the emotional state
of the tweeter?, seeking for the primary emotion
of the respective tweet. The second question was:
Which of the following options further describes
the emotional state of the tweeter? Select all that
apply., now allowing more than one emotions to
be assigned. Tweets were provided to the anno-
tators as examples per emotion (Appendix A, Ta-
ble 6). Cohen’s Kappa improved to 0.36 for the
primary emotions while Fleiss Kappa (Fleiss and
Cohen, 1973) was found to be 0.26 for the multi-
label annotation setting, which is still low.

The second round followed a manual investiga-
tion of the annotations, which revealed that dis-
agreement was often on tweets comprising news
or announcements. Attempting to alleviate a pos-
sible misunderstanding, we updated the annotation
guidelines so that the annotators were guided to
classify tweets with news or announcements to the
NONE class (more details in Appendix A, Table 7).
The final annotation experiment was performed
by following the updated guideline and by provid-

"http://www.paloservices.com/
8 Annotated samples are provided in Appendix A.
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ANGER  ANTIC. DISGUST FEAR  JOY  SADNESS SURPRISE TRUST NONE | TOTAL
SE.EN 37.0 14.3 37.8 17.6 37.2 294 5.1 52 2.8 7,724
SE+ 33.6 12.9 343 16.0 338 26.7 4.6 4.7 11.9 8,519
ART 12.9 12.9 12.9 129 129 12.9 10.9 11.7 12.9 7,753
PALO.GR 9.8 9.8 24.2 0.7 162 1.5 6.2 21.6 46.2 2,408
PALO.ES 10.8 2.8 31.7 0.5 1.8 0.6 1.4 2.2 60.6 786

Table 2: The relative frequency per emotion (columns 1-8), or their absence (column 9), along with the total number
of tweets (last column) per dataset. In bold are the highest values per class.

ing both annotators with the same batch of 999
tweets and filtering out tweets that the annota-
tors disagreed on. Cohen’s Kappa improved to
0.51 (+15) and Fleiss Kappa improved to 0.44
(+18). We kept 786 out of 999 tweets that annota-
tors agreed on at least one emotion, rejecting 146
tweets with no agreement and 68 tweets labelled
with the emotion OTHER. Due to its size and guar-
anteed quality, we employ PALO.Es only for eval-
uation purposes. We note that although the estab-
lished agreement is high enough for such a subjec-
tive task,” we chose to use our models only on spe-
cific emotions that we trust (see Section 5).

3.2 The PALO.GR training subset

PALO.GR follows the same annotation process as
PALO.ES, but each professional annotator was now
given 1,000 different tweets. Out of the 2,000 an-
notated tweets, we excluded 135 (6.8%) that were
labelled as OTHER, leaving 1,865 tweets in total.
In order to augment the under-represented posi-
tive emotion classes (e.g., JOY, SURPRISE, TRUST),
we provided our annotators with 543 more tweets,
which had been classified as positive by the com-
pany. This led to a total of 2,408 tweets.

3.3 Employing secondary sources

Augmentation was facilitated with Greek tweets
retrieved for several emotions (we will refer to
this sample as ArT).'® To do so, we used target
words that could have been selected by users un-
der specific emotional states. For example, in or-
der to collect tweets related to J0Y, we searched for
tweets that contain words such as ‘yaipouar” (‘I am
happy’). The exact words used to retrieve tweets
per emotion are presented in Appendix A (Table 8).
Using an existing English dataset can assist as
a prior step, by fine-tuning multilingual LLMs in
emotion detection in English, before moving to a
resource-lean language, such as Greek. Moham-
mad et al. (2018) introduced such a dataset for

Low levels of inter-annotator agreement is a well-known
problem in emotion/sentiment/subjectivity studies, where
lower agreement scores are reported (Tsakalidis et al., 2018).

We used: https://www.tweepy.org/.

the ‘1st SemEval E-c Task’, a multi-dimensional
emotion detection dataset,!' which can be used
to fine-tune (multilingual or monolingual) LLMs
in emotion classification in English. We will re-
fer to this dataset as SE.EN. The task of the chal-
lenge was defined as: “Given a tweet, classify it
as ‘neutral or no emotion’ or as one, or more, of
eleven given emotions that best represent the men-
tal state of the tweeter”. The dataset comprised
7,724 tweets with binary labels for each of the
eight categories of Plutchik (1980): ANGER, FEAR,
SADNESS, DISGUST, SURPRISE, ANTICIPATION, TRUST,
and Joy, which were expanded with OPTIMISM, PES-
SIMISM, LOVE, and with NONE for the neutral tweets.
These categories are not mutually exclusive, i.e., a
tweet may belong to one or more categories (Ap-
pendix A).

Better representing the neutral class was done
in a final step of this dataset development process.
There were 218 (2.8%) neutral SE.EN (training and
development) tweets, which means that it is as-
sumed that most often tweets do comprise emo-
tions. Although this may be simply due to the
sampling of the data, we find that this assump-
tion is weak. Depending on the domain, most of-
ten it is the lack of emotion that characterises a
tweet, since it often comprises news, updates or
announcements. Based on this observation, and
in order to better represent the neutral class, we
enriched SE.EN with 795 neutral tweets that were
taken from the timeline of the British newspaper
‘The Telegraph’,'> provided by the online commu-
nity Kaggle.!3> We dub this extended dataset se+.'#

3.4 The class distribution

The class support of all the datasets is presented
in Table 2. se+ has the highest total support and
the highest percentage of the categories ANGER, AN-
TICIPATION, DISGUST, FEAR, JOY and SADNESS com-

"https://competitions.codalab.org/competitions/
17751

Phttps://www.telegraph.co.uk/

Bhttps://www.kaggle.com/

“Preliminary experiments with the dataset of Demszky
et al. (2020) showed that it wasn’t beneficial.
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pared to the other datasets. The distribution of
the support for the ART dataset is evenly spread.
For the PALO.GR and PALO.ES datasets we observe a
high percentage for the category DISGUST and espe-
cially for the category NONE. By adding more neu-
tral tweets to SE.EN, the support for NONE increased
from 2.8% to 11.9%, almost reaching ART (12.9%).

4 Emotion classification benchmark

We preprocessed the tweets of all the datasets by
removing all URLs and usernames (e.g., @Pa-
padopoulos), while tokenisation was undertaken
with respect to each model’s properties. We trained
our systems in order to classify the tweet into one
or more of the eight former emotion categories of
Table 3, excluding NONE. The score for the NONE
class was calculated as the complementary of the
maximum probability of the other eight categories.
In other words, if the maximum emotion score was
lower than 0.5, the NONE class was assigned.

From emotions to subjectivity and sentiment

In order to study not only the emotions but also
the sentiment of the tweets, we aggregated ANGER,
FEAR, SADNESS, DISGUST into a ‘NEGATIVE’ sen-
timent category (in red in Fig. 1). TRUST and
Joy were aggregated into a ‘POSITIVE’ category (in
green in Fig. 1). The rest were considered as be-
longing to a ‘NEUTRAL’ category. ANTICIPATION
and SURPRISE (in yellow in Fig. 1) were not consid-
ered neither as POSITIVE nor as NEGATIVE, because
we find that the sentiment they express is ambigu-
ous. To model subjectivity, we used the NONE emo-
tion class, linking low NONE scores to the subjec-
tive and high to the objective class (i.e., a low score
indicates the presence of at least one emotion).

Selected evaluation measure

For evaluation, we report the Area Under
Precision-Recall Curves (AUPRC) per emotion,
sentiment and subjectivity category, chosen based
on the highly imbalanced nature of our dataset. !>

4.1 Machine and deep learning benchmarks

We used six Transformer-based models, using one
LLM pre-trained on multiple languages and one
that was pre-trained on Greek. We used Random
Forests as a baseline (RF:PALO).'

SAUPRC captures the tradeoff between precision and re-
call for different thresholds.

'We used TFIDF and default parameters of: https://scik
it-learn.org/stable/.

XLM-R (Conneau et al., 2019) is a Transformer-
based multilingual LLM which leads to state-of-
the-art performance on several NLP tasks, espe-
cially for resource-lean languages. For our task,
we added a fully-connected layer on top of the
pre-trained XLM-R model. We fed the pre-trained
model with vectors that represent the tokenised
sentences, and subsequently, the pre-trained model
fed the dense layer with its output, i.e., the context-
aware embedding (length of 768) of the [CLS] to-
ken of each sentence (Appendix B, Fig. 5). The
number of nodes in the output layer is the same as
the number of classes (eight). We fine-tuned the
multilingual XLM-R first on the English se+ and
then we further fine-tuned it on the Greek ArT and
PALO.GR datasets, yielding two models: x:ART and
X:PALO respectively. We also experimented with
merged ART and PALO.GR, yielding X:ART+pPALO. To
assess the benefits of using an English dataset as
a prior step, we fine-tuned XLM-R directly on
PALO.GR, without any fine-tuning on sg+, which
yielded x:NOPE. and tried zero-shot learning by
training the model only on SE+, yielding to X:ZERO.
GreekBERT was introduced by Koutsikakis et al.
(2020) and it is a monolingual Transformer-based
LLM for the modern Greek language. We fine-
tuned GreekBERT on PALO.GR, which led to the
BERT:PALO model.!” Further experimental details
are shared in the Appendix (B).

4.2 Experimental Results

We used as the high quality pALO.Es dataset as our
evaluation set and we present the results in emo-
tion, sentiment, and subjectivity classification.

Emotion classification

Table 3 presents the AUPRC (average across three
restarts) of all seven models, per class and overall,
for the task of emotion classification. The standard
error of the mean is also calculated and shared in
Appendix B (Table 10). x:ART+PALO was the best
overall, achieving the best performance in ANGER,
FEAR, SADNESS and NONE. X:PALO followed closely,
with best performance in ANTICIPATION, JOY, SUR-
PRISE, TRUST and (shared) in NONE.

Sentiment and subjectivity classification

Table 4 presents the AUPRC for the task of sen-
timent and subjectivity detection. X:ART+PALO,
X:PALO and BERT:PALO perform equally high in sub-
jectivity (0.98). These models were also top per-

""We used: https://huggingface.co/.
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ANGER  ANTIC. DISGUST FEAR JOY  SADNESS SURPRISE TRUST NONE | AVG
X:ZERO 0.38 0.12 0.82 0.03  0.49 0.10 0.07 0.18 092 | 0.35
X:ART 0.33 0.13 0.68 0.07 0.31 0.07 0.05 0.10 0.89 | 0.29
X:ART+PALO  0.51 0.43 0.94 0.15 0.50 0.19 0.06 0.25 0.99 | 0.45
X:PALO 0.46 0.50 0.93 0.09 0.54 0.04 0.09 0.28 099 | 044
X:NOPE 0.43 0.19 0.90 0.03  0.48 0.03 0.03 0.20 098 | 0.37
BERT:PALO 0.49 0.31 0.95 0.03 045 0.03 0.03 0.24 098 | 0.39
RF:PALO 0.34 0.14 0.81 0.05 0.13 0.02 0.03 0.10 093 | 0.28

Table 3: Emotion classification AUPRC per emotion and macro-averaged across all emotions (last column). The
average across three restarts is shown per model per column.

Sentiment Subjectivity

neg | pos | neu || AVG || subj | obj AVG
X:ZERO 0.84 1 040 | 0.93 || 0.72 || 0.80 | 0.93 | 0.86
X:ART 0.69 | 0.18 | 0.90 || 0.59 || 0.72 | 0.90 | 0.81
X:ART+PALO | 0.95 | 0.41 | 0.99 || 0.78 || 0.97 | 0.99 | 0.98
X:PALO 0.9510.43 | 099 | 0.79 || 096 | 0.99 | 0.98
X:NOPE 0.93 1 0.39 | 0.99 || 0.77 || 0.95 | 0.99 | 0.97
BERT:PALO | 0.96 | 0.39 | 0.99 || 0.78 || 0.97 | 0.99 | 0.98
RF:PALO 0.84 1 0.17 | 0.95 | 0.65 | 0.87 | 0.95 | 0.91

Table 4: AUPRC in sentiment and subjectivity classifi-
cation, using our seven emotion classifiers (the average
across three restarts is shown). The two macro average
scores are shown on the right of each task.

forming for the neutral sentiment and the objec-
tive class, along with the x:NOPE model, which did
not use fine-tuning in English as a prior step. This
means that using an English dataset as a prior fine-
tuning step assisted in the detection of the subjec-
tive emotions. Specifically, X:PALO was the best
for positive and BERT:PALO for negative ones.

Zero-shot classification

Considering its zero-shot learning, X:ZERO
achieved considerably high scores in DISGUST
and NONE (0.82 and 0.92 respectively), also
scoring high in Joy. More generally for POSITIVE
emotions, it scored only three percentage points
lower from the best performing X:PALO. X:ZERO
also outperformed x:ArRT, which had the worst
results. The low performance of X:ART indicates
that retrieving data based on keywords may not be
the right way to build a training dataset, when the
evaluation dataset is sampled otherwise. On the
other hand, combined with other datasets it can
lead to improvements, as for example X:ART+PALO
that outperforms both x:ART and x:parLO for the
emotion classification task, and especially for
subjective emotions.

Emotion classification averaged across systems

Figure 2 presents the average AUPRC score
(across systems) per emotion, sentiment and sub-
jectivity class, allowing us to compare the differ-
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Figure 2: Average AUPRC score of all seven systems
in emotion (in purple), sentiment (light green), subjec-
tivity (dark blue) classification.

ent emotions and emotion groups for the average
performance. We observe that our dataset provides
adequate training material for DisGusT and for the
lack of any emotion (NONE). The former probably
explains also the high score for the NEGATIVE sen-
timent while the latter for the NEUTRAL.

5 Detecting emotions in political speech
We mechanically annotated and studied the emo-
tion in the textual records of the Greek Parliament.
We focused on DISGUST, which is the emotion that
our classifiers capture best (see Figure 2). We
opted for detecting a single emotion, instead of sen-
timent or subjectivity, because the latter could be
linked to multiple emotions and hence providing
us with an inaccurate conclusions. For example,
as we noted in the introduction, ‘fear’ and ‘anger’
are both negative, but the pessimistic view of the
former differs from the optimistic view of the lat-
ter (Seyeditabari et al., 2018). Such subtle differ-
ences, however, should not be ignored in our socio-
political study (Ahmad et al., 2020), where we: (a)
explore the emotion evolution in political speech,
(b) utilise its presence to compare political parties,
(c) explore the context of terms used to stigmatise
people (Rose et al., 2007).

The Greek Parliament Corpus,'®

which we

Bhttps://zenodo.org/record /7005201
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Figure 3: Average predicted pisGUsT score per month for
the records of the Greek Parliament Corpus. The ten highest
values are shown with red bullets.

used to undertake this study, comprises 1,280,918
speeches of Greek Parliament members from 1989
to 2020'°, which were split into 9,096,021 sen-
tences (with average word length of 19) for the
purposes of our research. Preliminary experiments
with our top three emotion classifiers, X:PALO,
BERT:PALO, X:ART+PALO, showed that the first per-
forms best (Appendix C) and was, therefore, se-
lected for the application we discuss next.

5.1 Emotion evolution in political speech
Figure 3 illustrates the detected DISGUST emotion,
monthly averaged, with the 10 highest values (i.e.,
months) highlighted. A probability score was com-
puted for each sentence of the records, by employ-
ing the DISGUST emotion head of our X:PALO model.
Then, we macro-averaged the computed scores per
month. The highest DISGUST score was observed
between 1991 and 1993 (September 1991, April
1992, April 1993, August 1993), in 2000 (Jan-
uary 2000, March 2000), in 2015 (November 2015,
April 2015) and in 2019 (January 2019, May 2019).
By investigating the main events of these months,
we found that there is at least one event per month
that could potentially explain these high scores
(more information about the selected events and
examples of text can be found in Table 12 and Ta-
ble 13 in Appendix C).

5.2 Political parties and ‘disgust’

By computing the average DISGUST score per
party,?? we were able to compare all political par-
ties, as depicted in Table 5. We observe that the
two highest scores correspond to far-right political
parties. The Democratic Social Movement and the
Communist Party of Greece follow closely. On the
lower end of the diagram are the Opposition and
the Parliament. Both categories include speeches
that the parliament stenographer could not assign

9The proceedings for 1995 are not publicly available.
2'We computed one score per sentence and macro-averaged
across all the sentences of the respective party.

to a specific member, but rather used a generic
reference, e.g., ‘A member (from the Official Op-
position)’ or ‘Many members’. Opposition refers
to such cases for members of the political party
that came second during the national elections of
each parliamentary period. Parliament refers to
speeches delivered by many members at the same
time. Both are characterised by lack of any emo-
tion, which can be explained by the boilerplate
sentences that they use in their speeches. For ex-
ample, the most common sentence of the Parlia-
ment is ‘MdMota, ndiota’ (translated as: ‘Affir-
mative, affirmative’). Correspondingly, a common
sentence of Opposition is the ‘Kotd mieioymoeio’
(translated as: ‘By majority.”). However, the DIs-
GUsST of Opposition is higher than that of Parlia-
ment, as the former also includes sentences that
could express DISGUST, such as: ’Aicyog, aioyog’
(translated as: ‘Disgrace, disgrace’).

5.3 Emotional context shift

Studying language evolution can reflect changes
in the political and social sphere (Montariol et al.,
2021), changes whose importance increases when
they regard language used to stigmatise people.
Rose et al. (2007) presented 250 labels used to stig-
matise people with medical illness in school. Moti-
vated by the correlation that was recently found be-
tween the negative sentiment and stigmatising lan-
guage (Jilka et al., 2022; Delanys et al., 2022), we
(a) explore the frequency of some of these terms in
the parliamentary records, and (b) utilise emotion
classification to investigate the evolution of the
negative context they appear in over time. Static
word embeddings (in multiple spaces) can be used
to capture semantic shift and word usage change
(Levy et al., 2015; Gonen et al., 2020), and con-
textual embeddings can be used to detect generally
context shifts (Kellert and Zaman, 2022). We pro-
pose that emotional context shifts also apply and
that emotion classifiers can unlock these shifts’ use
to complement the study of language evolution.

Target We focus on terms that have been used
to stigmatise, which set a major barrier to help-
seeking people and especially to ones with a men-
tal illness (Rose et al., 2007). This fact set our fo-
cus on three such terms, which (a) were frequently
occurring according to the study of Rose et al.
(2007), and (b) were present in our Greek parlia-
mentary corpus; i.e., ‘crazy’ (Brewis and Wutich,
2019), ‘handicapped’ (Jahoda et al., 1988), and
‘disability’ (Veroni, 2019). We note, however, that



Political Party Score
(fr) Golden Dawn 33%
(fr) Greek Solution 28.6%
(1) Democratic Social Movement 28.3%
(f1) Communist Party of Greece 26.4%
(1) Alternative Ecologists 25.2%
(r) Political Spring 24.6%
(-) Independent (out of party) 24.5%
(-) Independent Democratic MPs 23.8%
(c) Union of Centrists 23.5%
(c) Democratic Alliance 21.6%
(1) Coalition of the Radical Left 21.5%
(1) Coalition of the Left, of Movements

and Ecology 20.7%
(1) European Realistic Disobedience Front | 20.7%
(r) Independent Greeks 20.6%
(r) New Democracy 19.6%
(fr) Patriotic Alliance 19.2%
(c) The River 19%
(1) Popular Unity 19%
(cl) Movement for Change 18.5%
(cl) Panhellenic Socialist Movement 17.4%
(1) Democratic Left 17.2%
(cr) Democratic Renewal 15.3%
(-) Extra Parliamentary 14%
(fr) Popular Orthodox Rally 13.3%
(-) Opposition 6.3%
(-) Parliament 0.3%

Table 5: Average DISGUST score per political party. The
color intensity reflects the score. Political positions of
the parties are denoted in a parenthesis, where ‘f” corre-

L) L]

sponds to ‘far’, ‘r’ to ‘right’, ‘c’ to ‘center’, ‘I’ to ‘left’
and ‘-’ to unspecified position.

stigmatising language exists beyond this domain,
e.g., including terms related to obesity (Pont et al.,
2017), which we plan to investigate in future work.
Initially, we retrieved sentences containing each of
the terms from the Greek parliament corpus.?! We
then sliced our corpus as in (Gonen et al., 2020), fo-
cusing on three periods: from 1989 to 2000, from
2001 to 2010, and from 2011 to 2020. From each
decade we sampled 100 sentences per target word,
each of which was scored with x:PALO regarding
the DISGUST emotion, in order to report the average
DISGUST score per decade. The target words de-
scribe specific conditions, whose stigmatised use
can be captured by an increased score over time
(the algorithm is in the Appendix C). The statisti-
cal significance of the differences between slices
is computed with bootstrapping.??

Control groups were created with the words ‘bad’
and ‘good’, repeating the same methodology, as
well as with words related to politics whose usage

' Each term corresponds to a group of derivative terms, in-
cluding for example inflected word forms.

2p-values computed by re-executing one thousand times
Algorithm 1 (Appendix C), re-sampling texts per slice.

1989-2000 [ 2001-2010 [ 2011-2020

0.60 0.54 0.54 0.56
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Figure 4: Average DISGUST score computed on random sam-
ples per term (horizontally) per decade (in red the most recent).
Faded colors and one asterisk indicate to a p-value that was
greater than 0.05. Three asterisks indicate to p-value < 0.01,
and two asterisks to 0.001 < p-value < 0.05.

could also be linked to stigma. One group com-
prised ‘racism’ and ‘illegal immigrant’ while the
other comprised the words ‘communism’, ‘capital-
ism’, ‘left” and ‘right’. The support of all the se-
lected words is shared in Appendix C (Table 6).%3

The results show that there was a statistically sig-
nificant shift after 2011 for ‘handicapped’ and ‘dis-
ability’ (Fig. 4, Appendix C).?* An exploration
of texts comprising those terms (Appendix C, Ta-
bles 16 and 15) revealed voices disgusted by the sit-
uation of specific social groups. The term ‘crazy’,
on the other hand, has been used to stigmatise (Ap-
pendix C, Table 17).

6 Conclusion

We presented a new dataset of Greek tweets la-
belled for emotion. Our benchmark showed that
LLMs are strong performers for the task of detect-
ing the emotion of disgust, the most frequent emo-
tion in electoral data. Focusing on the political
domain, we utilised our best performing emotion
classifier to identify points in time when this emo-
tion was frequent and to sort the political parties.
Furthermore, we introduced a method to assess
a word’s emotional context shift, which showed
that the words ‘handicapped’ and ‘disabled’ are in-
creasingly used in a negative emotional context,
and that the word ‘crazy’ is likely to be carrying
stigma in Greek political speech.

A more thorough analysis of the stigma for the
latter word, an exploration of more potentially stig-
matised words, and the application of our method
to more languages are directions for future work.

2We disregarded low-support terms such as “spastic’, ‘psy-
chopath’, ‘gay’, ‘fascism’, ‘feminism’.

2A st. significant negative shift is observed also for the
terms ‘left’ and ‘illegal immigrant’.



Limitations

While we are using state-of-the-art LLMs, the se-
lected models are not designed to handle lengthy
text input, which could be more useful in politi-
cal speeches. Experimentation with models such
as the Longformer (Beltagy et al., 2020) could ex-
tend the current study. Furthermore, our emotion
classification disregarded irony or sarcasm, which
can occur frequently in a political corpus. Extend-
ing our classification schema or employing irony
and sarcasm classifiers could provide complemen-
tary dimensions to the ‘disgust’ emotion that was
investigated with this study. Finally, in this study
we explore the emotion evolution of a word’s con-
text by employing emotion classification. Emotion
distribution shifts are very likely in political cor-
pora over time, but this also means that the perfor-
mance of the emotion classifiers might be affected.
Investigating the out-of-distribution generalisation
ability of the emotion classifiers could verify their
robustness towards this direction.

Ethics Statement

With this study we used a classified emotion as the
means to detect stigmatised words. As was shown
by Jilka et al. (2022) and Delanys et al. (2022), neg-
ative sentiment is correlated with stigmatising lan-
guage regarding medical terms while medical or
neutral use of the same terms is related more to
neutral emotions. However, any detected terms
with our suggested (emotional context shift) ap-
proach should only be considered as suggestions
to be studied by human experts. By no means
should our presented approach be considered as a
solid method to detect stigmatised words. Even
if the emotion classification was made by humans,
not systems, still any suggested stigmatised terms
should be assessed in a broader context, inside and
outside the domain in question.

Another ethical consideration stems from the
current lack of text classifiers to incorporate suc-
cessfully the conversational context. Much like
toxic language detection (Pavlopoulos et al., 2020),
the inferred emotion of any text should be in the
context of the whole speech and perhaps daily par-
liamentary records. The robustness of the exist-
ing classifiers, as well as the development of ones
aware of conversational context, could be made
possible by undertaking an adequate annotation ex-
periment of the studied political proceedings.
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Appendix
A Annotation

Examples for all the classes of the PALO.ES dataset
are shown in Table 9. The examples shown to the
annotators of our dataset (PALO.ES and PALO.GR),
addressing the question: Which of the following
options best describes the emotional state of the
tweeter?, are shown in Table 6. The guidelines
were updated with the note and the example of
Table 7, for the final annotation of PALO.ES and
PALO.GR parts. The words used to retrieve tweets
per emotion for the development of ART are shown
in Table 8. We note that not all words referring to
a specific emotion lead to the retrieval of tweets
comprising that emotion. For example, searching
for ‘yapd’ (‘happiness’; aiming for tweets classi-
fied to JOY), wWe receive emotionless tweets, such
as ‘H yapd eivon éva cvvaicOnpo mov mpénet va
exppaletal otov 1010 fabpo 6mwe Kot To vToAoTA’
(‘Happiness is an emotion that must be expressed
to the same degree as the rest.”).

anger (also includes annoyance, rage)

e.g “Evtw uetald 6lot divovv mapadetypa v Iaraotparog.

Tu Eevodoyeio maws dovievovy pe uretdotokol, Eidore Kvpiaxi
KAE10TO Cevodoyeio; Zkatd Eyovy yia ooAd pe [AK TL VoL TQ...
#syriza_xeftiles #=ANAEPXETAI”

anticipation (also includes interest, vigilance)

e.g : “EAnilw va koatagéper va avefdoet moiotikd 1o vetphié

av vIdpyeEl TETOL0 EVOEYOUEVD”

disgust (also includes disinterest, dislike, loathing)

e.g: “Tloudia o ovpPovii uaxpod omé FORTHNET yolopo

ot o6 amaioio kvklogopei o€ Tviepver”

fear (also includes apprehension, anxiety, terror)

e.g: “Dofiuol mwg n eXOUEVN PAON THS TAVONUIOS TTH XDOPO.
dpyioe vaopitepo and ot vmoloyiloue. To pOvorwpo to mpdyuoto.
eivai ayedov aiyovpo ot Oo. elediyQobv oe éva véo (yeipotepo)
KOUaL 1} TV OLOYKWON TOV TMPIVOD, AKpPISOS Yo TOVS AOYovs Tov ypagelg.”
joy (also includes serenity, ecstasy)

e.g: “Avtdg mov pov diver Tovg kwdikods mhipwoe EINITEAOYY

70 Netphié. Oa mOw eykepoliké om ) yopd uov.”

sadness (also includes pensiveness, grief)

e.g: “Me Jomn pov oo Aéw , ot av giote ovvopountic @COSMOTE
K Eyete weyvikiy PAafn , ovte drpn Oa Ppeite Zafforo Kvpiaxo k
Y10, TV OTOKATATTACH THS, UTOPEL VoL TEPIUEVETE Wia foouadalll!”
surprise (also includes distraction, amazement)

e.g: “Yrépoyn véa epappoyn Cosmote TV emitélovg éxet kot to E!”
trust (also includes acceptance, liking, admiration)

e.g: “@SpyrosLAP: Avté eivou woAd kalo. Lpa tov Yrr Houdeiog
va waper ) yaopo urpoota #Cyprus #Cyta @AnastasiadesCY
H#MENOYMEXTIITI #StayAtHome ™

other (sarcasm,irony,or other emotion)

e.g: “OTE axotg; Thiepawvd ato 13888 amd v Hopookevi,

A dxpo Tov Tapov crwny. Ti émabe o yiyavrog twv
wmAemikovoviaw pog, @COSMOTE”.

none

e.g: “AvTEG elvai 01 VEES GEIPES KO 01 VEES TOUVIES TOV EpYOVTOL
oo Netflix yuéoa oto Agkéupfpio! https://t.co/pxlpmDyZx1”

Table 6: The options and the corresponding examples
from the guidelines during the annotation for the devel-
opment of our dataset.
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NOTE If  the tweet involves
news/announcement, it should
be classified in the ‘none’ class,
assuming that the author does
not have the emotion expressed
by the news

‘ATIOKAEIZTIKO:  Emikotpn
Enepdmon Y NOVA
kot obéuito  ovtoyovioud
Maopwvéxn... Katobéter o
ZYPIZA! °URL péow tov
ypnot @user’ ("EXCLUSIVE:
Topical Question for NOVA and
unfair competition Marinaki”
SYRIZA testifies! 'URL’ via

@user”)

Table 7: Note and example added to the annota-
tion guidelines during the development of the PALO.ES
dataset.

EXAMPLE

Words

‘aioyog’(disgrace), ‘€heog’(mercy), ‘Guaptov’(drat), ‘at oryrip’(get lost),
“yapd’(fuck), vidbw e&opyropévog’(I feel angry), ‘vidbm opyf’

(I feel anger), ‘Prixa’(fool), niiblog’(stupid), ‘cygapa’(@bomination)
‘mepéve’ (wait), ‘avapéve’(expect), ‘mpoopéve’(look forward)
‘poBapar’ (I am afraid), ‘Tpopdlm’(scare), ‘“TpopakTikd’(scary),
‘tpépw’(tremble), ‘oxiélopar’ (afraid)

“yaipopar’(I am glad), ‘eipar yopovpevog’(I am happy), ‘mord xépnko’
(I was very happy), ‘ay vout’(oh yeahhh), ‘vau’(yesss), ‘téketoo’(perfect),
‘eKoTaclopévog’(ecstatic)

“Qomapon’ (I am sorry), ‘otevayopiépon’ (feel sad), ‘OAiBopar’(grieve),
“OAiym’(sadness), ‘amoyofitevon’(disappointment)

‘exminocopar’ (I am surprised), ‘ékmAnén’(surprise)
‘gpmotoovvn’(trust), ‘epmotevopan’ (I trust)
‘avakoivwon’(announcement), ‘idnon’(news)

Category

anger, disgust

anticipation

fear

joy

sadness

surprise
trust
none

Table 8: Words used to retrieve tweets per emotion for
the development of ART.

B Experimental details

GreekBERT and XLM-R (Figure 5) were
trained for 30 epochs with early stopping, patience
of 3 epochs, batch size 16, learning rate le-5 for
XLM-R and 5e-5 for GreekBERT, monitoring the
validation loss, maximum length of 109 for XLM-
R and 85 for GreekBERT. The selection of the hy-
perparameters occurred after manual tuning and
the use of a GPU was necessary for the experi-
ments.

C Emotion detection in political speech
Model selection

We manually evaluated our 3 best perform-
ing emotion detectors, Vviz. X:PALO, BERT:PALO,
X:ART+PALO, on a sample of 173 sentences, that
were randomly selected from the Greek Parlia-
ment Corpus, and annotated for sentiment classi-
fication (neutral, positive, negative and mixed) by
three postgraduate students. The pairwise Cohen’s



anger, disgust

”Agv vipéneote va ydépvete £tat Tov koopo pe v AEH? Oca cog Aeimovv pag oteilote va mAnpmdcovpe?
Amapddextot...Kat wédl vipomn cog.”

(Aren’t you ashamed to rip off the world like this with the PPC [ Public Power Corporation]? You send
to us to pay what you lack? Unacceptable.. Shame on you again.)

anticipation

Tepdotio o eVaPEPOV Y10 TO KOpLEaio Tovpvovd Tévig! #tennis #Wimbledon
(Huge interest in the top tennis tournament! #tennis #Wimbledon )

disgust

Mmopein cwot AéEn va eivan katdvTio. Mropei n cwatdtepn va eivar mapakun. H 1n eopd Oa givor mov
o opddo maipvel Ty kAt PoOAta; ) 1 tehevtaic; OTOC K v TO TOVHE OU®S EYEL LTOVPYOVG Harispao
(Comedown might be the right word. Decadence may be more correct. Will it be the 1st time a team gets
the bottom ride? or the last one? No matter how we say it, it has perpetrators #arispao )

fear

Maxépt oArd TovL...epéva chvTopa Ba pLov To KOyouv av o Paim KapTaL.
(I wish, but... I will soon be cut off if [ don’t get a card.)

joy

H #nrg BpéBnke oty kxopuen g AMoTag TV ToydTEPO AVUTTUGCOUEVMY eTLyElpNoenV 6TV EALGSa, yio
70 2018! Zvyyapntipia o€ OAn TV opdda, cvveyifovpe duvopka!

(#nrg topped the list of the fastest growing businesses in Greece for 2018! Congratulations to the whole
team, keep going strong!)

sadness

Tt koAd Tov ftav mpwv Ta Kivntd. [1dca ddipva, AoyTapes, aydmes, enctyovia 1 Oyl Yivovtov HEGO 6TovV
Odhapo. Tlpocwmikd Bupdpar otov OTE modla mapdpota. TTAEov pddlov givar ToMTIoTIKG pvnpeio Thg
Ayyhiag ov Kot 0KOUO AELTOVPYEL KOVOVIKEL.

(How nice was before cell phones. How many tears, longings, loves, urgent or not, took place inside the
chamber. I personally remember many similar things at OTE. Now it is probably a cultural monument of

England although it still functions normally.)

surprise

Mog ykévev avto; [Tpove dniadn n AEH ta A.T. tov meldtn g Avtd Kot ov givor okavoaAo!
(How did this happen? In other words, PPC paid the D.T. of her client? What a scandal!)

trust

O ITAOK dvckora Bo ydoel euro yloti £yl Ko T1 Glyovpid ToL open.
( PAOK will hardly lose Euro because they also have the confidence of the open).

none

AEH: Z¢ 100 ta véa Tipoddyio — Avadotikd ot Tyés | - 24 opeg Tomkég e10noeic Avt Makedoviag
(PPC: The new tariffs are in effect - Detailed prices | -24 hours Local news of Western Macedonia )

Table 9: Examples from the PaLO.ES with their English translations for each emotion.

kappa was found to be 0.55 while for all the tweets
at least 2 out of three annotators agreed. X:PALO
was found to perform slightly better in this sam-
ple, hence it was preferred over X:ART+PALO (one
percentage unit higher in AUPRC in DISGUST; see
Table 3) for this study.

Events potentially responsible for ‘disgust’

Table 12 presents events that potentially ratio-
nalise the highest DISGUST scores in the respective
months. These are September of 1991,% April of
1992,%6 April of 1993,%7 August of 1993, Jan-

Bhttps://www.newscenter.gr/politiki/970602/\kon
togiannopoylos-katalipseis- paideia

Shttps://en.wikipedia.org/wiki/Macedonia_ nami
ng_ disput

Thttps:/ /www.esiweb.org/macedonias-dispute-gre
ece

Bhttps://www.tovima.gr/2008/11/25/archive/pws
-epese-o-mitsotakis/
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uary of 2000,%° March of 2000,>° November of
2015,3" April of 2015,3% January of 2019,%* and
May of 2019.34

Phttps://m.naftemporiki.gr /story /1844644 /politiko
oikonomika-orosima- 10-dekaetion

Ohttps://en.wikipedia.org/wiki/2000_Greek_legis
lative\ _election

Mhttps://www.ertnews.gr/cidiseis/ellada/prosfigik
i-krisi-ke-periferiakes-exelixis-sto-epikentro-tis-episk
epsis-tsipra-stin-tourkia/

2https://www.theguardian.com /business/live/2015
/apr/08/\shell-makes-47bn-move-for-bg-group-live-u
pdates

Bhttps://www.euronews.com/2019/01/24 /explaine
d-the-controversial-name-dispute-between-greece-and
-fyr-macedonia

https://www.lifo.gr /now/greece/i-stigmi-poy-o-t
sipras-anakoinose-proores-ekloges-thlipsi-stin-koymo
yndoyroy-kai-sto


https://www.newscenter.gr/politiki/970602/\kontogiannopoylos-katalipseis-paideia
https://www.newscenter.gr/politiki/970602/\kontogiannopoylos-katalipseis-paideia
https://en.wikipedia.org/wiki/Macedonia_naming_disput
https://en.wikipedia.org/wiki/Macedonia_naming_disput
https://www.esiweb.org/macedonias-dispute-greece
https://www.esiweb.org/macedonias-dispute-greece
https://www.tovima.gr/2008/11/25/archive/pws-epese-o-mitsotakis/
https://www.tovima.gr/2008/11/25/archive/pws-epese-o-mitsotakis/
https://m.naftemporiki.gr/story/1844644/politikooikonomika-orosima-10-dekaetion
https://m.naftemporiki.gr/story/1844644/politikooikonomika-orosima-10-dekaetion
https://en.wikipedia.org/wiki/2000_Greek_legislative\_election
https://en.wikipedia.org/wiki/2000_Greek_legislative\_election
https://www.ertnews.gr/eidiseis/ellada/prosfigiki-krisi-ke-periferiakes-exelixis-sto-epikentro-tis-episkepsis-tsipra-stin-tourkia/
https://www.ertnews.gr/eidiseis/ellada/prosfigiki-krisi-ke-periferiakes-exelixis-sto-epikentro-tis-episkepsis-tsipra-stin-tourkia/
https://www.ertnews.gr/eidiseis/ellada/prosfigiki-krisi-ke-periferiakes-exelixis-sto-epikentro-tis-episkepsis-tsipra-stin-tourkia/
https://www.theguardian.com/business/live/2015/apr/08/\shell-makes-47bn-move-for-bg-group-live-updates
https://www.theguardian.com/business/live/2015/apr/08/\shell-makes-47bn-move-for-bg-group-live-updates
https://www.theguardian.com/business/live/2015/apr/08/\shell-makes-47bn-move-for-bg-group-live-updates
https://www.euronews.com/2019/01/24/explained-the-controversial-name-dispute-between-greece-and-fyr-macedonia
https://www.euronews.com/2019/01/24/explained-the-controversial-name-dispute-between-greece-and-fyr-macedonia
https://www.euronews.com/2019/01/24/explained-the-controversial-name-dispute-between-greece-and-fyr-macedonia
https://www.lifo.gr/now/greece/i-stigmi-poy-o-tsipras-anakoinose-proores-ekloges-thlipsi-stin-koymoyndoyroy-kai-sto
https://www.lifo.gr/now/greece/i-stigmi-poy-o-tsipras-anakoinose-proores-ekloges-thlipsi-stin-koymoyndoyroy-kai-sto
https://www.lifo.gr/now/greece/i-stigmi-poy-o-tsipras-anakoinose-proores-ekloges-thlipsi-stin-koymoyndoyroy-kai-sto

Emotion

anger antic. disgust fear joy sadness surprise trust none AVG
X:ZERO 0.38 (0.02) 0.12 (0.01) 0.82(0.02) 0.03 (0.00) 0.49 (0.04) 0.10 (0.02) 0.07 (0.01) 0.18 (0.03) 0.92(0.01) 0.35
X:ART 0.33 (0.01) 0.13 (0.01) 0.68 (0.03) 0.07 (0.01) 0.31 (0.04) 0.07 (0.01) 0.05 (0.01) 0.10 (0.01) 0.89 (0.01) 0.29
X:ART+PALO 0.51 (0.00) 0.43 (0.00) 0.94 (0.00) 0.15 (0.01) 0.50 (0.04) 0.19 (0.04) 0.06 (0.01) 0.25 (0.01) 0.99 (0.00) 0.45
X:PALO 0.46 (0.01) 0.50 (0.00) 0.93 (0.00) 0.09 (0.01) 0.54 (0.03) 0.04 (0.01) 0.09 (0.02) 0.28 (0.02) 0.99 (0.00) 0.44
X:NOPE 0.43 (0.00) 0.19 (0.01) 0.90 (0.00) 0.03 (0.01) 0.48 (0.07) 0.03 (0.01) 0.03 (0.01) 0.20 (0.13) 0.98 (0.00) 0.37
BERT:PALO 0.49 (0.02) 0.31 (0.09) 0.95 (0.00) 0.03 (0.02) 0.45 (0.09) 0.03 (0.01) 0.03 (0.01) 0.24 (0.03) 0.98 (0.00) 0.39
RF:PALO 0.34 (0.01) 0.14 (0.02) 0.81(0.01) 0.05 (0.03) 0.13 (0.02) 0.02 (0.00) 0.03 (0.01) 0.10 (0.01) 0.93 (0.00) 0.28

Table 10: AUPRC (average across three repetitions) of emotion classifiers with the standard error of the mean

(SEM) in the brackets
Sentiment Subjectivity
neg pos neu AVG || subj obj AVG
X:ZERO 0.84 (0.01) | 0.40 (0.02) | 0.93(0.01) || 0.72 || 0.80(0.02) | 0.93 (0.01 0.86
X:ART 0.69 (0.03) | 0.18 (0.03) | 0.90(0.01) || 0.59 | 0.72 (0.03) | 0.90 (0.01) || 0.81
X:ART+PALO | 0.95(0.00) | 0.41 (0.00) | 0.99 (0.00) || 0.78 | 0.97 (0.00) | 0.99 (0.00) || 0.98
X:PALO 0.95 (0.00) | 0.43 (0.02) | 0.99 (0.00) || 0.79 || 0.96 (0.00) | 0.99 (0.00) || 0.98
X:NOPE 0.93 (0.00) | 0.39(0.02) | 0.99 (0.00) || 0.77 | 0.95(0.01) | 0.99 (0.01) || 0.97
BERT:PALO 0.96 (0.00) | 0.39 (0.06) | 0.99 (0.00) || 0.78 || 0.97 (0.00) | 0.99 (0.00) || 0.98
RF:PALO 0.84 (0.01) | 0.17 (0.01) | 0.95(0.00) || 0.65 | 0.87 (0.01) | 0.95(0.00) || 0.91

Table 11: AUPRC (average across three runs) of sentiment and subjectivity classifiers with the standard error of

the mean (SEM) in the brackets.

Table 12: The months with the higher values of DIs-
GUST, potentially rationalised by the shown events.
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[ [02 07 05 03 09 03 01 02] ]
]
{ Dense Layer( 8 , activation = Sigmoid ) }
(L) S . [TIaTD
Date Event LI i I
1991, Sep Bill of the Minister of Education Vassilis g5 ‘ layesil2 |
Kontogiannopoulos brought reactions. E é ‘ LEFE |
1992, Apr Meeting of political leaders; Macedonian 24 e |
issue. 5] e |
1993, Apr FYROM officially becomes a member of &= 7
th.e UN‘ - [[U 4865, 30441, 398, 28288, 47, 54, 3249, 9077, 442, 30482, 398, 468,157976, 5,2,1,1,...1,1] ]
1993, Aug Disputes leading to the fall of the govern- Toput_ids
ment.
2000, Jan Finalization of the drachma exchange rate Figure 5: The architecture of XLM-R and GreekBERT for
agaln§t the euro. the emotion classification task.
2000, Mar Elections New Democracy succeeds Pan-
hellenic Socialist Movement.
2015, Nov The Greek Prime Minister visits the Turk- . .
ish Prime Minister. Emotional context shift
2015, Apr The Greek Prime Minister visits the Rus- The support of the selected terms is shown in Fjg_
sian Prime Minister. ure 6, where we can see that the usage of half of
2019, Jan Macedonian Issue. > o ) ) ;
2019, May | Loss in European elections leads to a call them (i.e., ‘capitalism’, ‘left’, "right’, ‘racism’, ‘il-
for early parliamentary elections. legal immigrant’) is increased in the last decade.

As shown in Fig. 6, for some words there are not
enough data to validate our findings, especially for
the earliest time period (prior to 2001). Hence, we
compute and share the p-values (Table 14), by fo-
cusing on 2011 as a time limit and by using the
Mann-Whitney U-test.> We used two periods,

3We used https://docs.scipy.org/doc/scipy /referen
ce/generated/scipy.stats.mannwhitneyu.html, setting
“less” as the alternative hypothesis and sampling randomly


https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.mannwhitneyu.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.mannwhitneyu.html

one before and one after 2011. Experiments with
bootstraping and three slices (before 2001, after
2011, and in between) brought similar findings re-
garding before/after 2011 but inconclusive regard-
ing 2001.

W 1982-2000 W 2001-2010 [ 2011-2020
2500

2167
2000

1500

1000 892

Figure 6: Support of the target words per decade.

Algorithm 1 describes the procedure to compute
the evolution of the emotion of a targeted word’s
(w) context in a sliced corpus C. Each slice c is
sentence-tokenised and each sentence s is scored
based on a model M.

Algorithm 1: Emotion Context Shift
Data: Target word w;
Number of slices S;
C:{cd,c: {t',.. tI°l}, j € S}
Result: £V : {e(c!),...,e(c)},0<e< 1
1 foreach j in {0, ..., S} do
e(¢?),i + 0,0
foreach fext in ¢/ do
if w in text then
L e(c?) « e(c?) + classifier(text)
141+1

[T I T R

6 | e(cﬂ(—%{.ﬂ)

7 return {e(c'), ...,e(c%)} /* Contextual
emotion evolution of w. */

from the largest period.
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September 1991

[wg, Aowmodv, va Epovpie epumiotooivn 0Tt e Ba EPapPULOGTOVY Kot TAAL 08 KATOL0L GTLY Y| LEGOVONG-

v va BopnBovpe v kabopedovoa- TG GYOAMKNG Kot EKTALOEVTIKNG YPOVIKNG SAPKELNG, KATOL0 LETPUL
ThAL oav Ko ovTtd Tov K. Kovtoylioavvomovdiov mov dev Epepav andag kpiomn, Epepav Ekpnén.

(How can we trust that new measures will not again be applied in medio anno - to remember our literally
language - of the school year measures like those brought by Mr. Kontogiannopoulos that induced not
just a crisis, but an explosion.)

April 1992

dracape oto yeyovos n kuBépvnon g Bovkyapiog kot o ¢pidog tov kupiov [pmBumovpyod o k. ZEree
VoL avayvepioel To ZKOTo TPV KOAG-KOAG vIdpEovy.

(We have reached the point where the government of Bulgaria and the friend of our Prime Minister Mr
Zhelev recognized Skopje before they even existed.)

April 1993

Nopifw 611 avtd o1 onpepv cvykvpia givar amapddekto, av OELoVE OAOL EUEIC TOL PAVLAPOVLE YiaL
M Mokedovio vo gvvoovpe TeEAkE OTL ekel vmdpyer €vo kovovpylo (RTnHo TOL TPEMEL VoL
OVTILETOTICOVIE UE VEEC TPOTEPULOTNTES KO VEES LEPAPYNTELS

(I think that in the current situation this is unacceptable, if all of us who babble about Macedonia want
to finally convey/mean that there is a new issue that needs to be addressed with new priorities and new
hierarchies.)

August 1993

INa va deite, OG0 PoKPLd amd TNV TPAyHATIKOTNTO, AKOUN Kot GNHepO Kot oyt povo ta 8 xpdvia Tov
Bplokdcaote 6TV KLPEPVN O, £160€, EEKOUUEVOL OO TNV TPOYLOTIKOTITO TV EVPWTAIKY, TN d1EOVN
Ko mapamAnpopopeite tov EAAnvikd Aaod.

(This is for you to see, how far from reality you are, even today and not only for the 8 years that you were
in power; cut off from the European and the international reality and misinforming the Greek people.)
January 2000

Kot vopilm 6t avti 1 mpoknpuén tehikd 0d1ynoe 6to va yivel dAAn po mpoomddeio dtaphpmTikig
oAlayng oty owovopio poc, tehelog avemtuyng kot va Baier ) cepayida otnv KuBépvnon g
amotvyioag, oty KvBépvnon mov dev Exel péhdov tovidyiotov ya t petd ONE emoyn.

(And I think that this announcement ultimately led to another completely unsuccessful attempt at struc-
tural change in our economy, and gave the seal of failure to the Government; the Government that has no
future at least in the post-EMU era.)

March 2000

Anhodn) k6O popd Ba khvovpe ekAoyEg pe GOAES vopoOeaies Kot Bo VTOGYOUOCTE OTL LETA TIG EKAOYES
B ta Eavadodpe; Mo, to B€pa etvat pe Tolovg Opovg dte&dyovpe Tig EKAOYES TMPOL.

(In other words, are we going to be holding elections with wretched legislation and every time promise that
after the elections we will see these things again? The issue is under what conditions are we conducting
the elections now.)

November 2015

[TYpe 3 dicekatoppdplo. o€ pevotod, Tpe Pila yio va eieépyovtat ot Tovpkot Kot ot Tdong UoEWS
tQyavtiotég woiapotég oty Evporaikn Evaon kot va kdvovy 0,t1 BELoVY Kat dpyieay Kot ot EVTOELI0KEG
™G JLOTPOYLATEVCELG.

(He took 3 billion in cash, he got visas for the Turks and all kinds of Jihadists and Islamists to enter the
European Union and do whatever they want, and not only that but its accession negotiations began.)
April 2015

Axopa kot 1o eAept pe Tov [Tovty kot ™ Pooio kataAnyel 6to movbevd.

(Even flirting with Putin and Russia is going nowhere.)

January 2019

Xépr-yépt Eemovidte ) Makedovia pog, YPIZA kou Néa Anpoxpartic.

(Hand-by-hand, you SYRIZA and New Democracy, you are selling out our Macedonia.)

May 2019

Tt evwod omAodr: Emedn tpopokpathnkov kémotor AEYOUEVOL «KEVIPOOL YNeoeopol amnd T
GLUTEPLPOPE TNG akpode&lig mTépuyag ™ Néag Anpokpatiog, 1 omoia £xel ETPAAEL TOV VOO TG 6TV
nyeoia g Néag Anpoxpatiag, £pyeton tdpo 1 Néa Anpokpatio vo SNovpyniceL £vo ETKOVmVINKO
avtifapo pe Paon to NBog tov IToAdkn kot va culntdpe anyaivovtag tpog ekhoyés Yo tov Ioldxn kot
oyt omotodnmote BEpa v coPapd kot apopd T {mn Kot TNV KaBNUEPIVOTNTA TOV TOMTDV.

(What I mean is: Because some so-called “centrist” voters were horrified by the behavior of the far-right
wing within the New Democracy political party, which has imposed its law on the leadership of New
Democracy, now New Democracy wants to create a communication counterweight based on the ethos of
Mr. Polakis and while we are heading for elections we are talking about Mr. Polakis and not about issues
that are serious and concern the everyday life of the citizens.)

Table 13: Parliamentary texts (with english translations) classified as DISGUST, selected from the 10 highest-scored
months.
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Target term P value (pre/post 2001) | P value (pre/post 2011)
handicapped 1.000 0.000
disability 0.984 0.000
crazy 0.110 0.145
left 0.724 0.000
right 0.243 0.605
capitalism 0.260 0.406
communism 0.940 0.048
illegal immigrant | 0.024 0.000
racism 0.077 0.075
good/bad 0.916 0.000

Table 14: Target terms along with their corresponding P values. On the top are terms used to stigmatise people,
followed by terms related to politics whose usage could also be linked to stigma, followed by a control group. In
bold are values lower than 0.05.

Handicapped

TNarti dev maipvete avtd ta pétpa, to omoio—av BEAeTE—IKaL KOTd KATO10 TPOTO SIKAIDVOLV aVTOVG
T0VG avOpOTOVG AAAG GLAAMPBINY Kol afpO®G £pxecTe Kot KOPETE OAEC TIC GUVTAEELG KO TEPVATE KoL
TOVG VEKPOUG OKOLLOL AV POVG OO TIG LVYELOVOULKEG emtponés; Eivat vrpomn avtd mov yiveral.

(Why don’t you take these measures, which—if you want—and in a way vindicate these people but come
quickly and cut all the pensions and also pass the dead still as disabled through the health boards? It’s a
shame what’s happening.)

Edd £xete 100meddOEL £PYOCIOKG KOl OOPUAGTIKA OUKOLMUATO, Ol EANCTIKEG EPYOCLOKEG OYECELS
toaxifovv kdKKaAa, N TopaPiocn Tov @papiov, N KATAGTPATHYNOT TOV NUEPHGLOL POVOL epyaciag ival
KavOVOG, GLALOYIKEG CLUPACELG dEV VITAPYOVY, EMOOUOTO AOYELNG KOl TOKETOV KOUUEVA, Ol EPYOSOTEG
ekPLalovv TiG Yuvaikeg va UMy TEKVOTOUGOLV, GAAMG TIG ATOAVOVY KOl 0€IG pag LAdte pe Tepioclo
VITOKPLTIKO EVOLOPEPOV Y10, TV EPYOCLUKT EENCPAAOT TOV AVOTP®V;

(Here you have leveled labor and insurance rights, flexible working relationships break bones, violation
of the work hours, circumventing daily working time is the norm, collective agreements do not exist,
labor and delivery benefits are cut, employers blackmail women not to have children, or else they fire
them and you talk to us with too much hypocritical interest in the job security of the handicapped?)

ITov mave ta Ae@Td, Kupieg Kot KOPLot cuvaderpot; [Tov Tyovay ta Ae@Td; ZToV TPoyUUTIKAE d1Koov)0,
AVOyKOobyo TG EMANVIKAG KOW®OVIOG 1) GTOV 0ETOVOYT, LE TNV KOWV®OVIO, 0V dNUIOVPYNGUTE, LE OAOVG
OVTOVG TOVG LOTLOD-0VOTPOVE, LATIHOV-0VEPYOVS, HOTHOV-d1KooVY0VG; Na Tooa ¥pdvia Tt dev KAVATE.

(Where does the money go, ladies and gentlemen? Where did the money go? To the truly entitled,
necessary person of the Greek society, with the society that you created, with all these fake-handicapped,
fake-unemployed, fake-entitled? What have you not done for so many years?)

Avt M KOPTA, TPAYULOTIKG, UTOPEL Vo SOGEL 6TOVG TOAITEG Le avomnpio T YapéVT TOVG aE0TPETELL
pio agrompémeta, n omoio. KOATOTATATOL PE TO YEPOTEPO TPOTO KABE POPE, TOL KOAEITOL Y100 TOPASELYLOL
0 TOPOTANYIKOG VO 0modeiEel To auTOVONTA TNG ovamnPlog TOV OTIG VYELOVOUIKEG EMITPOTEG, ML
a&lompénelo mov exkundeviletarl, 0tV 0 KvNTIKA avamnpog mpoomadel vo e&umnpetbel amd Kamown
dnpocio vnpecio

(This card, in fact, can give handicapped citizens their lost dignity, a dignity that is violated in the worst
way every time, for example, the paraplegic is asked to prove the self-evident facts of his disability to
the health boards, a dignity that is annihilated, when the physically disabled person tries to be served by
a public service)

Eivon epoveia, oALd givar tparykn, He YIAASEG SOMOPOVILEVOLS EPYATES TTOV OEV YUPVAVE GTO GTITL TOVG,
-méve va. Bydlovyv To HEPOKGLLATO KO GKOTMVOVTAL EMEWST OEV VIAPYOLV LETPOL ACPAAELOG- LE OEKAOES
YMbdeS avannpovg -mhpte ta ototyeia g Evponaikng Evaong, teketdvet o xpdvog pov kot dev 0E @
VO TOV KOTOYPUOTO- e EKOTOUUVPLO COKOTEUEVOLS OO EMOYYEMLATIKEG 000EvELEG —KavEVO NETPO YU
awtovg!- pe mepapatdloa epyaldpevous, KuploAekTika melpapatdlma, oe abieg cuvinkeg

(It’s ironic, but it’s tragic, with thousands of murdered workers who don’t come home, -go out to get
their wages and get killed because there’s no safety precautions- with tens of thousands handicapped -
see the information from the Union, I’m running out of time and I don’t want to - with millions crippled
by occupational diseases - no measure for them! - with workers like guinea-pigs, literal guinea-pigs, in
squalid conditions)

Table 15: Randomly selected parliamentary texts (with english translations), classified as DISGUST and comprising
the term ‘handicapped’.
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Disability

Oleg avtég, Aowmdv, TIC TopavopLies Kot £xeL KaAOWEL ToAAES emtl TV Npep®dV 6og To EAgyktid Zvvédplo—
AVOQEPOLAL OTA ATOUN HE EWOIKEG OVAYKEG, avapEPopoL oTlG cLpPaocels mepl wpopodiov TOceg Kot
160ec—0¢ O TIg ThTE OVTE KOV GTO SIKOOTIKO EAEYY0; A€ Bor apoeTE TEMKA VO, EAeYYOOVV P 0o T
Swadikacio Tov péypt onpepo TpoPAémetat; Avtod eivat EmKivouvo Yo T Agrtovpyio TG Anpokpatiog.
(So, all these illegalities and the Court of Auditors has covered many during your days—I’m referring
to people with disabilities, I’'m referring to the contracts on hourly wages and so many—you won’t even
take them to judicial review? Won’t you finally let them be controlled through the procedure that has
been provided for up to now? This is dangerous for the functioning of the Democracy.)

Elvon évag akpaiog potolotikdg AOYog, 0 0moiog mpocedatmg idape vo amevfivetor evavtiov
cLUVAVOPOT®V oG, OTON®V PE EOIKEG avAYKES Kol W0iwg evavtiov Tav [Tapaolvumiovikov pog, 1e
YOPOUKTNPIGHOVS TOVG 0moiovg dev OEAM va emavapépm oty Aibovca tov Kowvopouviriov, Tov ekpedyovv
Oyt amd T OpleL TNG EVTPEMELNG—OVTO UAAAOV €tval TOAVTEAELD YOl TOV GUYKEKPILEVO KUPLO—OAAGL
amd OmoldMTOTE Oplo poG avOpAOTIVIG cLUTEPLPOPAG €15 Papog tov Tlapaoivumiovikdv, dnAadn
GUVAVOPOT®V LOG TTOV SIVOVV £va TOPAOELYLLO. AYOVICTIKOTNTAG Kot HOOVG 0TIV EAANVIKT KOv®Vvia.

(It is an extreme racist speech, which we have recently seen directed against our fellow human beings,
people with disabilities and especially against our Paralympians, with characterizations which I do not
want to bring back to the House of Parliament, which escape the bounds of decency - this rather it is
a luxury for the particular gentleman - but beyond any limit of human behavior at the expense of the
Paralympians, i.e. our fellow human beings who set an example of competitiveness and ethics in Greek
society.)

Av givon €101, Yol dev dtopaptopeote Kot yloti dgv deiyvete v idta evocOncio oe GALEG TEPMTOGELS
mov Tdpa terevtaia, dwPdlovpe kabnuepvd otov TOTO Yo Tol AeyOUEVO «ATOMO UE EWOIKES OVAYKESY,
mov KaBe pépa KatakAOLovy S1AQopeg EMTPOTEG Kot TepvoHV Kot pumaivouv dlo TG TAayiog 0000 6To
ONUOGIO KOl EYOVE «ATOWO UE EBIKEG OVAYKES) TOV €IV TOSOCPULPIOTES, KATOMA HE EWVIKES AVAYKES)
OV VANPETNOOV GTO GTPATO GE LOVASES VIOPPLYIOY KATAGTPOPOV Kot dgv dei&ate TV idwa vaictnoia
Kot 0gv oteilate KavEvay o’ auTog 6ToV loayyeréa; AMAG, PPIKATE TOVG OVAUTOPOVG YEPOVTEG KOl
KOPeTe TIC GLVTAEELS.

(If so, why don’t you protest and why don’t you show the same sensitivity in other cases that lately, we
read every day in the press about the so-called people with disabilities”, who every day overwhelm
various committees and pass and enter the public and we have “people with disability” who are football
players, “people with disabilities” who served in the army in submarine disaster units and you didn’t
show the same sensitivity and send any of them to the prosecutor? But, you found the infirm elderly and
cut the pensions.)

Elvon po&pototikd vo (ntég mico avtd mov €xelg mAnpooet pe aipo kot Oempridnkav epyaticég
KOTOKTAGELG TO TEAELTAIO EKATO XPOVIN TOV EPYOATIKOD, TOV PEUIVIGTIKOD KOl TOV KOWVMVIKOD KIVILOTOG;
OéAeTe va Lov meite onjpepa 6t BovAn 6tto k. KovpoupnAfg téoa ypovia YL 0mToITHGEL VO TUTTOVOVTOL
ta mhvta oe «Braille» kot vo praivovv péca yio Tovg Toelovg; OEeTe val OV Teite OTL PmOpEite va
ThpeTE PETPOL DOTE VO VITOYPEMGETE TAL TOVETIGTNILLOL VO TAIPVOLY TOVG TVOAOVG 1} TOVG GAOAOVLS 1 TO
OTMOLOONTOTE ATOUO UE EWIKEG AVAYKEG KOL VOL TOL TAPVEL VTOYPEOTIKA Kot va eivan €tot; [Inyaivouv ta
modLd 6To oyoAelo pe Gveon dtav £xovv kKivnTikd TpofAnpata; Exovy kdmolov vo ta cuvodedet; AkovoTe:
2’ avt 10 KPATOC, OV dEV TANPDOELS, deV (ELC.

(Is it maximalist to demand back what you have paid for and considered labor conquests over the last
hundred years of the labor, feminist and social movements? Do you want to tell me today in Parliament
that Mr. Kouroumbilis has for so many years demanded that everything be printed in ”Braille” and that it
be entered for the blind? Are you telling me that you can take steps to make it compulsory for universities
to take the blind or the mute or any person with disability and make them compulsory and be like that?
Do children go to school comfortably when they have mobility problems? Do they have someone to
accompany them? Listen: In this state, if you don’t pay, you don’t live.)

Ortov 6Mot 6ag, To KOHUATO TOV €XOVV KAVEL KUBEPVNOELS, €XETE EUMOPEVHATOTOU|GEL TNV VYEiD TV
avOpOT®V, TN LOPPOOT TOV TAUSIDOV HOG, TIG AVAYKEG TOV ATOUOV LE EI0UKES AVAYKES KOl TOGH AAA, O
e&apéoete Tdpa To 6Gom; ATADG, T0 oepPipeTe, OTmS T0 VYN BIlETE, PE TOV HAVIVO TOL PLAOANTKOV, YLt
vao éyete dNOEV d0POPES ATTO TOVG TTPOTYOVUEVOLG.

(When all of you parties that have made governments have commercialized people’s health, our children’s
education, the needs of people with disability and so much more, will you now exclude forests? You just
serve it, as usual, with the mantle of the philanthropist, so that you have no differences from the previous
ones.)

Table 16: Randomly selected parliamentary texts (with english translations), classified as DISGUST and comprising
the term ‘disability’.
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Crazy

Ovvndrowor; Etvon 0Aot tpehol ko wevteg; OAot avtol mov Liddve yio OAa avtd mov yivovtol Héca 6Ty
EPT Aéve yépota; Olot, po 0loy, Aéve ywépoarta; Kaveic, pa kaveis, dev a&ilet, dev xpnlet tov Pacikon
cefacov ev PHECH HOG KOWVOPBOVAEVTIKNG SIOIKAGING VoL TTAPEL U0l CLYKEKPILEVT amdvTnon YU auTd
mov KoToyyéAley, Ma kaveis; Eiote dVo €30 onpepa.

The rest? Are they all crazy and liars? Are all those who talk about all that is happening in ERT lying?
Everyone, but everyone, is lying? No one, but no one deserves, does not need basic respect in the midst
of a parliamentary process to get a concrete answer for what he complains about? But anyone? There are
two of you here today.

hline Avapotiétor o EAAvog moritng mov akovel OAn ovtd to mpdypata yo to e€Nc: Eiote tpehoi; Elote
Tperoi yia déoipo eogi s Kupépynong n amha vopilete 61t 0 EAAnvog tpdet kovtdyopto; Nopilete o1t
anevBvvesTte og KAPPoLg Kot o Aéte OAa avtd; Kaleite o amepyia Toug TOAiTEG, MOV £GEIG OL {0101
EKTEMDVTOG EVIOAES EEVOV KEVTPOV TOVG KaTadikdoate og Bdvorto.

The Greek citizen who hears all these things wonders: Are you crazy? Are you, the Government, crazy
or do you just think that the Greek are idiots? Do you think you are speaking to idiots and saying all this?
You are calling the citizens to go on strike, which you yourself have condemned to death by executing
orders from foreign centers.

Mowog tperdg onuepa Ba avoier entyeipnon; Iolog; Me moteg cuvOnkes; Me pia poporoyio mov gTdvet
70 45% otav kopie [IpwBumovpyé, n 161a dovAerd, n 16w emyeipnon oty Kdnpo ninpaver 10% ko ot
Boviyapia 15% Ilown npoctacio o kévoupe, kople [pmBumovpyé; Mov eiyote vrooyebei edd 6Tt Ot
peAeTOETE TO POPO do&ediov Tov AvBpaog mov epapurolel o Zapkoli yw ta EEva TpoidvTa, To omoic
£PYOVTOL 0T YDOPO. KO AELTOVPYOVV AVTOYOVIGTIKE TPOG TO, EAAVIKA.

Which crazy person today will open a business? Who? Under what conditions? With a tax that reaches
45% when Mr. Prime Minister, the same job, the same business in Cyprus pays 10% and in Bulgaria
15% What protection will we do, Mr. Prime Minister? You promised me here that you would study the
carbon dioxide tax applied by Sarkozy for foreign products, which come into the country and operate in
competition with the Greek ones.

Kopieg kot koprot cuvaderpot, cag gima kot x0ec: Aev givat omhdg GO1Ko Kot TPOKANTIKO, ivar Tpehd Eva
yilkatlidiko otn Zikvo va mAnpdveL Tov 1810 eopo, To 1010 TEAOG e Eva prap pEéctopav ot Mbkovo
oV Pyalet ToALG eKaTOpOPLO EVPD.

Colleagues ladies and gentlemen, I also told you yesterday: It is not only unfair and provocative, it is
crazy that a mini market in Sikinos pays the same tax, the same fee as a bar-restaurant in Mykonos that
makes several million euros.

Ma, motog tperds Ba mhpel To eMOYKO KAT® an’ AVTOVG TOVG OPOVG OV TO PeldVEL Katd 50% Kot
dev Bo TPOoTPEEEL APECMG GTNV TOKTIKY EMWOTNOT; Apa £xovpe Gdko dtov Aépe OTL avTh TPOoTOAOYia
0VCLOOTIKA KoTopyel To emoytad emidopa; O,TL dALo Kot av emvonoete KOple YTovpyE, dev Pmopeite va
neioete Kavévay avOpwmo Tov dabétel EAdyIoTn Kpion, T GTOLELDIN duvoTOTTA VO KPIVEL.

But what crazy person will take the seasonal under these conditions that reduce it by 50% and not im-
mediately rush to the regular subsidy? So are we wrong when we say that this amendment effectively
abolishes the seasonal allowance? Whatever else you invent, Mr. Minister, you cannot convince any
human being who possesses the slightest judgment, the rudimentary ability to judge.

Table 17: Randomly selected parliamentary texts (with english translations), classified as DISGUST and comprising
the term ‘crazy’.
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