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Abstract

We study the embedding dimension of distance comparison data in two settings:
contrastive learning and k-nearest neighbors (k-NN). Our goal is to find the small-
est dimension d of an £,-space in which a given dataset can be represented. We
show that the arboricity of the associated graphs plays a key role in designing
embeddings. For the most popular /5-space, we get tight bounds in both settings.

In contrastive learning, we are given m labeled samples (z;, y;r ,2; ) representing
the fact that the positive example y; is closer to the anchor x; than the negative
example z; (we also give results for ¢ negatives). For representing such dataset in:

* ly: d = O(y/m) is necessary and sufficient, consistent with our experiments.

* ¢, forp > 1: d = O(m) is sufficient and d = Q(,/m) is necessary.

¢ loo: d = O(m?/3) is sufficient and d = Q(y/m) is necessary.
In k£-NN, for each of the n data points we are given an ordered set of the closest k&
points. We show that for preserving the ordering of the k-NN for every point in:

* Uy d = O(k) is necessary and sufficient.

* ¢, forp > 1: d = O(k?) is sufficient and d = Q(k) is necessary.

¢ U : d = Q(k) is necessary.
Furthermore, if the goal is to not just preserve the ordering of the £-NN but also
keep them as the nearest neighbors, then d = O(poly(k)) suffices in £, for p > 1.

1 Introduction

Embedding vectors play an important role in machine learning, with the embedding dimension being
a key parameter of interest when choosing a deep learning architecture. In this paper, we ask the
following question: given a dataset labeled with distance relationships between its points, what is
the smallest embedding dimension required to represent it? We answer this question for two types
of distance comparison data: contrastive labels and k-NN.

Contrastive Learning Contrastive learning [GHI10] has recently become a popular technique
for learning representations, see e.g. [SE0QS, MCCD13, [DSRB14} [SKP15a, WGI15, IWXYL18,
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LL18| HFL™ 19, HFW ™20, [TK120, [CKNH20, [CH21l, [GYC21l [CLL2T1]. Recent interest in the-
oretical foundations of contrastive learning has resulted in extensive research focusing on gen-
eralization [AAE™24], design of specific loss functions [HWGM2T]|, transfer learning [SPAT 19|
CRL™20], multi-view redundancy [TKH2T]], inductive biases [SAG™22, [HM?23]], the role of neg-
ative samples [AGKM?22|, [ADK?22]], mutual information [vdOLV18| HFL* 19, BHB19, TDR*20],
and other topics [WI20, TWSM21,,ZSS™21, vKSG™ 21, MMW ™21, WL2T].

In on of the most common forms of contrastive learning, we are given m labeled data points
{(i, 4", 27 )}y (or more generally, {(xi,4;", 21,295+, 2,) }it1) over a dataset of size n.
Each point represents the fact that the distance between the anchor x; and the positive example y;
is smaller than the distance between x; and the negative example z; (or, more generally, ¢ negative
examples 2; 1,...,2;:). We study the problem of embedding such data into ¢,-spaces, i.e., con-
structing an embedding F': V. — R? such that ||[F'(x;) — F(y:)ll, < [|[F(z;) — F(2)]|, for all 4
(more generally, ||F'(z;) — F(y:)llp < [|F(z;) — F(zi,;)|lp for all 4, j). In particular, we focus on
the embedding dimension:

Given a collection of m triplet comparisons of the form “x; is closer to y; than to z;”, what is the
smallest dimension d of an {,-space in which the relative order of distances can be preserved?

k-NNs We also study a similar question for k-Nearest Neighbor (k-NN) data, which has major
applications in machine learning since the seminal work of [CHG67||. In this setting, we are given a
set of n items and the information about the k-NN of each item {(z;, 71 (), . . ., Tk ()}, where
m1(2;), ..., 7k (x;) are the k-NN of x; ordered by their distance from z;. Since k-NN classifiers are
extremely popular in deep learning pipelines, understanding the embedding dimension required for
preserving k-NN is a question of fundamental importance. In particular:

Given n items and their k-NN, what is the smallest dimension d of an {,,-space in which the
ordering of the k-NN can be preserved? What if the k-NN have to remain k-NN in the {,-space?

1.1 Our Results and Techniques

Let V be the set of n points. Our goal is to construct an embedding F': V' — R?. For an integer
n, we let [n] = {1,2,...,n}. For a vector v € R%, let v[i] be the i*" coordinate of v. For vectors
v1, U2, we denote their concatenation as (v1, v2). In a graph, denote by N (z) the neighbors of vertex
x. For standard definitions (e.g. metric and norm) and basic facts see Appendix [B]

Contrastive Learning For a set of samples Q = {(z1,y7,27),-- -, (Zm, ¥, 2,)}, we call an
embedding F consistent with Q if || F'(z;) — F(yi)|l, < [|F(zi) — F(2:)||, for all i. W.l.o.g., we can
assumeﬂ that m < n2. We call a set of samples non-contradictory if one can’t derive a contradiction
from the inequalities between the distances. In particular, this implies the existence of a metric p
which is consistent with @ (Fact[25).

We prove the following theorems in Section[2] Appendix and Appendix [D]respectively.
Theorem 1 (Embedding in ¢5). Let Q) be a set of m non-contradictory triplet samples on a set V.

There is an embedding of V into £s-space RO(m!?)

which is consistent with Q.

Theorem 2 (Embedding in ¢.,). Let Q) be a set of m non-contradictory triplet samples on a set V.
There is an embedding of V' into . -space RO \yohich is consistent with Q.

Theorem 3 (Embedding in £,,). Let Q) be a set of m non-contradictory triplet samples on a set V.

For any integer p > 1, there is an embedding of V into {,,-space RO™) which is consistent with Q.

The lower bounds are shown in Appendix [E|and experimental results are in Sectiond] Our results for
the more general version of the problem with ¢ negatives and the lower bounds are given in Table[T}

In Appendix [F] we give additional results, including an extension to ¢-negatives, NP-hardness of
fining an embeddding in the minimum dimension needed to satisfy a set of contrastive constraints,
and results for an approximate setting in which we only need to satisfy a fraction of the constraints.

IThis is since n? triplet samples are enough to describe all comparisons — for each anchor, it suffices to
know the order of other points w.r.t. their distance to the anchor. Hence, for any embeddable set of samples @),
there exists a set of at most n? samples which is also embeddable and at least as restrictive as Q.



Table 1: Our results for contrastive learning

| Setting [ Upper bound [ Lower bound
2 O(y/m), Theorem Q(\/m), Theorem[43]
0y with t negatives | O(v/mt), Theorem 44 Q(y/m), Theorem
¢y with t-ordering | O(y/mt), Theorem {44 Q(v/mt), Theorem 43
loo O(m?/3), Theorem[?) Q(y/m) Theorem ¥3[
¢,, integer p > 1 O(m), Theorem|3 Even p: Q(y/m), odd p: Q(y/m), Theorem |43|

Table 2: Our results for k-NN
| Setting | Upperbound | Lower bound |

¢, (k-NN and ordering) | O(k'?), Theorem|5 ~

~ : Q(k), odd p: Q(k), Th 43
¢, (ordering of k-NN) | O(k?), Theorem|10) even p: k), odd p: Q(k), eorem
05, (ordering of k-NN) O(k) Theorem|6 Q(k)[IC124]

l+ (ordering of k-NN) — Q(k), Theorem

k-NN In the £-NN setting, we are given the following information for each data point.

Definition 4 (k-NN). For a distance function §: V. x V. — Rxq, let m(x),...,mn—1(x) be an
ordering of V' \ {x} such that §(x,m(x)) < d(z,m2(x)) < -+ < §(x,mp—_1(x)). We define
k-NNs(z) = (m1(z), ..., 7 (x)) as the ordered set of k closest points to .

For a function F': V' — RY, we denote by k-NNz the k-nearest neighbors in the ¢,-space corre-
sponding to the image of F'. We prove the following theorem in Section 3]

Theorem 5. Let §: V x V. — Ry>q be a distance function, and let p > 1 be a constant. There
exists an embedding F: V. — R® of V into an Lp-space of dimension d = O(k10 log® n) such that

k-NNs(z) = k-NNg(z), i.e. the embedding F preserves the ordered set of k-nearest neighbors of
any point x € V under the distance function 4,

We note that the above result is very surprising: k-NN graph in fact corresponds to n(n — 1) triplet
constraints — for each anchor, k£ — 1 comparisons between its k-NN and n — k comparisons between
the k’th nearest neighbor and the rest of the points — and Theorem |1 provides only an O(n) up-
per bound on dimension for the /5 case. Nevertheless, we are able to exploit the structure of the
contrastive constraints to avoid polynomial dependence on n.

The following theorem addresses the setting when only the ordering of the £-NN has to be preserved.
This, as well as other results for k-NN, are presented in Table

Theorem 6. There is an embedding of V into lo-space RO) that preserves the k-NN ordering.

Our Techniques The key tool in our results is the notion of graph arboricity INW61,INW64] ap-
plied to the associated constraint graph. Arboricity of an undirected graph is the minimum number
of forests in which its edges can be partitioned. More intuitively, arboricity measures the “den-
sity”” of the graph: sparse graphs have low arboricity, while graphs with dense subgraphs — such as
cliques — have high arboricity.

Fact 7 (Folklore; see e.g. [BE13|[DHSO1]] and Appendix [B.2). The arboricity r of a graph G with
m edges is at most [\/m/2]. Moreover, if graph G has arboricity r, then the following hold.

(a) There is an ordering x1, ..., x, of V such that [N~ (z;)| < 2r — 1 for each 1 < i < n, where
N~ (x;) = {z; € N(x;)|j < i} is the set of neighbors of x; in G preceding x; in the ordering.

(b) G is 2r-vertex colorable.

Definition 8 (Constraint graph). In contrastive learning, for a set Q) of samples on V, we define
the constraint graph G = (V, E) as follows: for each sample (z;,y;", 2;) € Q, we add two edges
{zi,y;} and {x;, 2;} to E, unless they already exist. In the k-NN setting, for each x and its nearest
neighbors w1 (x), ..., m (), we add edges {x,m;(x)} for 1 <i < k.

’In subsequent versions of our paper, we have improved the analysis to show a dimension bound of o} (k3).



Note that by Factthe arboricity of the constraint graph resulting from m samples is at most /m.
The arboricity of the k-NN constraint graph is at most k& + 1 (See Lemma [27). We show bounds on
the embedding dimension in terms of arboricity, e.g. for £5 we prove the following in Section 2]

Theorem 9. Given a set of non-contradictory inequalities among pairwise distances in V. whose
constraint graph has arboricity r, there exists an embedding of V' into ly-space RY" which satisfies
all these inequalities.

Theorem 1] follows from Theorem [9|by using r < [\/m/2] (Fact[7). Moreover, since the arboricity
of the constraint graph for k-NN at most k& 4 1 (Lemma[27), Theorem 9] shows that preserving the
ordering of the k-NN in ¢5 requires O(k) dimension. Furthermore, the following theorem, proven

in Section implies that O(kz) dimension suffices to preserve orderings of the k-NNs in £,,.

Theorem 10. Given a set of non-contradictory inequalities among pairwise distances in V whose
constraint graph has arboricity v, for any real p > 1, there exists an embedding of 'V into {,-space

2 1og? ; . , . .
RO 108" 1) which satisfies all these inequalities.

While the above constructions suffice for the contrastive learning case and for preserving the order-
ing of the k-NN, the set of the nearest neighbors can change under the embeddings above. Hence, in
order to preserve the k-NN, we increase the dimension to separate neighbors from non-neighbors.
In particular, we construct the extended part of the embedding randomly, using a sampling scheme
which is guaranteed to embed neighbors much closer than non-neighbors. See Section [3.2] for more
details and a proof of Theorem 5}

For /., instead of arboricity, we use a related fact: by removing a set Vyjg1, of O(m2/ 3) high-degree
vertices, we reduce the maximum degree of the remaining graph (i.e. Viow = V' \ Viign) to at most
O(m*/?). We handle each set differently (points in Vie using graph colorings, and points in Vign
using a Frechét-like embedding). See Appendix for the details and the proof of Theorem 2]

1.2 Previous Work

Understanding the underlying geometry of a given set of n points based only on comparisons be-
tween pairs of distances is a basic question studied in the literature of non-metric embeddings
(also known as ordinal embeddings or monotone maps). In a wide range of applications such
as ranking, crowdsourcing, nearest-neighbor search, ad placement, recommendation systems, etc.,
the exact distances are not as important as their relative order. In fact, some of the early results
in the field were motivated by applications in mathematical psychology [Tor52, |She62| [She74,
CS74, [Kru64a, [Kru64bl, and since then ordinal information and embeddings have been used in
ranking [OGOS| |[Ail12} WJJ13|], metric learning [CHX*19], clustering [VD16| (GPvL19, KVHI16],
crowdsourcing [TLB™ 11, [JNTTa, INT1b] and modeling human perception [ML09]. Note that the
goal in ordinal embeddings is quite different from the vast literature on metric embeddings (e.g.,
see [Matl3|IMS17]]) where the goal is to approximately preserve the numerical values of distances.

We study the question of finding the smallest dimension d required to represent a given set of n
points such that a given set of m distance comparisons are preserved. Related questions have been
studied under statistical assumptions and it is known [KL14| [TL.14, |(GCY19] that for the large n
regime, upon knowledge of the ordinal relationships, the set of points can be approximately recov-
ered (up to certain transformations). This serves as further motivation for studying ordinal informa-
tion as it highlights its power in recovering the underlying geometry of the data points.

However, determining the exact relationships between the dimension d, the number of points
n and the number of given constraints m has been elusive. Most papers assume that all
O(n*) distance comparisons §(z;,z;) S &(zy,x;) among the pairwise distances are known.
In [BLO3, |IABD™08, BDH™08], for example, lower bounds are given for the dimension needed
to preserve these comparisons. However, having access to such a large number of comparisons is
prohibitive in practice. We only assume access to a set of m distance comparisons and hence these
lower bounds do not apply.

Contrastive learning has been studied for d = 1 (embedding on the line) by [FIM™20] for dense in-
stances, i.e. m = ©(n?). For higher dimensions, [CI24] gives an € (n) lower bound on the smallest
dimension (only for /5) that preserves all ©(n?) triplet comparisons. Our Theoremimproves this
bound for the general case when m triplet samples are given, without density assumptions. Then,



32 90

Z sets inner products according to edge ranks Z makes norms of all vectors equal

Figure 1: Z is chosen so that if w(z, y) > w(a’,y), then (%, §) < (&', §’). & ensures that all vectors
have the same norm, i.e. ||#||3 = W forallz € V.
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Figure 2: Example construction of . The embedding &, is computed based on the embeddings of
its already processed neighbors 1, 22, 3. We find the solution 4 to the linear system so that, for
each edge to a preceding neighbor, the inner product equals the rank of the edge.

our Theorems [2| and [3| go beyond ¢ other ¢,-norms. Our results can also be seen as the reverse
direction of the recent work by [AAE™24]. In [AAET24], the central question is quantifying the
amount of data required for generalization in contrastive learning, assuming that the data can be em-
bedded into an /,,-space of fixed dimension. Here we assume that the data is fixed instead and study
the embedding dimension. Combined with [AAE™24], this completes the picture of the relationship
between the size of data, its embedding dimension and generalization.

Our second setting (k-NNs) was also studied in [CI24] who showed a lower bound of d = Q(k) for
preserving the ordering of the neighbors (again in ¢5). To the best of our knowledge, prior to our
work, there was no known upper bound for the smallest dimension and here we provide a matching
upper bound. Furthermore, we provide new results for k-NNs embeddings (both upper and lower
bounds) under various ¢, metrics and results for the stronger setting when not just the ordering of
the neighbors but also their status as k-NN has to be preserved.

2 Contrastive Learning in /, Norm

In this section, we prove Theorem@]— that contrastive queries with the constraint graph G = (V, E)
(Definition [8)) of arboricity r are preserved when the points are embedded into ¢, space of dimension
4r — from which Theorem [T|and Theorem [6] follow. Fix a distance function 0: V' x V' — R that
satisfies the given set of inequalities (such a function exists by Fact 23). We order all pairs of
neighboring vertices by the distance function § in descending order, and let w(x,y) = @ if {z,y} is
the i-th pair in the ranking. Recall that | F(z) — F(y)||> = ||F(2)|* + [|F()||> — 2 (F (), F(y)) -
In our construction, all embeddings have the same norm, and hence the distances depend only on
the inner products between the embeddings.

We split the embedding F': V' — R*" into two parts, i.e. for a point = let F((x) = (%, %), where
% € R?" and & € R?". For neighboring points x and y, our choices of & and 4 ensure that (%, §) ~
w(z,y). We embed the points one by one into R” in the arboricity ordering z1, . .., z,, which by
Fact[7|ensures that for every vertex, the number of neighbors with smaller indices is at most k. When
embedding x;, we make sure that for any neighbor z; € N~ (z;) (i.e. a neighbor z; of x; such that
Jj < @) itholds that (Z;,Z;) ~ w(x;, ;). This requires solving a linear system over &; with at most
h equations, and hence with h variables, with slight perturbations, the solution always exists.

The choices of x; ensure that all vectors have the same norm while preserving the inner products.
This is done by coloring the vertices of the constraint graph in h colors using Fact[/|and assigning
each color to a unique basis vector, which is scaled to equalize the norms. Since these basis vectors
are orthogonal, the inner product between any two neighboring points z; and z; is (Z;, Z;).

Construction of £; Assume &1, ..., 2;_1 have already been chosen. Let N~ (x;) = {z; € N(z;) |
j < i} be the set of preceding neighbors of x; in G. For each z; € N~ (x;), let a linear equation
P(i,7) be (&;,2;) = w(z;, x;), where we consider the coordinates of &; as variables (recall that &
is already set for all z; € N~ (z;)). In Appendixwe show the following.



Lemma 11. The set of vectors {&; | x; € N~ (z;)} is linearly independent.

By Lemma the system of linear equations P; = {P(i,j) | z; € N~ (z;)} has a solution
v € R?". Let B(v) be a ball centered at v with sufficiently small radius such that for any v € B(v)
it holds that | (v/, ;) — w(x;,z;)| < 1/3 for all x; € N~ (x;). Choose a point v" uniformly at
random from B(v), and set &; = v': this random perturbation guarantees that, with probability 1,
Lemma|[TT]holds in future iterations. By construction, the following property holds.

Proposition 12. For any © and any y € N~ (x), we have | (£, §) — w(z,y)| < 1/3.
Construction of i; Let W = 2max,ey ||#||3. By Fact[]] there exists vertex coloring C': V' — [h]
of G, such that C(z) # C(y) for any pair {x,y} € E. SetZ = a,ec(s), Where e (,) is the standard

basis vector in the C(x)-th coordinate, and o, is chosen so that ||F(z)|% = ||12]% + ||2]]3 = W
(note that o, exists because ||Z||3 < W). By construction, the following property holds.

Proposition 13. For any edge {z,y} € E, we have (z,y) = 0.

Proof of Theorem[9|(sufficient dimension for {5 embeddings). For any edge {u,v} € E it holds that
1F(u) = F(o)3 = [F(w)]3 + IF(0)ll5 - 2(a,9) — 2 (&,9).

By the choice of 4 and 9, we have |F'(u)|%3 = ||F(v)||3 = W. By Proposition|13| (4, ) = 0, and
hence the distance depends only on (4, ). For any (z, E, z7) € Q, we have |[F(z) — F(y)||3 <

|F(z) — F(2)||3 iff (&,9) > (&, 2). By Proposition (12} for any edge {z,y} in G it holds that
| {(z,9) — w(x,y)| < 1/3. Since the function w assigns only integer values, it holds that (%, §) >
(&, 2) if and only if w(z, y) < w(z, z), hence preserving the ranking of the edges. O

3 Preserving & Nearest Neighbors

In this section, we focus on k nearest neighbors, and namely we prove Theorems |5| and Let
G = (V, E) be the constraint graph (Deﬁnition for given k-NN input. In Section [3.1} we show
how to preserve the order between the neighbors in this graph, and in Section [3.2] we show how to
separate neighbors from non-neighbors. Combined, these results fully preserve the k-NNs.

To simplify the presentation, we focus on the case p = 1 — the construction for other p is identical,
with the change being that each embedding coordinate value ¢ should be replaced with ¢'/?. In
this section, let 0(u,v) = &y, (u,v). For a non-contradictory set of samples (), by Fact [25| there
exists a metric ¢’ consistent with (). We order all pairs of neighboring vertices by the value of ¢’ in
descending order, and let w(z,y) = t if (z,y) is the ¢-th pair in the ranking. Given an embedding
F, let aF be a re-scaling of the embedding by a factor of «, i.e. multiplying each coordinate by o.

3.1 Preserving the Ordering of the k-NN

In this section, we show Theorem This embedding is also used as a part of Theorem [5} shown
in Section[3.2] Our embedding uses a new coloring scheme we call Neighbor-Collection Coloring.
Let zy,. ..,y be the arboricity ordering (Fact[7) and N~ (x;) = {x; | {zs,2,} € E,j < i} be the
set of neighbors of x; preceding x; in the ordering.

Definition 14 (NCC Scheme). A neighbor-collection coloring scheme is a set of K = O(rlogn)

vertex colorings CV ... CH) where cY) e [r] for any x € V and j € [K], such that for any
x € V the following holds:

* (Collection) for any y € N~ (x), there exists a coloring j € [K] such that cY) = C’éj), and
c¥ # C’;J)for any z € N~ (x) \ {y}.

* (Load) for any j € [K|, the number of prior neighbors with j-th color being the same as Ci) is
small: |[{y € N~ (z) | cl) = Céj)}| = O(logn).

Intuitively, each coloring corresponds to a part of the embedding. When the colors C’g(gj), C’qu(,j ) are
different, the j’th part of the embedding always contributes 2 to the distance between x and y.
Otherwise, we can select the j’th part so that it contributes either 2 or 0, and the collection property



guarantees that for any y € N~ (z) such a part exists. The load property guarantees that for each
part we always have enough choices to get distance 2. Finally, we represent w(x, y) in binary format
for all , y, and, using an NCC scheme, we recover w(z, y) bit-by-bit.

Lemma 15. There exists an NCC scheme for the constraint graph G.

Proof. Foreachz € V and j € [K], we choose ¢ i.i.d. uniformly at random from [r]. First, note
that the load property holds: for any j € [K] and y € N~ (), we have P [Cg(gj) = Cg(,j)} =1/r.
By Fact[7}, we have |[N~(z)| < 2r, and by the Chernoff bound, color ) oceurs no more than
O(logn) times in N~ (z) w.h.p. By the union bound, the load property holds w.h.p. for all j.

Next, for any fixed z € V, y € N~ (z), and j € [K], let AU)(z,y) be the event that y is the only
point in N~ (x) such that C,(;J ) = ngj ). Since the colorings are selected uniformly at random, we
have P [A(j)(x,y)} = Q(1/r). Since K = O(rlogn), by Chernoff, w.h.p. there exists j € [K]
such that AY)(z, ) occurs. By the union bound, the collection property holds w.h.p. O

Definition 16 (NCC-Embedding). Given a graph G and an NCC scheme, an NCC-embedding is
an embedding of dimension O(r*log? n) of the following form. Associate each color i € [r] with
M = O(logn) unique basis vectors B(i) = {€(i—1)M+1,€(i—1)M+2> - - - €ir }- The embedding of
point x is comprised of K parts V) ... i) where each part is a basis vector 9 € B(C(J))
ie. 19 is one of the basis vectors assocmted with color C’g(gj ).

Lemma 17. Let D: E — {0, 1} be a mapping of each edge, with 1 meaning “close” and 0 meaning

“far”. For each x € V there exists embedding i into O(r? log2 n) dimensions such that for any
{z,y} € E, it holds that 6(&,y) = K — D(x,y).

Proof. Let (C) ... C¥))be an NCC scheme of G. We embed the points one by one according to
the arboricity ordering 1, . .., x, as in Fact[]] We assume by induction that all nodes x1, ..., 2;_1
are embedded using an NCC-embedding. For each y € N~ (z), fix one index j(y) such that under

CU®) the points x,% have the same color, which is different from colors of other points from
N~ (x) (such j(y) exists by the collection property). Let J = {;(y) |y € N~ (x)}, and, since for
any two points in N~ (z) the chosen index is distinct, |J| = |[N ™ (z)|.

For each part j € [K]\[.J], we choose z(7) to be a basis vector from B (C ) that is dlfferent from all
basis vectors {77/ | y € N~ (z)}. This can be done, since, on the one hand, for each c) # C?SJ ,
all basis vectors of B(C’g(gj )) are different from ), and, on the other hand, by the load property
there are less than O(log n) points y € N~ (z) such that ci) = C’Zsj ). Therefore, we can choose a
basis vector that is different from any taken by these O(log n) points.

For each part j(y) € [J], we select the basis vector based on D. If D(z,y) = 1, then we take
#0W) = 50UW) Otherwise, we pick a basis vector £ ®) ¢ B(C;j(y))) such that 0 ) £ 5GW),
We now show that distance between embeddings is 2(K — 1) if the points are close, and is 2K
otherwise. The result follows by scaling the embedding. Let {z,y} € E such that y € N~ (x).
Let 1) (2,9) = 1if 29) # 5, and 1Y) (z,y) = 0 otherwise. Since each part is a basis vector,
0@, 9) =231k IY) (x,y). By construction, for any j € [J]\ {j(y)} it holds that 1) (z, ) = 1.
For j(y) we have IU®W)(2,9) = 1 — D(x,%), ie. §(i,9) = 2(K — D(z,y)). Rescaling the
embedding vectors by a factor of 1/2 completes the proof. O

Corollary 18. Let o’ be a power of 2 such that for all {z,y} € E we have a,, € {0,...,a’}. Then

there exists an embedding F of V into O(r? log® nlog a') dimensions such that for any {z,y} € E,
we have §(F (), F(y)) = K(a' — 1) — ag.4.

Proof. Let Bin" (x,y) be the i’th bit of the binary encoding of a , using a string of size log, a’
bits. Let F1i,..., Flog, «r be embeddings as in Lemma where for each F; we choose D; =



Bin"(z, y). For embedding F(z) = (Fy(z),2F(), ..., 2/ F;(2), ..., (a' /2) Fiog, o' (x)) We have
log, a’

S(F@). F) = Y (K -Bn®(.y)) 2~

logy a’ log, a’
=K Z 201 Z Bin (z,y) - 27 = K(a' = 1) — aa,. O
i=1 i=1

Theorem [10] follows immediately from Corollary [I8]by taking a,, = w(x,y) and a’ > m/.

3.2 Fully Preserving k-NN

In this section, we prove Theorem [5] which states the existence of an embedding with dimension
d= O(k'® log!? n) that preserves the k-NN. Our approach can be summarized as follows: for each
z € V, the final embedding is F(z) = (2md,&) (Figure [3). The goal of  is to have all non-
neighbors {z’,3'} ¢ E be at a larger distance than any neighbors {z,y} € E, i.e. for some large
W it holds that 6(Z, §) + W < §(2',4’). The goal of % is to order the distances of neighboring pairs
{z,y} € E according to their rank, while still keeping non-neighbors further away than neighbors.

We choose (/) via a random process, so that for any two neighbors {z,y} € E we have #0) = ¢0@)
with some probability p; (and otherwise they have substantial distance), while for non-neighbors
{z,y} ¢ E, we have 29) = ) with much smaller probability po < p;. Repeating this process,
we get a separation in distances between neighbors and non-neighbors.

| & i

Z guarantees that non-neighbors in G are far Z preserves the order between the edges

Figure 3: Structure of embedding for fully preserving k-NN. & guarantees that non-edges have very
large distance, i.e. if {z,y} € Fand {z/,y'} ¢ E, then 6(&, ) < §(2', ). & orders the edges.

Choosing #:  The embedding & is comprised of L = ©(r*log? n) parts, ie. & = (21, ..., ().
We take each part #(7) to be a vector from a design [DKSI2]] — a large family of vectors which are
approximately equidistant.

Definition 19 ((«, R)-design). For integer R and value 0 < o < 1, an («, R)-design is a family of
sets T, such that (a) for each S; € T, S; C [R?], (b) for each S; € T, |S;| = R, and (c) for each
two distinct sets S;, S; € T, |S; N S;| < aR.

Lemma 20 (Lemma 1, [DKS12])). For any sufficiently large integer R and any value 0 < o < 1,

there exists an (o, R)-design T of size at least 2071082 &,

Let 7 be a (a, R)-design for R = O(r3log®n) and o = ©(logn/R), where 7 is arboricity of
the constraint graph (constants specified below). We associate S € T with a binary vector I(S) €
{0, I}R2 as an indicator vector of the set S, i.e. fori € [R?] we have I(S)[i] = 1iffi € S. For each
x € V, we choose unique sets S,, S, € T and denote I, = I(S;), I, = I(S.). By Lemmal[20] the
number of sets is 2071082 B — 9@(Iogn) exceeding 2n for appropriate choices of constants.

We choose each part 2(/) independently of the rest as follows. For p = O(1/(rlogn)), with
probability 1 — p, we choose #(/) = I, and otherwise choose a uniformly random i € [2r]. If
i < |[N~(z)|, set 2U) = I, where y € N~ (x) is the i’th point in N~ (z) according to some
ordering, and set £0) =T ! otherwise. Let vy = % be the probability that = and y choose I,,.

Importantly, in this construction, neighbors are significantly more likely to sample the same vector
compared with non-neighbors. Moreover, sampling the same vector contributes O to the distance be-
tween embedding, while sampling different vectors contributes at least (2 — a) R to the distance. For

K is defined as in Definition , letc = max(”og" L) be a constant, and set @ < —“X— and

100K > 100 8rlogy, n

R = [logyn/a]. In Appendix we justify these choices of parameters and show the following.



Lemma 21. With high probability, the following bounds hold.
o If{z,y} & E, then |§6(%,9) — 2RL| < ——~RL

rlogyn

rlogy n Y

That is, according to the embedding, the gap between neighbors’ distances and non-neighbor’ dis-
tances is larger than the maximum difference between neighbors’ distances.

The final dimension is O(r'%log'’ n): L = ©(r*log* n) parts of dimension R? = ©(r%log® n).
Since r = O(k) (Lemma[27), it follows that the dimension is bounded by O (k' log™® n).

Final Embedding Let z;,...,2, be the embeddings from Corollary with o/ being the
closest power of two from above of the expression “Z<XR[. These embeddings have di-

rlogmn
mension at most O(r?log®nloga’) = O(r?log®n). For {z,y} € E, let A(z,y) =
[2m (6(2,9) —2 (1 —~v — 125) RL)| . Seta,,, = A(z, y) +w(z,y), where w(x, y) is the ranking

of edge {z, y} if the edges are sorted by the decreasing order of distances. By Lemma we have
0 < A(z,y) < 2 R[, wh.p., and hence a, , < 2 R, +m < a'. Finally, F(z) = (2mi, ).

— rlogn rlogn

Proof of Theorem 5] For each x € V, let F(x) = (2m&, &). It suffices to show the following.

(a) For any {z,y} € F and {2/,y'} € E, it holds that w(z,y) < w(z’,y’) if and only if
6(F(x), Fy)) > 6(F(z'), F(y')).

(b) Forany {z,y} € E and {z',y'} ¢ E, it holds that §(F(x), F(y)) < 6(F(z"), F(y')).
By Corollary 18] for any {z, y} € E:

S(F(x), F(y) = K(d' — 1) — [Qm (5(@,@) _9 (1 - %) RLH — w(z,y) + 2md(i,j)

— K(a' —1)+4m (1 - 1%0) RL — w(z,y) — oy, (1)
where €, , € [0,1) is the rounding error. Hence, property (a) holds: if w(z,y) < w(z’,y’) then
§(F(x),F(y)) > 6(F ("), F(y')), and vice versa, since the comparison is defined by ranking. The
property (b) holds since for any {z’,3'} ¢ F and {x,y} € E:

S(F(x'), F(y')) > 6(2ma’, 2mif') > 4m (1 — —) RL
(F), F(y)) = 6(2mi’, 2mg) > 4m (1 75 ) R
> r_ I
> K(a'—1)+4m (1 v 100) RL > 0(F(x), F(y)),
where the second inequality follows from Lemma and the third inequality follows from K (a’ —

1) < 4ymRL, which holds: since a’ —1 < - llfgcn ~ymRL, it suffices to have K < liOCr log n, which

indeed holds for our choice of ¢ = max( qg%g;, 55)- O

4 Experiments

We perform experiments on CIFAR-10 and CIFAR-100 image datasets [KH09] (we show additional
experiments in Appendix [A). We define the ground-truth distance between points as the distance
between their embedding vectors produced by a pretrained ResNet-18 neural network. Let @) be
contrastive triplets sampled uniformly at random from all possible triplets of images, labeled based
on the ground-truth distance. Then, we train a different ResNet-18 model from scratch, where we
control the embedding dimension by replacing the last fully-connected layer with a fully-connected
layer with the chosen output dimension. We train the model for 50 epochs on a single NVIDIA A100
GPU using triplet loss [SKPI3b]: Lp(z,y",27) = ||F(z) — F(y)|* —||F(z) — F(2)||*+1. Since
our goal is to find an embedding of this set of queries, we evaluate the accuracy as the fraction of
satisfied contrastive samples.

We present our results in Figure il In experiments, we vary the number of samples (Figures [4a]
and and the dimension (Figures and . Figures and @] show that, while d > /m,
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Figure 4: Experiments on CIFAR-10 (left) and CIFAR-100 (right). The data points show the average
over 5 runs, and the shaded area shows the minimum and the maximum values over the runs

the resulting embedding is consistent with almost all (> 99%) triplets. On the other hand, for
m € {10°,10°}, d is substantially less than \/m, and the number of satisfied samples sharply drops
from 99% to 93%. This is consistent with our theoretical results in Theorem [1}

Not surprisingly, Figures[dcland d|show that, when the embedding dimension increases, so does the
accuracy, i.e. the number of satisfied triplets. But the accuracy stops increasing when the dimension
reaches approximately /m = 316 — while there is a 2% accuracy increase when the dimension
changes from 64 to 256, there is no accuracy increase when the dimension changes from 256 to
1024. This again conforms with our result from Theorem ]

5 Conclusion

In this paper, we provide bounds on the necessary and sufficient dimension to represent a collection
of contrastive constraints of the form “distance from x to y is smaller than distance from x to z”. This
is a fundamental question in machine learning theory, since it educates the choice of deep learning
architectures by providing guidance for the size of the embedding layer. Our experiments illustrate
the predictive power of our theoretical findings in the context of deep learning. We also believe
that it gives rise to many interesting directions for future work depending on the exact desiderata:
approximate versions, different choices of normed spaces, bi-criteria algorithms, agnostic settings.

While the considered distance comparison settings play a central role in contrastive learning and
nearest neighbor search, so far there has been no theoretical studies of their embedding dimension.
Our work is the first to present a series of such upper and lower bounds in a variety of settings via a
novel connection to the notion of arboricity from graph theory. As a follow-up, one can consider an
improved embedding construction for k-NN: in the upped bound from Section[3] the dependence on
both log n and k can likely can be improved. Another interesting direction is tighter data-dependent
bounds on dimension: while we provide fine-grained bounds in terms of arboricity — which are
potentially much stronger than bounds in terms of the number of edges — they don’t necessary
capture properties of dataset which can lead to sharper bounds.
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A Additional experiments

m=102 m=10> m=10* m=10° m = 10° m = 107
n = 128 6,8 32,34 162, 169 256 256 256
n = 256 6 19, 20 135,139 452, 464 512 512
n =512 4,6 12 80, 82 502, 508 1024 1024
n = 1024 4,6 8 43, 44 363,366 1453, 1473 2048
n = 2048 4,6 6 24,25 202,204 1479, 1488 3931, 3971

Table 3: Embedding dimension based on construction from Section[2| For each pair of n and m, we
show the minimum and the maximum dimensions obtained over 10 runs (we show a single number
when the minimum and the maximum are equal).
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Figure 5: CIFAR-100: the fraction of unsatisfied samples for various choices of the number of
samples m. The embedding dimension is d = 128.

In this section, we present additional experiments.

Contrastive Samples In Table |3} for various values of n and m, we show the dimensions of the
embeddings constructed according to Section 2] We sample m random triplets from the CIFAR-
100 dataset, and label the triplets based on a ground-truth embedding generated using a pretrained
ResNet18 network. Note that the embedding dimension is always at most 2n, which corresponds
to the case when the constraint graph is a clique. Moreover, in agreement with our theory, when
m < n?, increasing n decreases the required dimension: the constraint graph becomes more sparse,
which decreases the arboricity.

In Figure [5] similarly to Figure b} we show training accuracy on CIFAR-100 dataset for various
values of m. In this figure, we focus on the setting when m is close to d> = 16384. While for m <
d? /2 the accuracy is close to perfect (99%), the accuracy decreases starting from this point. This
supports our theoretical result that d = ©(y/m) dimensions are required to preserve the contrastive
samples.

k-NN  In Table[d] we present results for k-NN settings for d = 128 and for various choices of n and
k. We sample n points from the CIFAR-10 dataset, and generate k-NN based on a ground-truth em-
bedding generated using a pretrained ResNet18 network. For each element z, let 75 (), ..., 7 _; (z)
be the ordering of other elements according to the ground-truth embedding. For each and i € [k] and

each j > i, we generate contrastive samples (x, 7 ()%, 7} ()~ ), and we train the neural network
on this set of samples similarly to Section 4]

For each n and k, we report the loss function measuring the quality of preserving the k-NNs, defined
as follows. For each vertex = and each i € [k], we compute the change of rank of the i’th nearest
neighbor of x in the new embeddings. Formally, we find j such that the 7’th nearest neighbor of
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k=1 k=2 k=4 k=38 k=16 k=32 k=064
n =10 0.0,1.8 0.05,0.8  0.15,0.8 0.22,0.78
n =100 0.01,0.07 0.21,032 0.58,0.7 1,1.27 1.6,1.8 2.16,246 25,29
n =1000 0.04,0.07 034,04 0.81,0.93 147,154 23,24 336,344 47,49
Table 4: Training loss for preserving k-NNs for various values of n and k. For each pair of n and
k, we show the minimum and the maximum dimensions obtained over 10 runs (we show a single
number when the minimum and the maximum are equal).

x according to the ground-truth embedding is the j’th nearest neighbor according to the trained
embedding, contributing |i — j| to the loss. Finally, we define the final loss as the average loss over
allz € Vand i € [k].

Table E] shows that the loss increases with both k£ and n. However, dependence on n is much lower
than dependence on k, supporting our theoretical result which shows polynomial dependence on k
and only polylogarithmic dependence on n.

B Preliminaries

Definition 22 (Metric, semimetric). An metric space is an ordered pair (X, dx) consisting of a set
X andamap 0x: X x X — [0, 00| such that 0x satisfies:

1. 0x(z,y) =0 < =y
2. dx(z,y) = 0x(y,x), forall x,y € X;
3. 6x(z,y) +0x(y,2) < dx(z,2), forall z,y,z € X.

If 6x satisfies the last two properties but only §x (x,x) = 0 for all x € X instead of the first one
then it is called a semimetric.

We note that the triangle inequality doesn’t affect our results. Intuitively, our goal is to preserve
the ranking of distances, and adding a sufficiently large constant to distances preserves the ranking
while also satisfying the triangle inequality.

Definition 23 (¢, norm, ¢} distance function, {o, norm). Given vectors v, v € R and p > 1, the
distance between v and v' under the {,, norm is

d 1/p
b1, (0. 0) = (_ZW] - v’m|”> ,

where vli] is the i’th coordinate of vector v. The distance between v and v' under (% is

d
o (v,0") = Z|’U[l] —'[i]]".
i=1

The distance between v and v' under the {~, norm is

8¢, (v, ") = max|vli] — v'[i]].
i€[d]
For p > 1 or p = oo, the norm of v is defined as v, = d¢,(v,v).

Fact 24 (Chernoff bound). Let Xi,..., X, € {0,1} be mutually independent random variables.
Denote by = E[>"'_, X;], the expectation of the sum of variables. Then for any 0 < v < 1 it
holds that

. i ,
P> Xi—ul>u <2exp(—73M>~
L i=1 i

Additionally, for any v > 0 it holds that

r 2
B
P E X > 1+ < - .
= SR exp( 2 'Y)
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B.1 Ordinal Embeddings

Fact 25 ([BLOS]). Given a set of non-contradictory inequalities among pairwise distances on V,
there exists a metric 6: V x V' — R which satisfies all the inequalities.

Proof. Consider a graph whose vertices are V' x V and create a directed edge between two vertices if
they participate in some inequality. Since the inequalities are non-contradictory, there are no cycles
in this graph. Consider any topological ordering of this graph and define w;; to be the index of each
pair in the topological ordering. Let 6 = W +w;; where W = |V/|2. Note that § satisfies the triangle
inequality. O

B.2 Arboricity
In this subsection, we present basic facts about arboricity, and analyze the arboricity of the constraint
graph in our various settings.

For a directed graph, we say that the out-degree of a vertex x is R, for some integer R, if  has R
incident edges oriented towards x.

Fact 26 (JAMRO2], Lemma 2.2). If the edges of G can be oriented such that each vertex has in-
degree at most R for some integer R, thenr < R+ 1.

Lemma 27. The constraint graph in the k-NN setting has arboricity at most k + 1.

Proof. In the constraint graph of a k-NN instance, we have an edge for each pair (z,m;(x)) for
1 <i < k,x € V, where 7; is the i’th nearest neighbor of x. If for each such pair, we orient the
edge inwards to x, we obtain a directed graph with in-degree at most k. Therefore, by Fact[26] the
constraint graph G has arboricity at most k + 1. O

Finally, the following fact relates the number of edges m and the arboricity of the graph.
Lemma 28 ([DHS91]] Theorem 2). Any graph G with m edges has arboricity r < [1/m/2].

C Missing Proofs From Sections 2] and 3|

Proof of Lemmal[l1] Since [N~ (z)| < h for all z, it suffices to show that with probability 1, any
subset A C {&1,...,&,} of size |A| < h is linearly independent. We prove it by induction on |A
and the base case |A| = 0 trivially holds.

[l

For the induction step, let & be the last point in A. By the induction hypothesis, A \ {#} are linearly
independent. Let H = Span(A\ {Z}), and let B the ball where  is sampled from. Since Vol(H) =
0, and Vol(B) > 0, we have P [# € H]| = 0, meaning that A are linearly independent. O

C.1 Proof of Lemma21]

In this section, d(x,y) = ||z — y||1. For other £, for p € [1, +00), the construction is the same by
replacing each coordinate value ¢ with ¢!/P.

Agreement sets Before proving Lemma [21] we define the following sets:
Agr(z,y) = {j € [L] | W) =4},
Agrp(z,y) = {j |2V =99 = I oraV = g0 = 1, },
Agrn(z,y) = {j | 32 € N~ (x) N N~ (y) such that £) = 40) = 1.},
The idea is to measure on which indices the points agree and to differentiate sources of agreements.

» Agr(z,y) is the set of indices on which z and y agree, i.e. choose the same vector.

» Agrp(x,y) is the set of indices where = and y choose the same vector by a direct connection: x
chooses its own set I, and y chooses z’s set I, (or reverse).
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* Agrn(z,y) is the set of indices where = and y choose the same vector by an indirect connection:
z and y share a common neighbor z, and both choose z’s set 1.

Note that Agr = Agrp U Agry. When z and y are neighbors and 2’ and y are not, we will show
that [Agr(z, y)| ~ |Agrp(z, y)| > [Agr(z’,y')].

Choice of parameters We next remind the choice of parameters.

Graph arboricity r < 2k
The size of the design R = O(r% log® n)
Probability that an element doesn’t choose its own design vector p = O(1/(rlogn))

Probability that neighbors choose the same design vector v = ”(127;]”) =0O(5 1})3; —)
Fraction of intersecting elements between sets in the design « = @(m)

The number of blocks corresponding to designs L = ©(r? log* n)
‘We next justify the choice of the parameters.
* In the proof of Theorem 3} to counter the K = O(r log n) term from Section3.1] for {z,y} € F

|Agr]|
rlogn"®

we need to bound the spread of |Agr| for neighbors as
the spread of both |Agry| and |Agrp]|.

To achieve that, we need to bound

* First, we need to guarantee that |[Agry| = O (lAgrDl). In Proposition , we require that

rlogn

2 S 2 o :
2r (£)" < %. This is since 2r ()" bounds the probability that two points select the same

common neighbor (which counts towards Agry), while + is the probability that = will choose I,
for y € N~ (x) (which counts towards Agrp). Since v = ”(127;]”), this bounds p = O(1/(r logn))
and vy = O(1/(r? logn)).

* To bound the spread of |Agrp |Agrp|

rlogn?’

, note that E [|Agrp| = vL]. To bound the spread as

by
Chernoff we must have vL = 72 log® n, meaning L = r*1og? n.

* Different sets from the design (Definition [I9) intersect by at most a.R elements. When two points
sample different sets, the distance between their embeddings increases by the number of elements

outside of their intersection, which is at least 2R — «R. Note that the distance between neighbors
will be approximately

(2R — aR)(L — |Agrp|) ~ 2RL(1 — % — (2 - a))
Similarly to the above, we want to bound the deviation due to the /2 term, and by the same logic
we choose v = O(7y/(rlogn)) = O(1/(r* log® n)).
» We need to choose 2n sets from the design. Since by Lemma [20| the design has 2271108 & gets,
to guarantee that this value is at least 2n, we take o and R so that R = (logn), meaning

R =0(r’log’n).

Proofs The next statement shows concentration of Agrp for neighbors and non-neighbors.
Proposition 29. For any x,y € V, if {z,y} ¢ E then |Agrp(z,y)| = 0, and if {x,y} € E, then

|Agrp (2, y)| = vL| < 595 whp.

Proof of Proposition29) If {x,y} ¢ E,thenz ¢ N~ (y) and y ¢ N~ (x), i.e. for every j € [L],
we have £) # I, and V) # I, and hence |Agrp(z,y)| = 0.

If {x,y} € E, assume w.l.o.g. thaty € N~ (x). Therefore, j € Agrp(x,y) if and only if we set
gV = I, and $9) = I, Recall that P [§\9) = I,] =1 —pand P [#) = I,] = p/(2r).

Therefore,

. pd—p
P[j € Agrp(z,y)] = % =7
ie. E[|Agrp(z,y)|] = vL. Since L = Q(r2 log® n), by Chernoff, w.h.p. we have

cyL

A e
||[Agrp(z,y)| — v \_4rlogn
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We next show concentration for Agry. Note that Agrp for neighbors is much larger than Agry for
both neighbors and non-neighbors.

Proposition 30. Forany z,y € V, we have 0 < |Agrn(z,y)| < =22 w.h.p.
P y T,y g Y P

— 4rlogn

Proof. We bound the expectation of |Agrn(z,y)|. Recall that j € Agrn(z,y) if and only if there
exists a point z € N~ (z) N N~ (y) such that #) = I, and y(9) = I,. Moreover, the events
#0) = I, and §\9) = I, are independent, each occurring with probability p/2r.
Since [N~ (z) NN~ (y)| < [N~ (x)] < 2r, we have
- pN\? _ Lp?
E A 5 < N * L (7) = —
IAgr(e )l < IN~@)] L (2) = 22

Finally, we note that LQ—I;,Z = Q(logn), and by Chernoff, w.h.p.:

4 Lp? < cyL

—_— O
3 2r T 4rlogn

4
[Agrn(z,y)| < JE[|Agn(z,y)l] =

Proof of Lemma[21} Recall that §(2,9) = Z ~,6(20),9)). For each j € Agr(x,y), we have
52, () = 0, and for j ¢ Agr(z,y), due to the property of the (a, R)-design, we have
16(2),§)) — 2R| < 2aR.

Summing over all j ¢ Agr(z,y), we get

oy
4rlogn

‘5(5:,;7) 2L — |Agr(z, y) R’ < 2aRL < RL, 2)

where we used @ < —1—
8r log n’

Non-neighbors If {z,y} ¢ E, then by Proposmonsﬁand.we have 0 < |Agr(z,y)| < 7m g -
By Equation (2)) we have

cyRL
rlogn

A cy cy N
5@, 5) —2(1— RL‘< RL —  |6(2,9) — 2RL| <
‘ (2.9) ( 4rlogn) ~ 4rlogn 10(2,9) =

Neighbors If {z,y} € E, then by Propositions[29|and 30}

2¢cyL
4rlogn

[[Agr(z,y)| —vL| <

and by Equation (2) it follows that

|5(i,ﬂ)2(1v)RL|§2( 2oy )RL< cyRL

4rlogn ~ rlogn’

D Contrastive Queries in /, Norm

In this section, we show upper bounds for dimensions for embedding into space with £,-norms or
{o-norm.

D.1 Contrastive Queries for Finite p

In this section, we prove Theorem [3] which provides an upper bound of m + 1 on the embedding
dimension in ¢, for integer p > 1.

We say that a set S C V' x V is symmetric if (x,y) € S < (y,x) € S.

Due to the symmetry, with a slight abuse of notation, we define the cardinality |\S| for symmetric
sets to be equal to the number of distinct unordered pairs in S.
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Definition 31 (Partial semimetric). An ordered triple (V, S, ds) consisting of a set V, a symmetric
set S CV xVandamap dg: S — [0, 00) is a partial semimetric space if dg satisfies the following:

1. Forallz €V, if (v,z) € S then ds(x,x) = 0.
2. ds(z,y) = ds(y, z) forall (z,y) € S,

3. 0s(z,y) + ds(y, 2) < ds(w, 2) forall (z,y), (z,2), (y,z) € S.

Definition 32 (Partial embedding). We say that a partial semimetric (V, S, §g) partially embeds into
a metric space (Y, dy) if there exists amap F: V. — Y such that 6s(x,y) = oy (F(x), F(y)) for
all (z,y) € S.

The following lemma is an extension of the standard embedding result into 4, (see e.g. [DL97]).

Lemma 33. Let S = (V, S, 05) be a partial semimetric on V and let m = |S|. If S partially embeds
into an (5-space with finite dimension, then it embeds into (Eg)m"’l.

Proof. Let {{z;,y;}};~, be the unordered pairs of S. We assign every partial semimetric (V, S, §)
on S an m-dimensional vector vs, where vs[i] = §(x;,y;). We call vs the representation vector of
(V, S,8). Define NOR® to be the set of representations of all partial semimetrics on .S which can
be partially embedded into /5, i.e.

NOR® = {vs | There exists d € N such that (V, S, §) partially embeds into (R¢, o)}
Note that NOR? is a cone:

1. If vs € NOR” then avs € NOR? forall a > 0.
2. If vg,vs: € NOR® then vs + vy € NOR®.

An extreme ray is a point vs € NOR? such that if vs = vs, + vs, for vs,, vs5, € NOR? then it has
to be that v5, = avs and vs, = (1 — a)v; for some « € [0, 1].
Next, we show that any extreme ray of NOR® has a partial embedding into the one-dimensional
space (R, ég). Indeed, let vs be an extreme ray, and let d be the minimum dimension for which
(V, S, 6) partially embeds to (R, f8). If d = 1, then we are done; otherwise, assume by contra-
diction that d > 1. Let F : V' — R? such that §(z,y) = 0%(F(z), F(y)) for all (z,y) € S. Let
F:V 5 R, Fy: V — R such that

Fi(z) = F(x)[1] and F5(x) = (F(z)[2],..., F(z)[d)),
i.e. F} is the embedding F' restricted to the first dimension, and F5 is F' restricted to the remain-
ing d — 1 dimensions. We notice that for each (z,y) € V x V, 00(F(z,y)) = 65 (Fi(x,y)) +
op (Fa(z,y)).

Define py, p2 = S — R such that py(z,y) = 6)(F1(z), Fi(y)), and pa(z,y) = 6 (Fa(), Fa(y)).
Therefore, vs = v,, + v,,. Since v is an extreme ray, then there exists a € [0, 1] such that
Us = av,, . In particular, ¢ can be partially embedded into one dimension, by taking the embedding
aFy (z), contradicting minimality of d. We conclude that d = 1.

Finally, let vg be the representation vector of S. By Caratheodory’s theorem, since vg € NOR?®,
there exists m + 1 extreme rays vs, , ..., Vs, ., € NOR? such that vs = Z;’:{l vs,. We have shown
that for each i € [m + 1], the partial semi-metric (X, S, d;) has a partial embedding FV) : V — R
into the one dimensional space (R, ). It follows that the embedding I = (FO, .., Fm+tD)isa
partial embedding of S into (R™*!, ¢7), and the claim follows. O

Proof of Theorem[3] If () is a set of non-contradictory constraints, then we can embed it into ¢5 using
Theoremm We can then embed it isometrically into £, (see Chapter 1.5 from [Mat13]] and Theorem
5 from [Goe06])). By using the same points, the relationships between distances are also preserved
in ¢, Let S be the set of all edges in the constraint graph G. Then we have a partial semimetric
(V, S, 05) which is partially embedded into ¢. By Lemma 33|t partially embeds isometrically into

(ég) ISI+1 For the same embedding, the relationships between distances are also preserved in £, O
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D.2 Contrastive Queries in /., Norm

In this section, we prove Theorem which states that dimension O(m?/?) suffices to satisfy any set
of m non-contradictory contrastive queries () in the ¢, norm.

Let G = (V, E) be the constraint graph, where E is the edge set. We arbitrarily assign a unique
identifier id(x) € [n] for each z € V. Let Viign C V be the set of points with degree with at least

m'/3in G. Let Viow = V' \ Vhigh.

Our embedding is a concatenation of two embeddings F; and F5, which intuitively “handle” Vi,
and Vjien tespectively. In the sub-embedding Fy, we use the fact that the graph induced by Vo
has low degree to argue that it has a proper distance-2-edge coloring with O(m?/ 3) colors, i.e. we
can color the edges of the graph such that no two edges at distance at most 2 share the same color.

We use this coloring to obtain an embedding F} : Vigy, — Ro(mz/s) which satisfies certain distance
properties between any pair of neighbors in Vj,,. We then extend F) to an embedding F': V —

RO(m**) which is consistent with Q. This extension draws inspiration from the seminal Fréchet
embedding [Eré10]: for each point in x; € V41 We add a single distinct dimension 4, in which we
intuitively set this coordinate for each point 2z € V as distance from z; in F”’. In actuality, we set
these coordinates slightly differently, in order to combine correctly with the sub-embedding £}, and
obtain an embedding which is consistent with ). By Lemma the size |Vhign| = O(mQ/ 3), which

implies that together the dimension of F is O(m?/3).

Lemma 34. Let Q) be the set of m contrastive queries. Let Vyign be the set of points with degree at

least m*/3 in the constraint graph. Then |Vyign| = O(m?/3).

Proof. Recall that each query (z,y™,27) € Q is associated with two edges, {z,y},{z,2} € E.
Hence, the total number of edges in G is at most 2|QQ| = 2m. This implies

m1/3|Vhigh| < Z deg(x) < Z deg(x) = 2|E| = 4m.

€ Vhigh zeV

By rearrangement, we obtain that | Viign| < 4m?/3. O

Since @ is non-contradictory, by Fact[25]there exists a metric ¢ consistent with Q. Using the Frechét
embedding [Fré10], any metric on n points may be isometrically embedded into R™~! under the £,
norm.

Definition 35 (Scaled Frechét embedding F'). Let F': V — R"~! be an embedding of § into the
cube [0,1/2]"~ under the (., norm, obtained by scaling and shifting (i.e. multiplying or adding
some value to all coordinates, respectively) the Frechét embedding of 6.

We note that scaling and shifting do not affect whether a contrastive query is satisfied, therefore F’
is consistent with Q as well.

Lemma 36. There is an embedding F of Viow into RO*"®) such that the following hold:

(a) for each x € View and i € N, it holds that F (x)[i] € [0,1];

(b) for each x,y € View such that {x,y} € E, it holds that ||Fy(z) — F1(y)|leo = 1/2+ | F'(z) —
F' ()] o

Proof. By definition, each x € V|, has degree at most A = O(ml/ 3). Therefore, there is an edge
coloring C: E — [A% 4 2] of G = (V, E), in which (a) every vertex has at most one incident
edge of any color, and (b) any two adjacent vertices x, y share exactly one edge color — the one of
their shared edge C'(x,y). We remark that this coloring is called in the literature distance-2-edge
coloring. Such a coloring can be found using a greedy approach, where we color the edges one by
one, where for each edge {x, y} we choose a color that is not taken by previous edges of z, y or by
edges of any neighbor z € N(z) U N(y). In other words, let K (x,y) be the set of colors taken by
any edge incident to any vertex in {z,y} U N (z) U N(y). Since |K (x,y)| < 2A2 + 1, then we can
always choose from {z, y} a color different from all colors of K (x, y).
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We define the embedding F} as follows: assume the color of the edge of {x, y} is C(x,y) € [A?+2].
Let ¢ = C(x,y) and assume w.l.o.g. that id(x) < id(y). We define Fi(x)[c] = 0 and Fi(y)[c] =
1/2 + |[F'(z) — F'(y)|lco- For any x € V, if a coordinate ¢ is not set in this process, we set
Fi(x)[i] = 1/2. We note this is well-defined since the edge coloring is proper (i.e. no vertex has
two edges of the same color), so no coordinate is set twice. This concludes the description of the
embedding.

Next, we show that properties (a) and (b) hold. Recall that we consider distances over /., hence
for each pair z,y € Vi there is a coordinate i(z,y) € N for which ||F'(z) — F'(y)|lec =
1" (2)[i(, y)] = F"(y)[i(z; y)]]-

For property (a), we note that every coordinate ¢ is either set to F(y)[i] = 0, or to F(y)[i] =
1/2 4+ ||F'(x) — F'(y)||co for some x € V. Since |[F'(z) — F'(y)||looc € [0,1/2], and hence
[F(z) = F(y)lloo = 1/2 + [[F"(x) = F'(y)|o € [0,1], property (a) follows.

Next, we show that property (b) holds. Denoting ¢ = C(z,y), for each edge {z,y} € E such that
id(x) < id(y), it holds that F(z)[c] = 0 and F'(y)[c] = 1/2+| F(z)— F(y)|/c- Second, since =, y
share only one edge color, in each other coordinate j # ¢, either F (x)[j] = 1/2 or F1(y)[j] = 1/2,
meaning that ¢ is the coordinate with the maximum difference, i.e. |F}(z) — F1(¥)|lec = 1/2 +

1" () = F" (y) | oo-

The Overall Embedding:

Lemma 37. Let F': Vigw — RO(m*?) be the embedding described in Lemma Then there exists
an embedding F: V. — RO such that for any {z,z} € E it holds that ||F(z) — F(2)]|cc =
12+ ||F'(z) — F'(2)]|oo-

Proof. Let d = O(m2/3) be the dimension of Fy (i.e. Fi: View — R9Y), and r = [Viigh| =
O(m?*?). Let Viigh = {y1,...,yr}. We define F(x) as follows: for y; € Viign, we set all
coordinates for 1 < j < (d+i—1) to F(y;)[j] = 1/2, the (d+)’th coordinate as F'(y;)[d+] = 0,
and set any coordinate d + i + 1 < j < d+ 7 to F(y)lj] = 1/2 + [|F'(yi) — F'(yj—a) | cc-
For © € Viow, we set the first d coordinates to be as in Fj(x). The remaining r coordinates, i.e.
d+1 < j < d+r, wedefine as F(x)[j] = 1/2 + ||[F'(x) — F'(y;)|lo. This concludes the
description of the embedding.

First, we show that for any z,z € Vioy such that {x, 2z} € E, it holds that || F(z) — F(2)|lecc =
1/2 + ||F'(x) — F'(2)||oc. This indeed holds by Lemma [36] and by the fact that in all the r last
coordinates are set to a value in [1/2,1], i.e. the difference on any of these coordinates is at most
1/2.

Next, we show that for any & € Vioy and y; € Vhign such that {x,y;} € E, it holds that || F'(x) —
Fyi)lloo = 1/2+ ||F'(z) — F'(yi)||0o- Indeed, in any coordinate j # (d+ 1), F(y;)[j] > 1/2, and
hence |F(y;)[j] — F(z)[]] < 1/2. On the other hand, in the (d + ¢)’th coordinate |F'(y;)[d + i] —
F(o)ld+i]] = 1/2 4+ [|[F'(z) = F'(yi)]loc > 1/2.

Finally, we consider the case where y;,y; € Vhigh such that {y;,y;} € E and i < j. For the first d
coordinates, both vectors are set to 1/2, in all coordinates between d + 1,...,d 4+ j — 1 the vector
y; is set to 1/2, and therefore they differ by at most 1/2 in these coordinates. For the (d + j)’th
coordinate, y; is set to zero, and y; is set to 1/2+ || F'(y;) — F’(y;)|| - For higher coordinates, both
i, y; are set to values at least 1/2. Therefore, || F (v;) —F (y;)|loo = 1/2+1F' (y:) = F'(Yj)|oo- O
Finally, we show that F' is consistent with Q.

Lemma 38. The embedding F: V — ROM™*™) is consistent with Q.

Proof. For any (z,y",27) € @, it holds that ||F'(z) — F' ()|l < |[F'(z) — F'(2)||c, and
therefore

[1F(x) = F(2)lloe = 1/2+ [ F'(2) = F'(2)lloc > 1/2+ [IF'(z) = F'(y) |0 = [IF(2) = F(y)lloo-
And since ||F(z) — F(y)|lco < |[|[F(2) — F(2)]|0o, the query (x,y™, z27) is satisfied. O

Theorem 2] follows directly from Lemma
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E Lower Bounds

In this section, we prove lower bounds for all our settings. Before presenting the main theorem of
this section, we formally introduce the notion of ordinally embedding a metric ¢ into £, space.

Recall that for z € V, we denote 71 (z), ..., m,—1(z) to be the points in V' \ {z} ordered by their
distance from x.

Definition 39 (Ordinal Embedding). Given a metric 0, the full ordinal sample set Q(0) is the fol-
lowing set of samples: Q(6) = {(z,m} (z),m;1(2)) |z € V,i € [n—2]}. We say that § can
be ordinally embedded in €, space in dimension d if its full ordinal sample set () is consistent with
some embedding in £, space with dimension d.

Next, we present the main theorem of this section, from which we can obtain lower bounds for all
our settings:

Theorem 40. For p € N U {0}, there exists a metric 6 on n points which can only be ordinally
embedded in {,-space using d = Q(n) dimensions if p is a constant even integer p > 2, or d =
Q(n/logn) if p is a constant odd integer p > 1 or p = 0.

We remark that the special case of p = 2 was previously proven in [CI24]. To prove Theorem
we need several propositions.

For a set of unlabeled triplets C, we say that a set of samples () is a labeling of C' if ) has exactly
one labeling for each unlabeled triplet of C' (and no other sample). We next show that there exists a
set of ©(n?) triplets so that any its labeling is valid.

Lemma 41 (JAAET24]). For V = {x1,...,z,}, let C = {(z;,2;,2j11) }1<i<j<n be the set of
unlabeled triplets, whose labeling compares distances between (x;,x;) and (x;,xj1). Then for
any labeling Q of C, there is a metric §¢ consistent with Q).

Proof. Let @) be a labeling of C. Fix anchor x; and consider a graph where we create a directed
edge x; — ;41 when (25,2, 27,,) € Q, and an edge ;1 — x; when (z;, 2], ,,2;) € Q.
Note that for any () this graph is acyclic (since the corresponding undirected edges form a path), and
hence there exists a topological sort p; on x;41,...,%,. We define a metric ¢ so that 6(x;, z;) =
d(zj,2;) =n+pi(z;) fori < jand §(x;, x;) = 0 for all <.

Note that ¢ is a metric: by construction, § is symmetric and 6(x,x) = 0 for all x, and the triangle
inequality is satisfied since all distances are between n and 2n. Finally, note that § satisfies all
samples from Q). O

Next, we use a claim proven in [AAET24], showing that any sufficiently large set of unlabeled
triplets has an labeling which does not have a d-dimensional £, space embedding consistent with it
(where the size of the unlabeled set is at least some function of n, d, p).

Fact 42 ([AAE™24], Reformulated). Let d be an integer; V be a set of n points, andp € {1,2,...}U
{o0} be constant. Then there exists a constant ¢, > 0 such that for any sufficiently large n the
following hold.

* Ifpis odd or p = oo, then for any set of triplets C of size at least c,ndlogn on V, there exists a
labeling of C which is not consistent with any d-dimensional {,, space.

* If pis even, then for any set of triplets C' of size at least c,nd on V, there exists a labeling which
is not consistent with any d-dimensional £, space.

Proof of Theorem We consider the case of even p — cases of odd and infinite p are analogous. By
Lemma for some constant ¢ > 0 there exists a set of triplets C of cardinality at least cn? so that
any labeling of C' is realizable by some metric. On the other hand, by Fact when |C| > ¢pnd,
there exists a labeling @ of C' which is not consistent with any d-dimensional £, space metric.
Solving for d, unless d > nc/c,, there exists a labeling which is not realizable in the d-dimensional
¢, space. Hence, d = Q(n) for even p. O
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Next, we show lower bounds for our settings, namely for contrastive learning and k-NN, and for the
extended settings of ¢-negatives and ¢-orderings. All lower bounds follow as immediate corollaries
of Theorem

Theorem 43. Let p be a positive even integer.

1. (Contrastive triplets) There exists a set of non-contradictory triplet samples Q of size |Q| = m
for which any embedding in £, space consistent with () must have d = Q(y/m).

2. (t-negatives) There exists a set of non-contradictory t-negatives samples Q of size |Q| = m such
that any embedding in (), space in d dimensions requires d = Q(/m).

3. (t-orderings) There exists a set of non-contradictory t-ordering samples Q of size |Q| = m such
that any embedding in £, space in d dimensions requires d = Q(v/mt).

4. (k-NN) There exists a metric § on n points such that any embedding in £, space which preserves
the k-NN ordering of 6 must have d = Q(k) dimensions.

When p is a positive odd integer or when p = oo, the lower bounds decrease by a logarithmic
factor, that is the lower bounds are respectively Q(y/m/logm), Q(k/logk), Q(y/m/logm), and

Q(v/mt/ log(mt))

Note that in the above statements, V' can be arbitrarily large: in the proofs below, we can choose
subsets of required size inducing all the samples.

Proof. We consider the case of positive even p. The cases of positive odd or infinite p are analogous.

1. Choose an arbitrary set V' of size /m. By Theorem there exists a non-contradictory sample
set () of size ©(m) on point set V' such that any embedding into ¢, space which is consistent
with @ must have dimension Q(y/m).

2. Let V be an arbitrary set of size \/m + (¢ — 1), and V' be an arbitrary subset of V' of size
v/m. By the previous item, there exists a non-contradictory sample set Q' of size ©(m) on a
set V' that requires dimension 2(y/m) dimensions. Let V' \ V' = {vy,...,v:—1}. For each
s' = (z,yT,27) € @', define s to be the (¢ + 1)-tuple sample s = (z,y", 27, v7,...,v;_4).
Let @ be the set of all such (¢ + 1)-tuple samples.

Next, we prove that () is non-contradictory. Since Q' is non-contradictory, there is a metric &’
on V' which is consistent with Q. Consider the following metric 6 on V: for z,y € V', we set
d(z,y) = 0'(z, y), and otherwise §(x, y) = D, where D = 2max, yev 0(x,y). Itis easy to see
J satisfies triangle inequality, and is consistent with Q. Since every constraint in @’ is implied
by some constraint in (), embedding preserving ) must also preserve ', requiring (1/m)
dimension.

3. Choose an arbitrary set V of size v/mt. By the first item, there exists a non-contradictory sample
set Q' of size O(mt) on a set V that requires dimension Q(y/mt). It suffices to show that there
is a set of non-contradictory Q) of size O(m) of (¢ 4+ 1)-tuple samples that imply all inequalities
of Q.

Consider a metric ¢ on V consistent with Q. Denoting the j’th nearest neighbor of x according
to d as m;(z), let

Q = Ugev{(z,m(2),...,m(x)), (&, m(x),. .., m2p—1(x)),...},

where the adjacent samples share one item. We note that () is consistent with §, hence is non-
contradictory. Finally, every inequality in @’ is implied by the inequalities of @Q: this is due to
the fact that § is consistent with @', and @ implies all ordinal constraints of § (as it implies the
order of distances between each point and all its neighbors).

4. Choose an arbitrary set V of size k 4 1. By Theorem[40] there exists a non-contradictory sample
set () on point set V' such that any embedding into £, space consistent with () must have dimen-
sion Q(k). Consider a metric 6 on V consistent with ). Since |V'| = k + 1, k-NNs preserve all
triplet comparisons of §, and therefore, any embedding of V' preserving the k-NN ordering has
to be consistent with @, hence requiring dimension (k). O
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F Other Results

In this section, we first extend our results to contrastive queries with more than two candidates.
Then, we show that the problem of actually constructing the embedding consistent with given con-
trastive samples is NP-hard. Finally, we consider an approximate setting for contrastive learning, in
which we only need to satisfy an a-fraction of the constraints. We show that there exists an instance
for which satisfying o ~ 0.77 fraction of the constraints requires roughly the same number of di-
mensions as satisfying all constraints. On the other hand, we show that for v < 1/2, one dimension
always suffices.

F.1 Upper Bound for ¢-Negatives and ¢-Ordering Samples in /5-norm

In this section, we consider two additional settings, in which each sample contains ordinal informa-
tion about the distance between an anchor point and multiple (i.e. more than two other) points.

In the first setting (¢-negatives), we are given a set () of m samples, where each sample s is a
(t + 2)-tuple s = (z,y",27,...,2; ). We say sample s is satisfied by distance function § if
§(z,y) > 0(z,2;) forall 1 <4 <t.

In the second setting (t-ordering), we are given a set () of m samples, where each sample s is a
t-tuple s = (x,y1,...,y:), and we say sample s is satisfied by distance function J if 6(z,y1) <
O(x,yz) < -+ < (x,y) forall 1 <i <t

Theorem 44 (t-orderings, t-negatives). Let Q) be a set of m non-contradictory t-ordering samples

(resp. t-negative samples) on a set V. There is an embedding of V' into {5-space ROW™Y) \which is
consistent with Q).

Proof. For a set of (t + 2)-tuple samples @) on V of size m, we define the constraint graph G =
(V, E) as follows: for each sample (x1, ..., z¢12) € Q, weadd t+1 edges {z1, 22}, ..., {z1,Ze42}
to E (if they don’t already exist).

First, we note that the constraint graph of ¢-orderings and ¢-negatives has arboricity O(v/mt). In-
deed, we add for each sample at most O(t) edges to GG, hence the total number of edges is at most
O(mt). By Fact the arboricity of G is r = O(v/mt). By Theorem@ there exists an embedding

into /5-space with dimension » = O(y/mit) that satisfies the corresponding inequalities. O

F.2 NP-Hardness for d = 1

In this section, we show that, empirical risk minimization for embedding into an £,, space is NP-
hard. Even in the realizable case and even for d = 1, finding an embedding satisfying constraints is
NP-hard, by the reduction from the betweenness problem.

Definition 45 (Betweenness). You are given a set of items X of cardinality n and a set of triplets
{(a1,b1,¢1)s- - (@mybm, Cm)}, such that a;,b;,c; € X for all i. The goal of the betweenness
problem is fo find an order of items on X so that for each i, b; is located between a; and c;. That is,
the goal is to find a bijection r: X — {1,...,n} so that for each i either r(a;) < r(b;) < r(c;) or
r(c;) < r(b;) <r(a;) hold.

[Opa79] shows that the decision version of the betweenness problem — i.e. checking whether such
an ordering exists — is NP-hard.

Theorem 46. Unless P = N P, there is no polynomial algorithm for finding an embedding into {5
space for d = 1 in the realizable case.

Proof. Let A be an algorithm for finding an /5 embedding for d = 1, which accepts the set of
contrastive queries as an input. For contradiction, assume that in the realizable case the algorithm
finds an embedding in time at most 7'(n) = poly(n), where n is the number of points.

Let A’ be the algorithm which executes A for at most T'(n) = poly(n) iterations. This way, A’ runs
on all inputs in time at most 7'(n) and outputs an embedding satisfying the input constraints iff such
an embedding exists.
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We complete the proof by reduction from the betweenness problem. Let
{(a1,b1,¢1),. -, (@m,bm,cm)} be the input for the betweenness problem. Then, we can
represent constraint “b; is between a; and ¢;” using two contrastive constraints (a;, b;r, ¢; ) and
(ci,bf,a; ). For example, if 7(b;) < r(a;) < r(c;), then the constraint (c;, b}, a; ) is violated;
other cases are similar.

We execute A’ on this set of contrastive constraints. Since the algorithm finds a satisfying embedding
iff such an embedding exists, we can check whether the contrastive constraints — and hence the
original betweenness constraints — are satisfiable by checking the output of the algorithm. Hence,
we can verify whether the set of betweenness constraints is satisfiable in the polynomial time, which
contradicts NP-hardness of the problem and assumption that P # N P. O

F.3 Satisfying a Fraction of Constraints

In this section, we consider the settings when the embedding doesn’t have to satisfy all the con-
straints. Instead, for some constant «, we want to satisfy at least an o-fraction constraints. We show
the following separation in the £, case for any integer p.

Theorem 47. For the embedding into (), space for p € {1,2,3,. ..}, the following hold.

o For any o < 1/2, for any set of m constraints, for any d > 1 there exists an embedding with
dimension d satisfying at least am constraints.

o Let a* = 0.77 be the root of equation H(x) = x, where H is the binary entropy function. Then
for any o > a, there exists a set of m non-contradictory constraints so that satisfying at least
am constraints requires dimension at least Q(/m) for even p and at least Q(v/m/logm) for
odd p.

Notes The theorem shows that for o < 1/2, the problem trivializes, while for &« > «*, the problem
is asymptotically as hard as in the case when we have to satisfy all constraints (up to logm factor
for odd p). There is a gap between 1/2 and o* =~ 0.77, and we hypothesize that o* bound is the
most likely one to be improved, due to the union bound used in the proof below.

Proof. The case o < 1/2 follows by the probabilistic argument, using the observation that a random
one-dimensional embedding satisfies half of the constraints in the expectation. It remains to handle
the case av > «a*. For that, we construct a set of m triplets, and, for a random labeling of m triplets,
we look at the induced labeling of each subset of am triplets. For each individual subset, we will
show the probability that its induced labeling is achievable is less than 1/ ((;fn) . By the union bound,
the probability that any of the induced labelings is achievable is less than 1, implying that for at least
one labeling, none of the induced labelings is achievable

¢ distance We first consider the />-case, and below we describe how to handle ¢, distance for

other integer p. By Lemma there for any set V' of items, there exists a set C of m = (”;1)
unlabeled triplets such that any its labeling is realizable. For a sufficiently large n, assume that
d < cn for some constant ¢ (depending on « and to be specified later). We will show that for
a > o, there exists no subset of C' of size am so that every its labeling is realizable by some

embedding into a d-dimensional space. For that, we will use the following fact.

Fact 48 ([War68||). Let m > t > 2 be integers, and let Py, ..., P,, be real polynomials on t
variables of degree at most s. Let

U(Py,...,Py) ={x€R"| Pi(x) #0foralli€ [m]}

be the set of points x € R which are non-zero in all polynomials. Then the number of connected
components in U(Py, ..., Py,) is at most (4esm//t)".

Similarly to [AAE™24]], we apply this fact to the following polynomials: for each triplet (z, v, 2),
for a fixed embedding function F', we define a polynomial

d d

Poye = |F(z) = F(y)ll5 — | F(x) = F(z)ll3 = Y _(Filx) = Fi(y))* = Y _(Fi(z) - Fi(2))*

i=1 =1
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Denoting V' = {1,...,z,}, all Py, for (z,y,2) € C are polynomials over nd variables
Fl(Il), ey Fd(l‘l), ey Fl(zn), ey Fd(llf").

Importantly, when (2, y™, 27 ) is satisfied by F, the polynomial is negative, while, when (x, 2,y ™)
is satisfied by F, the polynomial is negative. Hence, different choices of labels of C' must corre-
spond to the different sign combinations of polynomials. Fact 48| shows that the number of sign
combinations of the polynomials — and hence the amount of possible labelings — is bounded by

(8em/nd)"? < (4en/d)"?, where we used m = (";') < ”—;
For any subset of am constraints, there are 2% possible induced labelings. On the other hand, as

shown above, only (4en/d)™® of the labelings are achievable. Taking the ratio of these values, we
get that the probability that an induced labeling is realizable is at most

(4en/d)"?

2()47”

_ Qnd log,(4en/d)—am

As outlined above, since there are at most ( ";n) subset of arn constraints, we want this ratio to be at

most 1/(™ ). By a well-known fact [TI06], (™ ) < 2H(®)™ where H is a binary entropy function.
Hence, the probability that any subset of am induced Constralnts is satisfiable is at most

nd
(4en/d) ( ) < 2ndlog2(4en/d) am+H(a)m _ 2m(H(a)foc+('nd/m) log, (4en/d))
2a(n—1)2/2

Since m > (n — 1)2/2, for a sufficiently large n we have nd/m < 3d/n. Consider the case when
d < cn for some constant c. When ¢ < 4, the last term (3d/n) log, (4en/d) monotonically increases
in d, and hence we have

H(a) — a+ (nd/m)logy(4en/d) < H(a) — o + 3clog,(4e/c)

When a > o*, where o* ~ 0.77 satisfies o = H(«a*), we have 0 > H(«a) — a. Since f(c) =
3clog,(4e/c) is continuous and strictly monotone for ¢ € [0,4] and f(0) = 0, there exists ¢’ > 0
such that H(a) — o + 3¢’ log,(4e/c’) < 0. Hence, when d < ¢'n, there exists a labeling of m
triplets, so that no subset of am triplets is satisfiable.

¢, distances for positive integer p When p is even, the above argument doesn’t change. When p
is odd, we encounter the issue that

d
1F(2) = FW)ll, — 1F(x) = F(2)Il;, = ZIF i(y)l”—Z\Fi(r)—Fi(z)l”

is not a polynomial. We address this issue similarly to [AAE™24]: for each coordinate i, we guess
the order of points with respect to this coordinate. This introduces an additional factor of (n!)? =

20(ndlogn) i the number of possible sign combinations. The derivation is similar to the above, but
we instead want the following inequality:

H(a) — a+ (nd/m)log,(4den/d) + O((nd/m)logn) < 0,

which holds when d < ¢n/logn for some constant c. O
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* While the authors might fear that complete honesty about limitations might be used by review-
ers as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms
that preserve the integrity of the community. Reviewers will be specifically instructed to not
penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [Yes] .
Justification: Paper contains full proofs for all claims.

Guidelines:
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* The answer NA means that the paper does not include theoretical results.
* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main exper-
imental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [Yes] .
Justification: Paper discloses all information needed for reproducing the experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

o If the paper includes experiments, a No answer to this question will not be perceived well by
the reviewers: Making the paper reproducible is important, regardless of whether the code and
data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions
to faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes] .
Justification: code added to supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
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* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code,
unless this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to repro-
duce the results. See the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLS to data and code is permitted.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparame-
ters, how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes] .
Justification: Full information and code are available.
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .
Justification: All experiments have error bars and other nessecary information.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ~Yes” if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

o It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.
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8.

10.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the exper-
iments?

Answer: [Yes] .
Justification: The paper provide full information on the resources used in the experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experi-
mental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .
Justification: Paper fully conforms to the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [NA] .

Justification: The paper studies fundamentals of embedding theory, and it does not contain any
subjects that might introduce any direct societal impacts.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.
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13.

» If there are negative societal impacts, the authors could also discuss possible mitigation strate-
gies (e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not re-
quire this, but we encourage authors to take this into account and make a best faith effort.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes] .

Justification: All datasets are properly cited and credited. We are not aware of any standard
license mentioned the dataset’s creator’s paper or website, but it does include guidelines on how
to properly use and cite their asset, which we followed.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the de-
rived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes] .
Justification: The code used for experiments is contained in the supplementary material.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their submis-
sions via structured templates. This includes details about training, license, limitations, etc.
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15.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA] .

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-
jects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA] .

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and lo-
cations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if appli-
cable), such as the institution conducting the review.
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