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Abstract001

The recent advancement of Multimodal Large002
Language Models (MLLMs) has enabled the003
extension of Retrieval-Augmented Generation004
(RAG) to handle multimodal inputs. Prior005
work has explored retrievers designed to re-006
trieve multimodal contexts relevant to a given007
query. These contexts typically consist of mul-008
tiple document pages with various modalities,009
including text and diverse visual elements such010
as charts, tables, diagrams, and photos. How-011
ever, relatively little attention has been paid to012
generating visual element interleaved answers013
from such complex multimodal contexts. In014
this paper, we introduce Visual Elements Inter-015
leaved Answer Generation in Question Answer-016
ing (VinQA) dataset. VinQA is constructed by017
simulating a Multimodal RAG pipeline over018
real-world documents, yielding complex mul-019
timodal contexts. The answers interleave vi-020
sual elements at appropriate positions, along021
with their textual descriptions. We evaluate022
various proprietary and open-source models023
on VinQA test set using two encoding meth-024
ods: Page Encoding, which encodes document025
pages as images to capture full visual appear-026
ance, and Modality Encoding, which encodes027
each modality separately for fine-grained un-028
derstanding. The evaluation assesses grounded029
answer quality and the effective integration of030
visual elements. Our results show that Modality031
Encoding generally outperforms Page Encod-032
ing in the zero-shot setting. However, after033
training on VinQA training set, both methods034
exhibit substantial improvements with the per-035
formance gap becoming marginal.036

1 Introduction037

Retrieval-Augmented Generation (RAG) (Guu038

et al., 2020; Lewis et al., 2021; Yu et al., 2023)039

has emerged as an effective framework for supple-040

menting large language models (LLMs) with exter-041

nal knowledge. It follows a two-stage paradigm,042

where a retriever fetches context relevant to the in-043

put query, and a generator produces answers based 044

on the retrieved context. By retrieving up-to-date 045

information from external sources, the generator 046

can produce grounded answers even for queries 047

requiring knowledge not seen during pretraining. 048

Recently, with the emergence of Multimodal 049

Large Language Models (MLLMs) (Yin et al., 050

2024; Bai et al., 2025; Zhu et al., 2025), the RAG 051

framework has been extended to Multimodal RAG 052

(Cho et al., 2024; Faysse et al., 2025; Yu et al., 053

2025b; Suri et al., 2025), which processes not only 054

textual content but also visual elements (e.g., charts, 055

tables, diagrams, and photos). However, while 056

prior work has primarily focused on enhancing the 057

ability of retrievers to process multimodal inputs, 058

relatively little attention has been paid to how gen- 059

erators handle retrieved multimodal context. 060

In this paper, we focus on the generator to pro- 061

duce grounded answers from retrieved multimodal 062

context in real-world scenarios. Figure 1 illustrates 063

how the generator processes the retrieved multi- 064

modal context. Designing this process requires 065

consideration of the following three key factors: 066

Complex Multimodal Contexts: The retrieved 067

context can potentially span multiple document 068

pages. Furthermore, each page typically contains 069

multiple modalities (e.g., text, charts, tables, di- 070

agrams, and photos) arranged in diverse layouts. 071

The generator must selectively identify and inte- 072

grate only the relevant information from these com- 073

plex multimodal contexts. 074

Encoding methods: There are two methods for 075

encoding the retrieved multimodal context as input 076

to the MLLM. The first method is Page Encoding, 077

which encodes document pages as images to cap- 078

ture the full visual appearance, including layout and 079

structure. The second method is Modality Encod- 080

ing, which encodes each modality separately for a 081

more fine-grained understanding of each modality. 082

Visual elements interleaved answer: The gen- 083

erator must identify relevant visual elements from 084
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Figure 1: Overview of the Multimodal RAG and VinQA pipeline. The VinQA pipeline involves constructing the
input from the retrieved complex multimodal contexts using either Page Encoding or Modality Encoding, and
generating a visual elements interleaved answer.

the retrieved multimodal context and interleave085

them into the answer at contextually appropriate086

positions, accompanied by textual descriptions.087

Based on these factors, we introduce the Visual088

Elements Interleaved Answer Generation in Ques-089

tion Answering (VinQA) dataset. We first construct090

a document corpus by collecting real-world doc-091

uments from diverse domains (e.g., financial re-092

port, presentation, textbook). Next, we curate a093

set of questions and simulate the retriever step of094

the Multimodal RAG pipeline to construct complex095

multimodal contexts.096

Since LLMs tend to generate more reliable097

grounded answers from textual inputs compared098

to MLLMs dealing with complex multimodal con-099

texts, we leverage this capability to generate an-100

swers grounded in the multimodal context. To101

do so, we first textualize the retrieved multimodal102

context into a fully text-based format. Specifi-103

cally, each visual element is converted into textual104

form via captioning and visual description using105

an MLLM and is tagged with a unique identifier to106

enable consistent referencing during answer gen-107

eration. We then prompt the LLM to generate an108

answer that cites these identifiers at contextually ap-109

propriate positions, along with faithful descriptions.110

During post-processing, the referenced visual ele-111

ments are inserted above the paragraph where each112

citation occurs, resulting in a visual elements inter-113

leaved answer. We perform this process separately114

for constructing both the training and test datasets.115

As a result, our experiments demonstrate116

that training with the VinQA dataset improves117

performance across multiple evaluation metrics:118

GroUSE (Muller et al., 2025) for measuring an-119

swer quality in RAG generation, Unanswerable 120

F1 for assessing answerability, and Visual Source 121

F1 (Hu et al., 2025) for evaluating visual element 122

citation accuracy. Our analysis reveals that Modal- 123

ity Encoding generally outperforms Page Encoding, 124

particularly in more complex contexts and in cit- 125

ing table modalities. In addition, evaluation with 126

G-Eval (Liu et al., 2023b) shows that the model 127

also improves in integrating visual elements into 128

answers appropriately, placing them in contextu- 129

ally suitable positions and providing faithful textual 130

descriptions. 131

2 Related Work 132

2.1 Multimodal Document QA 133

Recent works have explored the complete Multi- 134

modal RAG pipeline for question answering, in 135

which the generator uses the retrieved multimodal 136

document pages to generate answers (Cho et al., 137

2024; Suri et al., 2025). VisRAG (Yu et al., 2025b) 138

investigates various methods for generating an- 139

swers from retrieved document pages and demon- 140

strates that encoding each page as an image input to 141

an MLLM, similar to our Page Encoding method, 142

leads to improved performance. However, unlike 143

our work, these studies do not compare alternative 144

encoding methods such as Modality Encoding, and 145

their generated answers are composed solely of text 146

without incorporating visual elements. 147

In addition, some studies perform question an- 148

swering over all pages of a document, instead of re- 149

lying solely on retrieved document pages (Ma et al., 150

2025; Deng et al., 2024; Ding et al., 2024; Zhu 151

et al., 2024). M-LongDoc (Chia et al., 2024) con- 152
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structed multimodal QA datasets for lengthy docu-153

ments across various domains and trained models154

by encoding text and tables separately, similar to155

our Modality Encoding method. However, its an-156

swers are also limited to text, without incorporating157

any visual elements.158

2.2 Multimodal Citation Text Generation159

Citation text generation refers to the task of gen-160

erating an answer that includes explicit references161

to the given context. While various studies have162

focused on citation text generation from text-only163

contexts (Gao et al., 2023; Liu et al., 2023a; Zhang164

et al., 2024), recent works have started to extend165

this task to multimodal contexts (Yu et al., 2025a).166

MCiteBench (Hu et al., 2025) extends citation167

text generation to multimodal contexts, requiring168

an MLLM to generate answers by citing relevant169

information from both text and images (e.g., fig-170

ure, table) provided in the context. However, the171

context in MCiteBench is restricted to only five172

text snippets or images, resulting in a simplified173

setup that does not fully reflect the complexity of174

real-world multimodal contexts.175

M-DocSum (Yan et al., 2025) constructed a176

multimodal benchmark focused on summarization177

tasks, where models generate summaries by explic-178

itly interleaving text and visual elements from doc-179

uments. M-DocSum was conducted exclusively on180

a limited domain of arXiv papers, thus having limi-181

tations in generalizing to real-world documents.182

3 Visual Elements Interleaved Answer183

Generation in Question Answering184

(VinQA) Dataset185

In this section, we introduce VinQA dataset con-186

structed by simulating a Multimodal RAG pipeline187

over a corpus of real-world document. Figure 2 pro-188

vides an overview of the full data construction pro-189

cess, including document collection, question gen-190

eration, answer generation, and verification. The191

following sections describe each step in detail.192

3.1 Document Collection193

To construct VinQA, we first collect a set of194

multimodal documents from real-world sources195

(e.g., financial report, presentation, textbook). Ac-196

cordingly, we systematically harvest the primary197

sources referenced by six established document QA198

datasets—MMLongBench-Doc (Ma et al., 2025),199

TAT-DQA (Zhu et al., 2022), VisDoM (Suri et al.,200

2025), SlideVQA (Tanaka et al., 2023), MMDo- 201

cIR (Dong et al., 2025), and VisRAG (Yu et al., 202

2025b)—and remove duplicates. 203

After acquiring documents, we classify them 204

into seven categories by topic and format, as shown 205

in Table 1. The corpus is split into training and 206

test corpus. The test corpus is derived via domain- 207

balanced stratified sampling, with strict document- 208

level separation from the training corpus.1 209

Category Train Test

Corpus

Total 131,906 9,373
Guidebook 19,616 1,278
Financial report 1,554 1,681
Paper 35,331 2,081
Presentation 48,703 1,953
Research report 398 565
Wikipedia 16,508 1,815
Textbook 9,796 –

QA

Total 42,700 1,712
Answerable 39,700 1,312
Unanswerable 3,000 400

Page level (Answerable only)
Single-page 4,030 189
Multi-page 35,670 1,123

Modality level (Answerable only)
Text-only 12,949 400
Multi-modal 26,751 912

Single-modal 21,164 784
- Chart 4,170 221
- Figure 9,984 245
- Table 7,010 318

Cross-modal 5,587 128

Table 1: Statistics of VinQA. Corpus statistics are shown
by domain based on document page images. Page-level
categories indicate the number of pages required to an-
swer the question, while modality-level categories indi-
cate the number of different modalities needed.

3.2 Data Preprocessing 210

In the data preprocessing stage, we convert docu- 211

ment page images into text suitable for input to an 212

LLM. First, we perform text OCR using Qwen2.5- 213

VL (Bai et al., 2025) to extract text from each doc- 214

ument page, and apply visual element detection us- 215

ing DocLayout (Zhao et al., 2024) to detect visual 216

elements. Additionally, to transform the visual ele- 217

ments into textual form, we employ GPT-4o (Ope- 218

1Textbook data are provided as separate pages without
clear document boundaries, so we cannot split them properly.
Therefore, we exclude them from the test set.
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Figure 2: Overview of VinQA construction process. We design the data construction process with the consideration
of simulating a Multimodal RAG pipeline over real-world documents.

nAI et al., 2024) to generate class labels2, captions,219

and descriptive summaries of the visual content.3220

Note that each textualized visual element is tagged221

with a unique identifier so that the identifier can222

later be used for citation during answer generation.223

3.3 Question and Answer Generation224

We aim to construct the dataset by simulating a225

realistic Multimodal RAG pipeline. First, we gen-226

erate questions that could naturally be asked based227

on our collected document corpus. Specifically, we228

randomly sample a document page from the cor-229

pus and cluster it with similar pages by comparing230

their image embeddings. We then use Gemini 2.0231

Flash Thinking (Google DeepMind, 2024) to gen-232

erate questions relevant to each cluster. Following233

the method from VisRAG (Yu et al., 2025b), we234

filter out context-dependent questions that do not235

clearly reference specific entities, as these would236

be difficult to retrieve relevant context.237

Using the generated questions, we retrieve the238

top-K most relevant document pages with a multi-239

modal retriever, Colpali (Faysse et al., 2025), and240

generate grounded answers with Gemini 2.0 Flash241

Thinking and Claude 3.7 (Anthropic, 2024b). Dur-242

ing answer generation, we prompt the models to243

cite visual elements using their identifiers, along244

with faithful descriptions placed at contextually ap-245

2We use only the visual elements predicted as table or
figure by DocLayout. To enable fine-grained analysis, we
reclassify them into chart, table, and figure (e.g., photos,
diagrams, and other non-chart/table elements), as the original
labels are not sufficiently precise.

3The prompt is shown in Figure 9 of Appendix C.

propriate positions. In the post-processing step, the 246

corresponding visual elements are inserted above 247

the paragraph where each citation appears. Addi- 248

tionally, we construct data for unanswerable QA.4 249

3.4 Data Verification 250

To ensure the quality of our generated QA data, we 251

perform a multi-step verification procedure. Tex- 252

tual verification is conducted using Gemini 2.0 253

Flash Thinking and Claude 3.7, following com- 254

mon criteria for citation accuracy, factuality, consis- 255

tency, and relevancy. Additionally, for the test set, 256

we perform visual verification, evaluating whether 257

relevant images were correctly used and whether 258

cited statements accurately matched the referenced 259

visual elements.5 260

4 Methods 261

Given a user query q and a retrieved context 262

composed of n document page images P = 263

{p1, p2, . . . , pn}, the generator is tasked with pro- 264

ducing an answer A = {x1, x2, . . . , xk}, where 265

each xi is either a text span or a visual element. 266

This section introduces two methods for encoding 267

P as input to the generator for producing the an- 268

swer A: Page Encoding and Modality Encoding. 269

Figure 3 illustrates the overall workflow of the gen- 270

erator based on these two encoding methods. 271

4Detailed procedures for data generation are provided in
Appendix B and the prompts used in the data generation pro-
cess can be found in Figure 10–13 of Appendix C.1.

5Detailed verification procedures and the prompts used are
provided in Appendix B.4 and C.2, respectively.
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Figure 3: Visual Elements Interleaved Answer Generation based on encoding methods. The blue solid arrows
represent the Page Encoding method, and the red dotted arrows represent the Modality Encoding method.

4.1 Page Encoding272

Inspired by methods such as VisRAG (Yu et al.,273

2025b), we directly utilize the document page im-274

ages P as input to the model. While this approach275

is very simple, it has the advantage of preserving276

all visual information present in the page image,277

including diverse layouts and spatial arrangements.278

In addition, we employ a visual element detection279

module, DocLayout (Zhao et al., 2024), to identify280

visual element regions within each page. The de-281

tected visual elements are annotated with bounding282

box coordinates, which are passed to the genera-283

tor along with the corresponding page image as284

auxiliary information.285

The processed input is represented as:286

{(pi,BBoxListi)}ni=1287

where pi denotes the page image of the i-th doc-288

ument page, which is encoded into visual tokens,289

and BBoxListi = {b(1)i , b
(2)
i , . . . } represents the290

set of bounding box coordinates corresponding to291

visual elements within pi, each of which is encoded292

into text tokens. Note that each bounding box is293

assigned a unique visual element identifier, which294

allows the generator to later cite the corresponding295

visual element.6296

During answer generation, the model cites a vi-297

sual element identifier whenever these elements298

are relevant to the question and essential to the299

answer. When a visual element is referenced, the300

6The processed input can be found in Figure 17 of Ap-
pendix C.

corresponding image, cropped using its bounding 301

box coordinates, is inserted directly before the para- 302

graph in which the citation appears. 303

4.2 Modality Encoding 304

Unlike Page Encoding, we first extract text via 305

OCR and detect visual element regions, which are 306

then cropped based on their bounding boxes. The 307

extracted text is then encoded into text tokens, and 308

the cropped visual element images are encoded 309

into visual tokens. Note that a unique identifier 310

is assigned to each cropped visual element image. 311

While this approach may result in some loss of lay- 312

out information or the spatial arrangement present 313

within the page image, it enables fine-grained un- 314

derstanding of each modality by processing text 315

and visual elements independently. 316

The processed input is represented as: 317

{(ti,Vi, )}ni=1 318

where ti denotes the extracted text from the i-th 319

page, and Vi = {v(1)i , v
(2)
i , . . . } is the set of visual 320

element images cropped from pi. Similar to the 321

Page Encoding approach, the model utilizes visual 322

element identifiers to cite relevant visual elements 323

during answer generation.7 324

5 Experiments 325

5.1 Main Results 326

Implementations We adopt Qwen2.5-VL-7B (Bai 327

et al., 2025) as the base model and train it for 328

7The processed input can be found in Figure 18 of Ap-
pendix C.
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both encoding methods on the VinQA dataset for329

3 epochs using 16 A100 GPUs. Detailed training330

hyperparameters are provided in Appendix A.331

Evaluation Metric First, we adopt the evaluation332

framework proposed in GroUSE (Muller et al.,333

2025) to assess the answer quality of the gener-334

ator in multimodal RAG pipelines. Specifically, we335

measure Relevancy, Completeness, and Faithful-336

ness of the generated answer along with its multi-337

modal context.8 These metrics evaluate whether338

the answer correctly addresses the question (Rel-339

evancy), includes all necessary information from340

the retrieved context (Completeness), and remains341

grounded in the source content without hallucina-342

tions (Faithfulness). Since GroUSE employs an343

LLM-based evaluation method, we use a textual-344

ized context with all visual elements converted into345

textual descriptions so that the three criteria inher-346

ently consider both textual and visual information.347

Second, we compute the Unanswerable F1 by348

checking whether the predicted answer correctly349

reflects that the question is unanswerable, based on350

a comparison with the gold answer.351

Third, as in MCiteBench (Hu et al., 2025), we352

compute the Visual Source F1 by comparing the353

predicted and gold visual element references, aim-354

ing to measure the model’s ability to cite appropri-355

ate visual elements in its answers.356

Source Precision =
|Cpred ∩ Cgt|

|Cpred|
,357

Source Recall =
|Cpred ∩ Cgt|

|Cgt|
,358

where Cpred and Cgt refer to the predicted and359

ground truth visual element citation sets, respec-360

tively.361

Overall Performance Table 2 shows the over-362

all performance on the VinQA test set. We363

evaluate state-of-the-art proprietary models—GPT-364

4.1, GPT-4.1-mini (OpenAI, 2024), Gemini 2.0365

Flash (Google DeepMind, 2024), and Claude 3.5366

Sonnet (Anthropic, 2024a)9—as well as recent367

open-source models including InternVL3 (Zhu368

et al., 2025) and Qwen2.5-VL (Bai et al., 2025).369

When comparing the two encoding methods,370

Modality Encoding generally outperforms Page En-371

coding across most metrics and for the majority of372

8We exclude GroUSE’s Negative Rejection and Positive
Acceptance criteria, as our evaluation already includes gold-
labeled unanswerable data.

9We restrict our evaluation to non-thinking models, exclud-
ing models such as o3 and Claude 3.7, which may benefit
from additional reasoning steps.

models. However, this trend does not hold for mod- 373

els trained on VinQA, which is further analyzed in 374

Section 5.2. 375

In both the Page Encoding and Modality Encod- 376

ing methods, GPT-4.1 shows the best performance 377

in GroUSE average score, Gemini 2.0 Flash in 378

Unanswerable F1, and Claude 3.5 Sonnet in Visual 379

Source F1, indicating that proprietary models gen- 380

erally outperform open-source models in the zero- 381

shot setting without any fine-tuning on the VinQA 382

dataset. When trained on VinQA, the model shows 383

substantial performance improvements across al- 384

most all evaluation metrics for both encoding meth- 385

ods. While its performance on GroUSE Avg and 386

Visual Source F1 remains lower than that of propri- 387

etary models, it achieves state-of-the-art results in 388

Unanswerable F1. 389

In the case of GroUSE, both Relevancy and Com- 390

pleteness exhibit substantial performance gains, 391

whereas Faithfulness shows minimal change. This 392

suggests that VinQA enhances the model’s abil- 393

ity to generate grounded answers by retrieving 394

question-relevant information from multimodal 395

contexts, but does not significantly improve its abil- 396

ity to generate answers consistent with the given 397

context. This limited improvement may be due 398

to the inherent difficulty the model faces in accu- 399

rately grounding individual sentences and visual 400

elements within lengthy and complex multimodal 401

contexts. Furthermore, VinQA significantly im- 402

proves Unanswerable F1, achieving state-of-the-art 403

performance, which demonstrates its effectiveness 404

in helping the model assess question answerability 405

based on the context. It also leads to notable gains 406

in Visual Source F1, indicating that the model be- 407

comes better at retrieving relevant visual elements. 408

5.2 Analysis 409

Does the Model Perform Well in Complex 410

Multimodal Contexts? 411

First, we analyze how robust the model is to com- 412

plex contexts that contain large amounts of text and 413

numerous high-resolution images corresponding 414

to visual elements. Figure 4 (a) and (b) illustrate 415

the average GroUSE performance of Page Encod- 416

ing and Modality Encoding, respectively, with re- 417

spect to the context token length. The context to- 418

ken length refers to the input token length under 419

the Modality Encoding method, computed as the 420

sum of text and visual tokens. It reflects the ex- 421

tent of textual length, image resolution, and the 422

6



Model GroUSE Unanswerable Visual Source

Relevancy Completeness Faithfulness Avg F1 F1

Page Encoding

Proprietary Models
GPT-4.1 4.91 4.32 0.80 4.48 77.89 62.33
GPT-4.1-mini 4.79 4.30 0.76 4.37 46.64 34.89
Gemini 2.0 Flash 4.31 3.10 0.64 3.66 85.57 38.05
Claude 3.5 Sonnet 4.61 4.15 0.73 4.23 69.86 63.31

Open-source Models
InternVL3-8B 4.25 3.07 0.37 3.26 76.54 17.02
Qwen2.5-VL-7B 4.18 3.13 0.59 3.55 70.46 30.24
Qwen2.5-VL-7B (VinQA) 4.68 4.14 0.61 4.09 90.52 54.76

Modality Encoding

Proprietary Models
GPT-4.1 4.93 4.46 0.89 4.65 (+0.17) 70.13 (-7.76) 74.94 (+12.61)

GPT-4.1-mini 4.88 4.45 0.85 4.58 (+0.21) 76.13 (+29.49) 60.64 (+25.75)

Gemini 2.0 Flash 4.54 3.81 0.88 4.28 (+0.62) 85.64 (+0.07) 60.41 (+22.46)

Claude 3.5 Sonnet 4.63 4.17 0.85 4.40 (+0.17) 69.32 (-0.54) 69.94 (+6.63)

Open-source Models
InternVL3-8B 4.36 3.38 0.53 3.62 (+0.36) 75.85 (-0.69) 32.23 (+15.21)

Qwen2.5-VL-7B 4.31 3.11 0.60 3.61 (+0.06) 73.88 (+3.42) 40.18 (+9.94)

Qwen2.5-VL-7B (VinQA) 4.69 4.10 0.58 4.04 (-0.05) 90.40 (-0.12) 57.72 (+2.96)

Table 2: Overall performance on the VinQA test set. The values in parentheses show the difference between
Modality Encoding and Page Encoding.

number of images. Although the model’s overall423

performance tends to decline as the token length424

increases, we observe consistent performance im-425

provements across all input length ranges after426

training with VinQA. This indicates that VinQA427

effectively enhances the model’s ability to handle428

complex contexts, regardless of their length.429

Second, we analyze the model’s robustness to430

complex visual modalities within the context. Fig-431

ure 5 illustrates the Visual Source F1 across dif-432

ferent types of visual element citations. For this433

analysis, we leverage the class labels assigned to434

visual elements during dataset construction to eval-435

uate performance across three modality categories:436

Chart, Table, and Figure (e.g., photo, diagram, and437

other elements that do not fall under chart or ta-438

ble). The Mixed modality refers to the case where439

the answer correctly cites two or more categories.440

Overall, VinQA leads to consistent performance441

gains across all modalities. Notably, the model442

initially struggled with Figure modality, but train-443

ing with VinQA significantly improved its perfor-444

mance, thereby narrowing the gap compared to445

other modalities. Furthermore, the performance446

gains in the Mixed category indicate that the model447

can effectively handle complex contexts composed448

of multiple categories of visual elements.449
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Figure 4: Average GroUSE performance by context
token length for (a) Page Encoding and (b) Modality
Encoding.
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Figure 5: Visual Source F1 across modality types.

Which is Better: Page Encoding or Modality 450

Encoding? 451

Figure 6 (a) and (b) show the performance differ- 452

ences between Modality Encoding and Page En- 453
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coding in terms of GroUSE Avg across different454

context token lengths and Visual Source F1 across455

different visual modalities, respectively. To miti-456

gate performance variance across models, we also457

report the model average score computed across458

GPT-4.1, GPT-4.1-mini, Gemini 2.0 Flash, Claude459

3.5 Sonnet, InternVL-3, and Qwen2.5-VL.460

In the case of the GroUSE Avg, Modality En-461

coding consistently outperforms Page Encoding in462

terms of model average score across all context to-463

ken lengths, and the performance gap increases as464

the context length grows. This indicates that when465

the context contains a large amount of complex tex-466

tual content and visual elements, it becomes more467

effective to encode each modality separately rather468

than encoding the entire page as an image, which469

may become too visually dense. Interestingly, after470

training with VinQA, the Page Encoding performs471

slightly better or comparably to Modality Encoding472

across all token lengths. This suggests that VinQA473

helps the model become more robust to complex474

contexts even when using Page Encoding.475

In Visual Source F1, Modality Encoding476

achieves significantly higher model average scores477

than Page Encoding, particularly for the Table and478

Mixed modalities. This suggests that in cases such479

as text-rich tables or when multiple modalities must480

be cited together, encoding each modality sepa-481

rately can lead to better performance. However,482

raining with VinQA significantly narrows the gap,483

indicating improved robustness of Page Encoding484

in citing diverse modalities.485
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Figure 6: The performance gap between Modality En-
coding and Page Encoding method across (a) Context
token length, and (b) Modality type.

Are visual elements appropriately interleaved486

in the Answer?487

The performance of Visual Source F1 is primar-488

ily evaluated by comparing the predicted image489

citations with the gold references. However, this490

metric does not fully capture whether the cited vi- 491

sual elements are appropriately integrated into the 492

answer. To address this, we additionally evalu- 493

ate the generated answers using G-Eval (Liu et al., 494

2023b), focusing on three criteria: Effectiveness 495

(how well the cited image and its accompanying de- 496

scription contribute to the answer), Position (how 497

appropriately the image is placed within the con- 498

text of the answer), and Expression (how faithfully 499

the accompanying textual description reflects the 500

visual content). Note that, to assess visual aspects, 501

we also include images corresponding to visual 502

elements as part of the input for G-Eval.10 503

Table 3 shows the G-Eval results across the three 504

evaluation criteria. We observe that training with 505

VinQA leads to significant improvements in all cri- 506

teria, indicating that the model not only becomes 507

better at selecting relevant images but also im- 508

proves in placing them at appropriate positions and 509

generating faithful textual descriptions, ultimately 510

enhancing the overall answer quality. 511

Model Visual G-Eval

Effectiveness Position Expression

Page Encoding

Qwen2.5-VL-7B 1.94 0.43 0.33
Qwen2.5-VL-7B (VinQA) 3.06 0.67 0.63

Modality Encoding

Qwen2.5-VL-7B 2.38 0.51 0.46
Qwen2.5-VL-7B (VinQA) 3.17 0.69 0.66

Table 3: Visual G-Eval performance on evaluation for
Visual element interleaved answer.

6 Conclusion 512

We propose VinQA, a dataset for visual elements 513

interleaved answer generation in question answer- 514

ing. Through experiments, we demonstrate that: 515

(1) models trained on VinQA can effectively han- 516

dle complex multimodal contexts; (2) Modality En- 517

coding outperforms Page Encoding overall, though 518

the gap narrows after training; and (3) the model 519

generates answers with appropriately placed visual 520

elements and faithful textual descriptions. How- 521

ever, GroUSE Avg and Visual Source F1 remain 522

generally lower than those of proprietary models, 523

even after training on VinQA. To reduce this per- 524

formance gap, we plan to scale up the model size 525

and expand the training data in future work. 526

10The prompts for G-Eval are provided in Appendix C.4.
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Limitations527

Limited improvement in faithfulness perfor-528

mance. When evaluating GroUSE performance,529

the model trained on our dataset demonstrated sig-530

nificant improvements in both Relevancy and Com-531

pleteness metrics. However, the improvement in532

Faithfulness was limited. This limitation arises533

primarily because the model’s inherent difficulty534

in precisely grounding individual sentences and535

visual elements within lengthy and complex mul-536

timodal contexts. Additionally, our data genera-537

tion process explicitly prioritizes constructing QA538

data with high question relevancy and appropriate539

citation of visual elements within multimodal con-540

texts, rather than explicitly addressing faithfulness541

issues. Furthermore, despite multiple rounds of542

machine-based verification, the training set may543

still contain hallucinated data, as it did not undergo544

extensive noise filtering. Addressing this limita-545

tion will likely require more rigorous filtering of546

erroneous instances and careful refinement of the547

dataset to enhance faithfulness.548

Performance bottleneck due to scaling con-549

straints. Our model, based on Qwen2.5-VL-7B,550

shows lower baseline performance than proprietary551

models such as GPT-4.1 and Claude 3.7 across552

most metrics, except for Unanswerable F1. This553

is due to the inherently stronger capabilities of554

proprietary models relative to open-source mod-555

els like Qwen, and also because we adopt a rel-556

atively smaller model size. Results presented557

in Table 2 show that GPT-4.1-mini—a smaller-558

scale model—performs noticeably worse than GPT-559

4.1, suggesting that employing larger-scale mod-560

els (e.g., 32B or 72B parameters) could similarly561

yield significant performance improvements for our562

approach. Furthermore, our training dataset cur-563

rently consists of approximately 42K QA pairs.564

Thus, expanding the dataset size could also yield565

further improvements. Another key limitation is566

that we restrict the maximum input resolution dur-567

ing training to match our available computational568

resources. With more resources, increasing this res-569

olution could enable the model to process higher-570

quality images. This may improve performance,571

particularly for Page Encoding, which must handle572

high-resolution document page images, and also573

for Modality Encoding.574

Absence of human verification. Due to resource575

constraints, our dataset construction process did576

not include human verification, representing a no-577

table limitation. Instead, we relied on an extensive 578

multi-step machine verification process to ensure 579

data quality. However, incorporating comprehen- 580

sive human verification, particularly for the test set, 581

would enable a more accurate and reliable assess- 582

ment of model performance. Future work could 583

address this limitation by conducting thorough hu- 584

man verification on the entire test set. 585

Ethic statements 586

We collected multimodal document corpus from 587

various sources as explained in Section 3, provid- 588

ing a permissive licenses for using data. We also 589

utilized multiple APIs for QA generation and eval- 590

uation process as mentioned in Section 3. All these 591

APIs are publicly available. 592
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A Hyperparameters761

Configuration Page Encoding Modality Encoding

Epoch 3 3
Optimizer AdamW AdamW
Learning Rate 1e-05 1e-05
Learning Rate Scheduler cosine cosine
Warm-up Ratio 0.1 0.1
Global Batch Size 16 16
Grad Acc Steps 16 16
Numerical Precision bfloat16 bfloat16
Image Resolution 2508800 1003520

Table 4: Hyperparameters for training Qwen2.5-VL on VinQA.

B Details of VinQA dataset construction762

B.1 Visual-element to textual form transformation763

In the data preprocessing process, we generate class label, caption, and description for the visual elements764

in the document page using GPT-4o. Each visual element was classified into categories such as chart,765

table, photo, diagram, icon, etc. In our dataset construction, we grouped photo and diagram under the class766

label "figure" and excluded elements classified as "icon" and "etc". GPT-4o receives two images as input:767

one containing the full-page image marked with a red bounding box around the target visual element, and768

the other containing only the cropped image of the visual element. The corresponding prompt is presented769

in Figure 9.770

B.2 Question Generation771

To generate diverse and domain-balanced queries, we first sample page images uniformly across all772

domains in the corpus and assign each as a reference page. For every reference page, we utilize a773

ColQwen11, multimodal retriever, to gather the ten most visually and semantically similar pages within774

the corpus. From these ten, four pages were randomly selected and combined with the reference page,775

yielding a five-page cluster. Each cluster thus encompasses a coherent but non-redundant context for776

question generation. From the 131,906 page train corpus, 30,000 reference pages were selected, and an777

equal number of clusters were consequently constructed; in parallel, 2,000 clusters were constructed from778

the 9,373 page test corpus.779

We prompt Gemini 2.0 Flash Thinking with instructions focused on the following points for generating780

questions: 1) questions that target the core content of the given context; 2) questions whose answers can781

be derived from information distributed across multi pages; 3) when the context contains charts, tables782

or, generate questions that integrate multiple modalities and contexts. We also include eight questions783

as few-shot examples in the prompt and direct the model to generate five questions for each context.784

Figure 7 shows an example of input context, and Figure 10 shows the prompt designed for the generation785

of questions. Subsequently, we sampled three of the five questions generated for each cluster and used786

Gemini to verify and filter them, removing any questions that were ambiguous, not self-contained, or that787

referenced unseen context (e.g., “based on the document” or “according to the table”), and retained only788

those that passed this filtering step. The prompt for filtering questions is present in Figure 11. Out of the789

90,000 generated train questions, 66,988 remained after verification, and out of the 6,000 test questions,790

4,632 were filtered.791

11https://huggingface.co/vidore/colqwen2-v1.0
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[Page]:[1]
[figure_1]:Caption:None
Description:The image shows a tall, narrow tower with several levels. The structure is made of bricks, and there is a small spire 
at the top. The tower stands against a clear blue sky.
[chart_1]:Caption:Religion in Rome (2015)
Description:- A pie chart showing the distribution of religions in Rome as of 2015. - Red: Catholicism (82.0%) - Black: Other 
or non-religious (8.7%) - Blue: Eastern Orthodoxy (4%) - Pink: Protestant (0.8%) - Purple: Judaism (0.7%) - Green: Islam 
(3.8%)
[Context]:Religion in Rome
The Religio Romana (literally, the "Roman Religion") constituted the major religion of the city in antiquity. The first gods held 
sacred by the Romans were Jupiter, the highest, and Mars, the god of war, and father of Rome's twin founders, Romulus and 
Remus, according to tradition. …

[Page]:[2]
[figure_2]:Caption:Forun Romanum
Description:This is a photo with the caption "Forun Romanum" indicating the location as Rome, Holy See and Italy. It is part 
of the UNESCO World Heritage Site, listed under various cultural criteria. The inscription year is 1980 (4th Session) with 
extensions noted in 1990 and 2015. The area is 1,430.8 ha (3,536 acres), and coordinates are 41°53′24.8″N 12°29′32.3″E.
[figure_3]:Caption:None
Description:The image shows a map of Rome with a red marker indicating a specific location within the city. There are various 
lines and markings typically representing roads and geographical features, along with a mini-map of Italy showing the location 
of Rome within the country.
[Context]:The image is a screenshot of a Wikipedia page titled "Culture of Rome." Here is the extracted text: …

[Page]:[3]
[Context]:The Western religions are the religions that originated within Western culture, which are thus historically, culturally, 
and theologically distinct from Eastern, African and Iranian religions. The term Abrahamic religions (Christianity, Judaism and 
Islam) is often used instead of using the East and West terminology, as these originated in the Middle East. …

[Page]:[4]
[figure_4]:Caption:Marcus Aurelius (head covered) sacrificing at the Temple of Jupiter
Description:The image shows a carved relief depicting a group of Roman figures in classical attire. The central figure, 
identified as Marcus Aurelius with his head covered, appears to be performing a sacrificial ritual at the Temple of Jupiter. The
background includes architectural elements such as columns and a pediment structure typical of Roman temples. Several other 
figures surround Aurelius, engaged in the ceremonial act.
[table_1]:Caption:Religion in ancient Rome
Description:A header section with the title "Religion in ancient Rome" in bold white text on a dark red background. Below the 
title is a photo with the caption "Marcus Aurelius (head covered) sacrificing at the Temple of Jupiter" in blue italics and black 
text. Below the photo is a table divided into several categories with pink headers: 1. Practices and beliefs (bold): - libation -
votum - temples - festivals - ludi - funerary practices - imperial cult - mystery religions 2. Priesthoods (bold): - Pontifices -
Augures - Vestales - Flamines - Fetiales - Epulones - Fratres Arvales 3. Deities (bold): - Twelve major gods (bold) - Capitoline 
Triad - Aventine Triad - Underworld - indigitamenta (italic) - Agriculture - Birth Two subcategories under Deities: - Deified 
leaders (bold): - Julius Caesar - Augustus - Other deified persons (bold): - Antinous 4. Related topics (bold): - Glossary of 
ancient Roman religion (partially visible at the bottom)
[Context]:The text extracted from the image is as follows: …

[Page]:[5]
[table_2]:Caption:Freedom of religion
Description:The table is titled "Freedom of religion" and contains clickable or expandable sections: "Concepts," "Status by 
country," and "Religious persecution" (with an option to hide). Below these sections, a list of related topics is provided, 
including Traditional African religions, Atheism, Baháʼí Faith, Buddhism, Christianity (Christophobia), post–Cold War era, 
Catholicism (Catholic Church), and Mormonism. The table has a light purple background with bold section headers and blue 
text for clickable links or items.
[Context]:Anti-Judaism
From Wikipedia, the free encyclopedia
Anti-Judaism describes a range of historic and current ideologies which are totally or partially based on opposition to Judaism,
on the denial or the abrogation of the Mosaic covenant, and the replacement of Jewish …

Figure 7: Input context example for Question and Answer generation.

B.3 Answer Generation 792

For 80% of the generated queries, we retrieve the top 5 pages using ColQwen to create answerable 793

QA, while for the remaining 20%, we retrieve the pages ranked 15th to 20th to construct challenging 794

unanswerable QA pairs. We specifically select these lower-ranked pages because they contain partially 795

relevant contexts, making the resulting unanswerable QA more difficult and realistic. These 5 retrieved 796

pages form the context. 797

We perform answer generation using Gemini 2.0 Flash Thinking and Claude 3.7. The model is provided 798

with a context and a single question, along with the following instructions in the prompt: 1) generate an 799

answer by utilizing as much relevant information as possible from the given context in relation to the 800

question; 2) when citing content from a specific page, include the page index (e.g., [1], [2]) within the 801

response sentence; 3) when referencing charts, tables, or figures include the modality-specific tag (e.g., 802

[chart_1], [table_2], [figure_3]) provided in the context within the response sentence; 4) structure the 803

answer with an introduction, body, and conclusion, where the body is further divided into sections to 804
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provide a well-structured response format. For questions aimed at constructing unanswerable QA pairs, a805

different instruction is provided. While the rest of the process remains the same, the model is instructed806

to determine whether the question could be answered based solely on the given context, and to generate807

the reasoning behind this judgment to increase reliability. If the model determines the question to be808

answerable, it is instructed to generate an answer using the same instructions as for answerable QA pairs.809

We exclude the questions that are deemed answerable from this process. The prompts designed for the810

generation of answers are shown in Figure 12 and 13.811

As a result, the train corpus contains 53,556 answerable and 10,554 unanswerable QA pairs, while the812

test corpus consists of 3,704 answerable QA and 751 unanswerable QA pairs. Figure 8 shows an example813

of the final answer generated from this process.814

The religious landscape of Rome has undergone profound transformation from ancient times to the modern era, 
shifting from a polytheistic society to one predominantly Christian. This evolution reflects broader historical 
changes in the Mediterranean world and Europe, with significant implications for Rome's cultural and social 
development.

1. Religious Composition of Modern Rome (2015)

According to [chart_1], the religious demographics of Rome in 2015 showed:

•Catholicism dominates the religious landscape at 82.0%
•Other religions or non-religious individuals constitute 8.7%
•Eastern Orthodoxy represents 4.0% of the population
•Islam accounts for 3.8%
•Protestant denominations make up 0.8%
•Judaism represents 0.7% of Rome's population

This data reveals that modern Rome is overwhelmingly Christian, with the Catholic Church being the dominant 
religious institution. The presence of Eastern Orthodoxy and Protestantism demonstrates the diversification 
within Christianity itself.

…

2.2. Religious Practices and Institutions

Ancient Roman religion was highly ritualistic and integrated with civic life. [table_1] indicates that religious 
practices included libations, votum (vows), temple worship, festivals, and funerary practices. The Roman state 
maintained various priesthoods including the Pontifices, Augures, Vestales (Vestal Virgins), Flamines, and 
others to oversee religious affairs.

The religion was largely concerned with interpreting divine messages (auguries) through natural occurrences 
(omens), initially relying on Etruscan augurs for this purpose.[1]

2.3. Imperial Cult and Deification

During the Imperial period, the cult of the emperor became an important element of Roman religion. As seen in 
[figure_4], emperors like Marcus Aurelius performed sacrifices at temples, and some emperors were 
themselves deified after death. [table_1] specifically lists Julius Caesar and Augustus among deified leaders, 
showing how political power became intertwined with religious authority.

…

Figure 8: Answer example of VinQA. The blue part indicates the citations of either the page numbers or the visual
element identifiers of the charts, tables, and within the context.

B.4 Data Verification815

During the textual verification step, every Question–Context–Answer triple—where the context consisted816

exclusively of text, as in the data generation process—is checked for 1) citation errors, 2) statements817

unsupported or contradicted by the context, 3) omissions of contextually relevant information, and 4)818

extraneous or query-irrelevant content; only data free of issues on all four criteria were preserved. For the819

training set, verification is performed solely by Gemini, whereas for the test set, verification is additionally820

conducted by Claude. Only data meeting all four criteria are retained. The prompt is shown in Figure 14.821
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During the visual verification step for the test set, whenever the supporting context included a chart, 822

table, or figure, the corresponding image is supplied to the model as input. Visual verification is performed 823

by both Gemini and Claude. The acceptance criteria are also adapted to the visual modality: the models 824

must verify that 1) every image relevant to the question is properly used in the answer, and 2) each cited 825

statement accurately reflects the information presented in its referenced image. Only QA pairs satisfying 826

both visual-reasoning criteria are retained. The prompt is shown in Figure 16. 827

For unanswerable QA data in the test set, we perform a distinct textual verification with Claude 3.7: each 828

Question–Context pair is inspected to determine whether the context provides enough precise information 829

to answer the question definitively. Any pair that met this condition was deemed incorrectly labeled and 830

discarded. The prompt is shown in Figure 15. 831

After multi-step machine filtering, the training set comprised 39,700 answerable and 10,554 unanswer- 832

able QA pairs, while the test set comprised 1,822 answerable and 723 unanswerable pairs. After the 833

verification process, due to the excessive proportion of unanswerable and text-reference-only QA pairs, 834

we reduced their number to balance the dataset, and the detailed statistics of the finalized dataset are 835

presented in Table 1. 836
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C Prompt Template837

C.1 Prompts for Data generation838

Figure 9–13 shows the prompts used during the VinQA dataset generation process.839

Page Image with red box : {Page Image}
Cropped red box image : {Modality Image}

Given the page image with the red box and the cropped red box image, you are responsible for explaining the 
red box image. First, classify the red box image into one of the following categories (category): chart, table, 
diagram, icon, or photo. Second, generate a caption, which is text in the document explaining the red box image, 
such as a title, caption, or any other relevant explanation. If there is not any relevant text, just return None. 
Third, generate Detailed_Description that includes all elements within the red box, such as values, text, and any 
other relevant details. Do not mention "red box image."
Generated answer format should be Category:str\nCaption:str\nDetailed_Description

Figure 9: The prompts for generating visual-element’s class label, caption, and description.

C.2 Prompts for Data verification840

Figure 14, 15, and 16 show the prompts used for data verification.841

C.3 Prompt examples for encoding method842

Figure 17 shows an example prompt input for the Page Encoding method, while Figure 18 corresponds to843

the Modality Encoding method.844

C.4 Prompts for evaluation845

Figure 19, 20, and 21 show the prompts used for vision-based G-Eval.846
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Figure 10: The prompt for Question generation. The text marked with both bold and underline represents the parts
provided as prompt inputs.
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Figure 11: The prompt for Question filtering.

Figure 12: The prompt for Answer generation (Answerable QA).
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Figure 13: The prompt for Answer generation (Unanswerable QA).
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Figure 14: The prompt for Textual verification (Answerable QA). Citation tag list indicates all page number tags
and the chart, table, and figure modality tags that appear in the answer.

Figure 15: The prompt for Textual verification (Unanswerable QA).
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Figure 16: The prompts for Visual verification. For visual verification, the input context differs from textual
verification: any chart, figure, or table modality found in the context is replaced with its image, so the resulting
context contains visual elements interleaved with the text.

Figure 17: The prompt example for Page Encoding method. The <image> part refers to the corresponding page
image input that is converted into visual tokens.
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Figure 18: The prompt example for Modality Encoding method. The <image> part refers to the input corresponding
to each visual element identifier, which is converted into visual tokens.
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Question : {Question}
Context : {Input Context}
Answer : {Answer}

# Task
Imagine you are a multimodal QA evaluation expert. Your task is to evaluate the effectiveness of each cited
image within an answer to the given query. To explain with more detail, images are cited in an Answer using
special tag formats such as [category_x] with their corresponding description. These tags are listed in Image
Context in the format [category_x]: <context>..., where the placeholder <context> represents the ground truth
description of the corresponding image tag. Additionally, the word 'category' is expressed as one of the
categories: chart, table, or figure, and 'x' is a natural number. Your task is to evaluate whether the description
corresponding to the cited tag in the response is relevant to what the question asks and whether it sufficiently
helps explain the answer. The evaluation results should be output in the form of reasons and scores.

Answer Input Format : [text_1] [image_1] [text_2] [image_2]...
Explanation: Each [text_x] is a piece of pure text context, and each [image] represents an image.
The images will be provided in the same order as the placeholders [image].

# Scoring Criteria of Effectiveness
When scoring, strictly adhere to the following standards, with a range of 0 to 5:
- 1 point, Harmful: The selected image in the answer are harmful to answering the query, such as causing
serious misunderstanding for the reader.
- 2 point, Irrelevant: The selected image in the answer are mostly unrelated to the query and the answer, with
little to no connection overall.
- 3 point, Partially Effective: The selected image in the answer are somewhat effective in helping the reader
understand the answer to the query.
- 4 point, Mostly Effective: The selected image in the answer are largely consistent with the answer to the query
and effectively help the reader better understand the answer.
- 5 point, Highly Effective: The selected image in the answer provide crucial details for answering the query.
They not only align with the answer but also offer highly effective supplementary information that aids in
understanding the query-answer pair from a multimodal perspective. Provide a brief reason for the evaluation
along with a score from 1 to 5. Ensure you do not use any evaluation criteria beyond the query and answer.

# Output Format
Please output two lines for each result: the first line is your reasoning for the score, and the second line is the
score. Strictly follow this format without any additional content. If no image is used in the response, reply with
"No Cited Images".

# Output Example (Example with two images)
[chart_1] visually represents the continuously increasing sales of AI semiconductors, which is relevant to the
query asking about the potential for AI industry growth. Additionally, the answer asserts that the AI industry is
continuously advancing and supports this claim by citing the sales of AI semiconductors such as GPUs.
Therefore, the content of [chart_1] is closely related to the query and serves as a highly effective citation, as it is
essential to the response.
<chart_1_score>5</chart_1_score>

[table_3] is a table summarizing the annual number of car sales. It is not relevant to the query asking about the
potential growth of the AI industry, nor does it align with the answer asserting that the AI industry is
continuously advancing. Therefore, [table_1] can be considered an irrelevant citation, as it is unrelated to both
the query and the answer.
<table_3_score>2</table_3_score>

Figure 19: The prompts for image citation G-Eval (Effectiveness). The blue part indicates the individual scores
assigned to each interleaved image referenced in the answer.
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Question : {Question}
Context : {Input Context}
Answer : {Answer}

# Task
Imagine you are a multimodal QA evaluation expert. Your task is to evaluate whether the position of each
selected image within an Answer to the given Query is appropriate. To explain with more detail, images are
cited in an Answer using special tag formats such as [category_x] with their corresponding description. These
tags are listed in Image Context in the format [category_x]: <context>..., where the placeholder <context>
represents the ground truth description of the corresponding image tag. Additionally, the word 'category' is
expressed as one of the categories: chart, table, or figure, and 'x' is a natural number. Specifically, the Answer
contains both text and images. Your task is to evaluate whether the cited tags in the response are appropriately
placed so that their corresponding descriptions align with the surrounding context without contradiction. The
evaluation results should be output in the form of reasons and scores of each image.

Answer Input Format : [context_1] [image_1] [context_2] [text_1] [context_3] ...
Explanation: Each [context_x] is a piece of pure answer text context, and each [image] represents an image. The
images will be provided in the same order as the placeholders [image]. The cited text will be provided in the
same order as the placeholder [text].

# Image Context Input Format
[context_above] [image] [context_bottom]
Explanation: This format represents the contextual information surrounding the image within its original
document. It provides supplementary information to assist in evaluating the image.

# Revised Evaluation Criteria
Strictly follow the criteria below to assign a score of 0 or 1:
- 0 point, Inappropriate Position: The image is irrelevant to both the preceding and following context, or the
position of the image does not enhance content understanding or visual appeal. The insertion of the image does
not align with the logical progression of the text and fails to improve the reading experience or information
transmission.
- 1 point, Appropriate Position: The image is contextually relevant to at least one of the surrounding contexts
(preceding or following), and it enhances content understanding or visual effect. The position of the image
aligns with the logical flow of the text and is inserted appropriately, improving the overall information delivery.
If the description of the image is detailed, it further clarifies the connection between the image and the text,
enhancing the overall expressive effect.

# Output Format
Provide a brief justification for the evaluation and a score of either 0 or 1. Ensure no evaluation criteria beyond
the provided Query and Answer are used. Please output two lines for each cited image: the first line is your
reasoning for the score, and the second line is the score. Strictly follow this format without any additional
content. If no image is used in the response, reply with "No Cited Images".

# Output Example (Example with two images)
[figure_1] displays a distant aerial view of the site, but the surrounding context focuses on intricate design
details of the main entrance. The image placement does not align with the described content and does not
improve comprehension.
<figure_1_score>0</figure_1_score>

[figure_2] shows a close-up of one of the pillars, which is directly referenced in the following context about the
structure's details. The image placement aligns with the description, enhancing understanding.
<figure_2_score>1</figure_2_score>

Figure 20: The prompts for image citation G-Eval (Position Correctness). The blue part indicates the individual
scores assigned to each interleaved image referenced in the answer.
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Question : {Question}
Context : {Input Context}
Answer : {Answer}

# Task
Imagine you are a multimodal QA evaluation expert. Your task is to evaluate whether the description of each
image is accurate. To explain with more detail, images are cited in an Answer using special tag formats such as
[category_x] with their corresponding description. These tags are listed in Image Context in the format
[category_x]: <context>..., where the placeholder <context> represents the ground truth description of the
corresponding image tag. Additionally, the word 'category' is expressed as one of the categories: chart, table, or
figure, and 'x' is a natural number. Your task is to compare the descriptions of the cited tags in the response with
the previously provided ground truth descriptions and evaluate whether there are any inaccuracies. The
evaluation results should be output in the form of reasons and scores of each image.

Answer Input Format : [text_1] [image_1] [text_2] [image_2] ...
Explanation: Each [text_x] is a piece of pure text context, and each [image] represents an image.
The images will be provided in the same order as the placeholders [image].

# Image Context Input Format
[context_above] [image] [context_bottom]
Explanation: This format represents the contextual information surrounding the image within its original
document. It provides supplementary information to assist in evaluating the image.

# Revised Evaluation Criteria
Strictly follow the criteria below to assign a score of 0 or 1:
- 0 point, Inappropriate Expression: The description of the image in the response does not match the actual
content of the image.
- 1 point, Appropriate Expression: The description of the image in the response matches the actual content of
the image.

# Output Format
Provide a brief justification for the evaluation and a score of either 0 or 1. Ensure no evaluation criteria beyond
the provided query and answer are used. Please output two lines for each selected image: the first line is your
reasoning for the score, and the second line is the score. Strictly follow this format without any additional
content. If no image is used in the response, reply with "No Cited Images".

# Output Example (Example with two images)
[chart_1] visually represents the annually increasing population of South Korea. However, the response
describes [chart_1] as containing information about the growing car sales in the United States. Therefore, this
does not match what is actually shown in [chart_1].
<chart_1_score>0</chart_1_score>

[table_1] presents the annual number of newborn births, and upon reviewing the specific figures, a yearly 
increasing trend can be observed. The response cites [table_1], asserting that the number of newborns increases 
each year, which perfectly aligns with the actual data in [table_1]. 
<table_1_score>1</table_1_score>

Figure 21: The prompts for image citation G-Eval (Expression Correctness). The blue part indicates the individual
scores assigned to each interleaved image referenced in the answer.
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D Qualitative Analysis847

Figure 22–24 provide the output examples of our model, including comparison with baseline and failure848

cases.849

D.1 Evaluation850

Figure 22 presents evaluation results from Qwen2.5-VL-7B and our model trained on VinQA. Compared851

to Qwen2.5-VL-7B, our model more effectively cites visual elements and generates descriptions in852

appropriate positions, resulting in more accurate and information-rich responses.853

Figure 22: Comparison of predicted answers between Qwen2.5-VL-7B and our model trained on VinQA. The blue
and red text respectively indicate the portions correctly and incorrectly predicted by the model.

D.2 Error Analysis854

To identify the challenges, we analyze the inference results of our model. Representative failure cases are855

presented in Figure 23 and 24.856

Faithfulness Our model generally shows strong performance in citing relevant visual elements and857

providing appropriate explanations. However, in some examples, hallucinations related to visual elements858

are observed. In Figure 23, our model successfully retrieved visual element related to the given question859

but failed to recognize the detailed values. Such issues primarily occur when the input image exhibits a860

complex structure, such as charts containing a large amount of information in small text.861

Citation While our model generally performs well, it occasionally cites incorrect images, leading862

to inconsistencies with the retrieved context. In Figure 24, the model correctly retrieved and utilized863

relevant textual content in the answer, but incorrectly cited the visual element from the table modality.864

This issue stems from the inherent complexity of integrating visual and textual information, particularly865

when dealing with ambiguous or highly detailed visuals.866
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Figure 23: Faithfulness error in the predicted answer from our model trained on VinQA. The text highlighted in red
inaccurately describes the corresponding visual element.

Figure 24: Citation error in the predicted answer from our model trained on VinQA. The model correctly retrieves
question-relevant content from Page [3], as shown in the blue text, and uses it appropriately in the answer. However,
it incorrectly cites an unrelated visual element, highlighted in red.
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E GroUSE and Unanswerable F1 performance by Context token length867

In this work, we evaluate seven models on our VinQA test set using two encoding strategies—Page868

Encoding and Modality Encoding—across five context-token-length intervals (0–2.5k, 2.5–5k, 5–7.5k,869

7.5–10k, 10k–). Table 5 presents the overall GroUSE performance and Unanswerable F1 scores across all870

models by context token length.871

F Visual Source performance by Modality type872

We evaluate seven models on our VinQA test set using two encoding strategies—Page Encoding and873

Modality Encoding—across four modality types (Table, Chart, Figure, Mixed). Table 6 shows the Visual874

Source performance of all models by modality type.875
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Model Context Token Length GroUSE Unanswerable F1Relevancy Completeness Faithfulness Avg

Page Encoding

GPT-4.1

0–2500 4.95 4.30 0.89 4.60 72.13
2501–5000 4.90 4.37 0.86 4.58 78.95
5001–7500 4.93 4.37 0.85 4.57 81.20
7501–10000 4.88 4.35 0.74 4.39 79.71
10000– 4.89 4.15 0.59 4.14 63.33

GPT-4.1-mini

0–2500 4.79 4.19 0.84 4.45 56.60
2501–5000 4.75 4.29 0.79 4.39 48.00
5001–7500 4.84 4.30 0.79 4.44 44.69
7501–10000 4.77 4.34 0.76 4.38 49.54
10000– 4.82 4.37 0.57 4.16 31.11

Gemini 2.0 Flash

0–2500 4.36 3.39 0.86 4.07 90.14
2501–5000 4.34 3.13 0.78 3.87 84.26
5001–7500 4.26 3.09 0.65 3.65 88.97
7501–10000 4.28 3.10 0.48 3.43 85.71
10000– 4.36 2.77 0.35 3.17 72.22

Claude 3.5 Sonnet

0–2500 4.74 4.24 0.78 4.37 65.38
2501–5000 4.55 4.20 0.78 4.29 70.79
5001–7500 4.66 4.16 0.77 4.30 68.57
7501–10000 4.58 4.08 0.69 4.13 76.69
10000– 4.56 4.08 0.60 4.01 59.26

InternVL3-8B

0–2500 4.36 3.34 0.48 3.54 78.38
2501–5000 4.26 3.31 0.40 3.39 80.69
5001–7500 4.21 2.99 0.34 3.19 80.00
7501–10000 4.20 2.86 0.33 3.13 77.25
10000– 4.27 2.78 0.26 3.03 51.11

Qwen2.5-VL-7B

0–2500 4.29 3.12 0.70 3.73 72.73
2501–5000 4.19 3.20 0.71 3.74 66.67
5001–7500 4.15 3.11 0.56 3.49 70.18
7501–10000 4.19 3.19 0.53 3.49 75.34
10000– 4.12 2.94 0.42 3.24 69.23

Qwen2.5-VL-7B (VinQA)

0–2500 4.70 4.16 0.67 4.19 87.18
2501–5000 4.73 4.25 0.67 4.22 90.43
5001–7500 4.67 4.17 0.62 4.11 95.31
7501–10000 4.65 4.06 0.58 4.01 89.66
10000– 4.65 3.99 0.46 3.82 80.00

Modality Encoding

GPT-4.1

0–2500 4.92 4.41 0.88 4.62 66.67
2501–5000 4.92 4.55 0.90 4.69 67.44
5001–7500 4.95 4.50 0.91 4.70 69.77
7501–10000 4.93 4.43 0.89 4.64 76.47
10000– 4.89 4.31 0.87 4.56 67.80

GPT-4.1-mini

0–2500 4.88 4.37 0.89 4.61 75.00
2501–5000 4.88 4.50 0.87 4.62 76.84
5001–7500 4.90 4.43 0.88 4.62 76.52
7501–10000 4.89 4.50 0.84 4.58 76.81
10000– 4.83 4.42 0.73 4.39 72.13

Gemini 2.0 Flash

0–2500 4.49 3.71 0.94 4.32 88.57
2501–5000 4.50 3.75 0.89 4.27 88.48
5001–7500 4.61 3.87 0.89 4.34 84.21
7501–10000 4.49 3.90 0.85 4.26 89.17
10000– 4.59 3.77 0.81 4.21 72.00

Claude 3.5 Sonnet

0–2500 4.77 4.28 0.92 4.57 65.38
2501–5000 4.54 4.16 0.91 4.45 66.67
5001–7500 4.66 4.14 0.82 4.35 72.81
7501–10000 4.65 4.21 0.79 4.34 72.18
10000– 4.61 4.12 0.81 4.32 60.71

InternVL3-8B

0–2500 4.43 3.46 0.58 3.74 69.23
2501–5000 4.36 3.58 0.60 3.79 78.03
5001–7500 4.38 3.43 0.49 3.60 83.70
7501–10000 4.33 3.39 0.50 3.57 78.43
10000– 4.32 2.84 0.44 3.31 51.92

Qwen2.5-VL-7B

0–2500 4.35 3.07 0.68 3.71 62.92
2501–5000 4.34 3.15 0.60 3.63 73.73
5001–7500 4.28 3.11 0.62 3.62 77.29
7501–10000 4.32 3.16 0.57 3.59 80.00
10000– 4.26 2.97 0.55 3.48 62.50

Qwen2.5-VL-7B (VinQA)

0–2500 4.78 4.19 0.63 4.16 89.74
2501–5000 4.69 4.23 0.63 4.14 92.37
5001–7500 4.71 4.19 0.59 4.09 94.62
7501–10000 4.68 3.99 0.55 3.95 88.40
10000– 4.58 3.76 0.49 3.77 76.92

Table 5: Overall performance across context token length.
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Model Modal Type Precision Recall F1

Page Encoding

GPT-4.1

Table 75.91 62.53 68.57
Chart 75.67 64.95 69.90
Figure 74.49 53.36 62.86
Mixed 75.99 60.35 67.27

GPT-4.1-mini

Table 67.90 42.37 52.17
Chart 72.98 57.97 64.61
Figure 76.55 26.77 39.66
Mixed 71.49 41.89 52.82

Gemini 2.0 Flash

Table 69.39 37.88 49.00
Chart 72.22 42.22 53.28
Figure 74.46 33.09 45.81
Mixed 71.71 27.60 49.33

Claude 3.5 Sonnet

Table 75.06 61.53 67.62
Chart 73.99 65.83 69.47
Figure 72.81 64.62 68.47
Mixed 74.08 63.71 68.50

InternVL3-8B

Table 51.15 10.73 17.73
Chart 67.82 31.16 42.70
Figure 63.15 18.09 28.12
Mixed 62.02 18.79 28.84

Qwen2.5-VL-7B

Table 58.53 16.73 26.02
Chart 73.32 36.68 48.89
Figure 69.17 9.00 15.92
Mixed 66.96 19.94 30.72

Qwen2.5-VL-7B (VinQA)

Table 81.32 45.33 58.21
Chart 76.25 50.79 60.96
Figure 76.14 39.56 52.06
Mixed 78.14 45.07 57.16

Modality Encoding

GPT-4.1

Table 88.37 73.61 80.31
Chart 76.87 71.21 73.93
Figure 79.32 70.57 74.68
Mixed 82.28 71.98 76.78

GPT-4.1-mini

Table 82.18 63.30 71.51
Chart 76.44 65.91 70.78
Figure 68.67 35.26 46.59
Mixed 77.26 55.27 64.44

Gemini 2.0 Flash

Table 87.54 62.01 72.59
Chart 74.93 55.71 63.90
Figure 76.09 42.24 54.32
Mixed 80.58 54.05 64.70

Claude 3.5 Sonnet

Table 88.06 73.78 80.29
Chart 76.35 71.80 74.00
Figure 75.95 71.10 73.44
Mixed 80.94 72.38 76.42

InternVL3-8B

Table 83.27 20.19 32.49
Chart 78.89 32.16 45.69
Figure 67.79 12.25 20.75
Mixed 78.22 21.08 33.21

Qwen2.5-VL-7B

Table 86.00 32.99 47.18
Chart 76.32 39.93 52.42
Figure 67.48 10.70 18.47
Mixed 79.28 27.98 41.36

Qwen2.5-VL-7B (VinQA)

Table 84.32 51.11 63.64
Chart 76.63 51.21 61.39
Figure 76.25 42.09 54.29
Mixed 79.67 48.32 60.16

Table 6: Overall Visual Source performance across modality types.
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