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Abstract

Recently, the tool-use Large Language Mod-001
els (LLMs) that integrate with external Python002
interpreters have significantly enhanced mathe-003
matical reasoning capabilities for open-source004
LLMs. However, these models fall short in005
demonstrating the calculation process, which006
compromises user-friendliness and understand-007
ing of problem-solving steps. Conversely,008
while tool-free methods offer a clear display009
of the problem-solving process, their accu-010
racy leaves room for improvement. These011
tool-free methods typically employ a some-012
what narrow range of augmentation techniques013
such as rephrasing and complexity enhance-014
ment to boost performance. In response to015
this issue, we have amalgamated and fur-016
ther refined these strengths while broadening017
the scope of augmentation methods to con-018
struct a multi-perspective augmentation dataset019
for mathematics—termed MuMath (µ-Math)020
Dataset. Subsequently, we finetune LLaMA-021
2 on the MuMath dataset to derive the Mu-022
Math model. Our experiments indicate that023
our MuMath-70B model achieves new state-of-024
the-art performance among tool-free methods—025
achieving 84.5% on GSM8K (an increase of026
2.2% compared to the previous best open-027
source LLM) and 32.2% on MATH (a rise by028
5.6% compared to the prior best open-source029
LLM). We release the MuMath dataset along030
with its corresponding models and code for031
public use.032

1 Introduction033

Large Language Models (LLMs) (Devlin et al.,034

2019; Radford et al., 2019; Liu et al., 2019; Brown035

et al., 2020; Raffel et al., 2023) , especially pro-036

prietary LLMs like GPT-4 (OpenAI, 2023b), have037

been proven to be predominant across almost all the038

tasks in Natural Language Processing (NLP), in-039

cluding text classification (Jiang et al., 2023b; Min040

et al., 2022), code generation (Chen et al., 2021;041
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Figure 1: Comparing MuMath with baselines on
LLaMA-2 base models from 7B to 70B, it’s observed
that MuMath demonstrate significant enhancement over
previous state-of-the-art mathematical reasoning LLMs.
Remarkably, against MetaMath on the MATH dataset,
MuMath improves by a margin of 5.6%.

Luo et al., 2023b), instruction following (Long- 042

pre et al., 2023), and mathematical reasoning (Li 043

et al., 2023; Yu et al., 2023; Gou et al., 2023). 044

Among these, mathematical ability is an important 045

and typical aspect for evaluating different LLMs, 046

and there still remains a considerable gap between 047

open-source LLMs, e.g., LLaMA (Touvron et al., 048

2023), and the proprietary LLMs in the realm of 049

mathematical problem solving (Yue et al., 2023). 050

Recently, a multitude of studies dedicated to 051

enhancing the mathematical capabilities of open- 052

source LLMs, which can be generally divided into 053

two different research trajectories: tool-use and 054

tool-free. As for the tool-use LLMs, they are typi- 055

cally integrated with external Python interpreters, 056

making full use of the latter’s impeccable abili- 057
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ties in numerical calculation and logical inference058

which can substantially assist LLMs in solving059

complex mathematical problems, e.g., PAL (Gao060

et al., 2023), PoT (Chen et al., 2023), MAm-061

moTH (Yue et al., 2023), TORA (Gou et al., 2023)062

and MathCoder (Wang et al., 2023). Although the063

tool-use method can solve computational errors064

through code, it lacks a demonstration of the calcu-065

lation process, making it less user-friendly in terms066

of understanding the problem-solving steps. On067

the other hand, while the tool-free method provides068

a good display of the problem-solving process, its069

accuracy still needs to be improved. Therefore,070

our work follows along the tool-free trajectory, fo-071

cusing on improving the math reasoning ability of072

LLMs.073

Representative tool-free methods adopt super-074

vised finetuning (SFT) on the augmented datasets075

to enhance the LLMs’ mathematical reasoning ca-076

pability, including RFT (Yuan et al., 2023), Meta-077

Math (Yu et al., 2023), WizardMath (Luo et al.,078

2023a), and MuggleMath (Li et al., 2023), etc. RFT079

only augments the answer via rejection sampling080

to produce diverse reasoning paths with correct an-081

swers, but the generated data is similar to training082

dataset. MetaMath utilizes two simple augmenta-083

tion methods, that one uses rephrasing to enhance084

the narrative diversity of the questions and answers,085

and the other adopts the SV (Weng et al., 2023) and086

FOBAR (Jiang et al., 2023a) to generate new math-087

ematical problems and problem-solving strategies088

for equations. Instead of rephrasing, WizardMath089

and MuggleMath create new questions via rephras-090

ing and complexity enhancement, thus apparently091

improving the diversity of the dataset. However,the092

augmenting perspectives of these two methods are093

not sufficiently comprehensive, and the accuracy094

rate of the answers to new questions is suboptimal.095

While their constructed augmented dataset en-096

hances the capability of the model, different works097

adopt different methods and employ a rather lim-098

ited variety of augmentation methods. So we in-099

tegrate and further enhance their strengths and ex-100

pand the perspective of augmentation methods to101

construct a multi-perspective augmentation dataset102

for math, called MuMath (µ-Math) Dataset, in-103

cluding four categories. (1) In Data Reformula-104

tion, besides the question rephrasing, we propose105

the solution reorganization to provide a compre-106

hensive roadmap for the process and detailed an-107

swers. (2) In Backward Creation, We have re-108

tained the FOBAR method and introduced the109

Backward-Forward Transformation (BF-Trans) ap- 110

proach, which transforms equation-solving into 111

arithmetic problem-solving, generating new prob- 112

lems and solution methods that are distinctly dif- 113

ferent from the FOBAR style. (3) We’ve further 114

refined the existing question alteration from a fresh 115

perspective: expression replacement. It offers a 116

controllable and innovative way, compared to sim- 117

ply changing numbers or arbitrarily increasing com- 118

plexity. Also, we utilize majority sampling finetun- 119

ing to boost answer accuracy and data quality. (4) 120

Additionally, beyond data augmentation for math- 121

ematical problem solving, we propose a Nested 122

Multi-task Construction Augmentation, where we 123

nest plan programming or question summarizing 124

texts into the solution, combining data of auxiliary 125

tasks into the main task as solving the math prob- 126

lem. Through the process of supervised fine-tuning 127

on open-source language models, such as LLaMA- 128

2, and applying it to the MuMath dataset, we have 129

successfully developed MuMath models in a vari- 130

ety of sizes. This demonstrates that the dataset has 131

the potential to significantly enhance the mathemat- 132

ical capabilities of open-source models. 133

Our contributions are as follows: 134

• We construct a multi-perspective augmenta- 135

tion dataset for math, called MuMath Dataset, 136

including data reformulation, backward cre- 137

ation, question alteration and nested multi- 138

task. 139

• We conducted extensive experiments to 140

demonstrate the effectiveness of different aug- 141

mentations, as well as give some insights on 142

mathematical reasoning for LLMs. 143

• By supervised fine-tuning on the open-source 144

LLMs on the MuMath dataset, we obtain the 145

MuMath model, which achieves new state-of- 146

the-art performances among tool-free meth- 147

ods. MuMath-70B has achieved 84.5% on 148

GSM8K (Cobbe et al., 2021) (+2.2% com- 149

pared to the previous best open-source LLM) 150

and 32.2% on MATH (Hendrycks et al., 151

2021a) (+5.6% compared to the previous best 152

open-source LLM). 153

2 Related Work 154

Mathematical Reasoning Currently, there are 155

two main research trajectories to enhance the math- 156

ematical ability of open-source models. (1) The 157

first trajectory focuses on LLMs purely, without 158

tool use. Yuan et al. (2023) propose a representative 159
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Rephrasing

Reorganization

Expression Replacement

Complexity Enhancement

BF-Trans

FOBAR

Problem Outline

Question: Weng earns $12 an hour for babysitting…
Answer: Weng earns 12/60 = 0.2 per minute . Working 50 
minutes, she earned 0.2 * 50 = 10
Reorganize the Answers:
1. Understand the Problem: Weng is a nanny who earns $12...
2. Calculate the Earning per Minute: To calculate Weng‘s 
earning …
3. Calculate Weng’s Total Earnings:  We multiply... 
4. The answer is: 10.

Question: Randy has 60 mango trees on his farm. He also has 
5 less than half as many coconut trees as mango trees. How 
many trees does Randy have in all on his farm?
Expression Replacement Question: Randy has 60 mango 
trees on his farm. He also has 5 more than twice as many 
coconut trees as mango trees. How many trees does Randy 
have in all on his farm?
Answer:…

Original Question: James writes a 3-page letter to 2 different 
friends twice a week.  How many pages does he write a year?
FOBAR Question: James writes a 3-page letter to X different 
friends twice a week. How many pages does he write a year? 
If we know the answer to the above question is 624, what is 
the value of the unknown variable X?
BF-Trans Question: James writes a 3-page letter twice a 
week. In a year, he writes 624 pages. Then, to how many 
different friends is he writing these letters?

Question:A package of candy has 3 servings with 120 calories 
each.  John eats half the package…
Original Solution:There were 3*120=360 calories in the 
package. So he ate 360/2=180 calories.
Nested Multi-task Solution:
[Outline] 1. A package… 2. Every … 3. John eats …
[Plan] 1. We must know the number … 2. We need calculate…
[Execution] 1. Calculate the number of calories in the package...

Solution Plan

𝜇-Math

Figure 2: Overview of the augmentation methods our MuMath employs, which can be divided into four categories:
(1) Data Reformulation includes solution reorganization and question rephrasing; (2) Backward Creation includes
Backward-Forward Transformation (BF-Trans) and FOBAR; (3) Question Alteration includes expression replace-
ment and complexity enhancement; (4) Nested Multi-task construction includes data of the auxiliary tasks, i.e.,
Problem Outline and Solution Plan. Please zoom in the image for a better view.

tool-free methods, leveraging rejection sampling160

finetuning (RFT) to enhance Llama’s mathemati-161

cal ability, while WizardMath (Luo et al., 2023a)162

chooses a reinforcement learning (RL) framework163

and evolves its math capability through proxi-164

mal policy optimization (PPO, Schulman et al.,165

2017). The most recent tool-free methods are Mug-166

gleMath (Li et al., 2023) and MetaMath (Yu et al.,167

2023), both of which manage to augment math168

problem-solution data followed by finetuning the169

open LLMs on these newly acquired data. (2) The170

second trajectory underscores the integration of171

LLMs with tool use, with Program-aided Language172

model (PAL, Gao et al., 2023) and Program of173

Thought (PoT, Chen et al., 2023) being two pioneer-174

ing works. Besides, MAmmoTH (Yue et al., 2023)175

employs both CoT and PoT that are combined in176

a coarse-grained manner, with different samples177

utilizing different approaches. TORA (Gou et al.,178

2023) performs imitation learning with problem so-179

lutions organized by interleaving multiple steps of180

program-based tool use and natural language rea-181

soning. Similarly, MathCoder (Wang et al., 2023),182

contemporaneous with TORA, also curates the rea-183

soning text in an interleaving manner, while it in-184

troduces interpolation problems to bridge the gap185

in difficulty between GSM8K (Cobbe et al., 2021)186

problems and MATH (Hendrycks et al., 2021b)187

problems. Our work concentrates on fully exploit- 188

ing LLM’s pretrained capability to conduct mathe- 189

matical reasoning, thus progressing along the tool- 190

free research trajectory. 191

Data Augmentation The process of data aug- 192

mentation for mathematical reasoning can be di- 193

vided into two categories. The first one involves 194

enhancing the content of both the problem and 195

its solution without altering their original mean- 196

ing. CoT approaches (Wei et al., 2022; Fu et al., 197

2022) present the solution in a step-by-step format, 198

making it easier for the model to learn. Rephras- 199

ing (Yu et al., 2023; Li et al., 2023) refers to re- 200

stating the problem and its solution in a different 201

manner, thereby generating a new sequence of to- 202

kens. Rejection sampling (Yuan et al., 2023) uti- 203

lizes a fully trained model to yield new reasoning 204

paths, and the quality of these paths is intrinsically 205

linked to the performance of the trained model. 206

The other one modifies the computational values 207

or logic of a problem, thus generating new prob- 208

lems. Then, through the method of knowledge 209

distillation (Huang et al., 2022; Li et al., 2022; 210

Magister et al., 2023; Ho et al., 2023; Fu et al., 211

2023b; Shridhar et al., 2023), it generates new so- 212

lutions and transfers reasoning abilities from the 213

teacher model (for instance, GPT4). The Evol- 214

instruct method (Xu et al., 2023; Luo et al., 2023a) 215
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Example 3.1: Reorganization
Question: Weng earns $12 an hour for babysitting. Yesterday, she just did 50 minutes of babysitting. How much 
did she earn?
Answer: Weng earns 12 / 60 = 0.2 per minute . Working 50 minutes, she earned 0.2 * 50 = 10. 
Reorganization Answers:
1. Understand the Problem: - Weng is a babysitter who earns $12 per hour.  Yesterday, she worked for 50 minutes.  
Our task is to calculate how much she earned.
2. Calculate the Earning per Minute: - To calculate Weng’s earning per minute, we divide her hourly earning by 
60 (the total number of minutes in an hour): 12 / 60 = 0.2 per minute.
3. Calculate Weng’s Total Earnings: - We multiply Weng’s earning per minute by the number of minutes she 
worked: 0.2 * 50 = 10.
4. Answer: - Weng earned 10 for her 50 minutes of babysitting. The answer is: 10.

and complexity enhancement (Li et al., 2023) in-216

corporate modifications such as adding constraints,217

adjusting the context, and more to the original data.218

FOBAR (Jiang et al., 2023a) generates a series of219

questions for backward reasoning by masking num-220

bers. It then samples a set of backward reasoning221

chains to predict the masked number. Our proposed222

method not only enriches these two types of aug-223

mentation, but also adds a multi-task augmentation224

category. This can be nested into the existing data225

to bolster the mathematical reasoning capabilities226

of the model.227

3 Methods228

The overview of our method is illustrated in Fig-229

ure 2. The prompts are in Appendix B.230

3.1 Data reformulation231

Our data reformulation can be divided into two232

primary categories: reorganization and rephrasing.233

Reorganization Inspired by the learning of hu-234

man cognitive process, it becomes evident that de-235

tailed and standardized solutions are easier to com-236

prehend. We have made solving steps significantly237

more understandable for learning by incorporat-238

ing reorganization. Phrases such as "understand239

the problem", "define variables", and "calculate240

the number" act as explicit instructions, leading241

us toward the final result by "The answer is".See242

Example 3.1 for details. Delving into this pro-243

cess, reorganization further divides each step into244

more specific components, effectively transforming245

an intricate question into a series of simpler ones.246

Each mini-question formed from this segmentation247

is then addressed thoroughly. This approach not248

only reduces the complexity of each solving step249

but also significantly mitigates learning difficulties.250

We use Sreorg to denote the reconstructed solution,251

Figure 3: The relationship between token length and
accuracy on GSM8K test set.

and thus the new dataset we get can be formalized 252

as Dreorg = {(Q,Sreorg)}. 253

For the reorganization solutions, we manipulated 254

response length by adding a minimum word count 255

restriction in the prompt. Upon examining the gen- 256

erated response, it was discerned that longer token 257

lengths corresponded to lower complexity in over- 258

all responses. However, the parsing steps become 259

redundant when the token length becomes exces- 260

sively long. The result could potentially lead to 261

models assimilating irrelevant information while 262

overlooking correct answers. See the example in 263

Appendix A.1. Consequently, this underscores the 264

importance of optimal response length for ensuring 265

model efficacy during reorganization augmenta- 266

tion. So we fine-tune LLaMA-2 7B utilizing data 267

of varying token lengths and subsequently depict 268

the correlation between token length and accuracy. 269

Figure 3 shows a linear accuracy increase for to- 270

ken lengths between 200 and 420, but the accuracy 271

begins to decline when the token length exceeds 272

420. So we have chosen to utilize a token length of 273

approximately 420 for the reorganization data. 274

Rephrasing While reorganization merely ampli- 275

fies solutions, rephrasing augments questions with- 276

out altering the original intent. After requesting 277
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answers to the rephrasing questions, we can get278

Dreph = {(Qreph, Sreph)} by filtering out ques-279

tions with incorrect answers. Combining these 2280

datasets, we have the reformulation dataset D1 =281

Dreorg ∪ Dreph.282

3.2 Backward-Forward Transformation283

FOBAR masks some specific value in the origi-284

nal forward question using “X”, convert the final285

answer to a new condition, and thus construct a286

backward question by asking to find the unknown287

variable X. However, this method tends to list equa-288

tions concerning X and then solve them, as still a289

forward reasoning process. Here our purpose is to290

introduce backward questions with directly arith-291

metic solutions instead of equation solving, i.e.,292

engage in as much reverse reasoning as possible.293

To this end, we propose a new method called294

Backward-Forward Transformation (BF-Trans).295

For a certain question-answer pair, we firstly utilize296

FOBAR to transform the original question Q into297

a backward one Qb; secondly, we rephrase the FO-298

BAR question into a new form where the masked299

value is requested directly instead of employing300

an unknown variable X, resulting in a “secondary301

forward” question which we called BF-Trans ques-302

tion, marked as Qbf . Example 3.2 shows the303

differences among the original question, FORAR304

and BF-Trans. Finally, we generate the solution305

Sbf for this BF-Trans question. Collecting all306

these BF-Trans augmented samples, we can have307

Dbf = {(Qbf , Sbf )}. Note that the final answer of308

the BF-Trans solution is correct after the filtering309

procedure, corresponding to a certain masked num-310

ber of the FOBAR question is corresponding to a311

certain number.312

Combined with the FOBAR dataset Dfobar,313

hence the backward reasoning part of our final train-314

ing set is D2 = Dbf ∪ Dfobar.315

3.3 Question Alteration316

Our observations have highlighted that diversity317

and complexity inherent within training data play318

an instrumental role in enhancing mathematical319

reasoning capabilities. So we also strive to en-320

hance our model’s ability to generalize by gener-321

ating brand new problems. We have employed a322

more diversified perspective in generation and sig-323

nificantly enhanced the quality of our data.324

Complexity Enhancement Drawing inspiration325

from (Luo et al., 2023b) and (Li et al., 2023), we in-326

crease problem complexity to create new questions 327

Qcomplex. Our methods include but are not limited 328

to adding constraints and modifying context. 329

Expression Replacement We assert that chang- 330

ing numerals doesn’t alter the logic of the calcu- 331

lation, representing a singular enhancement. Con- 332

versely, arbitrarily increasing complexity is exces- 333

sively unrestricted. Thus, to broaden our perspec- 334

tive on question alteration, we introduce expression 335

replacement as a novel and controlled alteration 336

method that has a different calculation logic intrin- 337

sically. This method offers an interpolated perspec- 338

tive between changing numerical and increasing 339

complexity arbitrarily. The comparison of these 340

three methods can be found in the Appendix A.2. 341

Upon careful examination of the problem-solving 342

process, it becomes evident that the mathematical 343

expression plays an integral role. If we change 344

multiplication to division in an equation, it signif- 345

icantly shifts the problem’s intent, requires a dif- 346

ferent computational logic, and generates a new 347

question. Our approach operates in this manner: 348

we first extract all mathematical expressions from 349

the solution. Subsequently, an arithmetic expres- 350

sion is altered to form a novel equation. With the 351

original problem statement and new equations as 352

guides, a new question can be generated denoted 353

as Qreplace. Example 3.2 compares the original 354

questions and the expression replaced one. 355

Majority Sampling Finetuning After generat- 356

ing new questions, we utilized GPT4 for solutions. 357

A challenge emerges as these new questions lack 358

standard reference answers, possibly introducing 359

errors into the training data. Despite this, our exper- 360

iments showed satisfactory performance from mod- 361

els trained with this data. We hypothesize that cor- 362

rect steps within incorrect final answers might as- 363

sist LLMs in understanding math problems, align- 364

ing with theories proposed in (Fu et al., 2023a) and 365

(Yu et al., 2023). To maximize answer accuracy 366

for new questions, we implemented Majority Solu- 367

tion Sampling to achieve a higher-accuracy dataset 368

for these queries. We utilize majority voting with 369

k = 30 to request solutions and only select one re- 370

sponse with the majority answer for finetuning. We 371

name the above procedure as Majority Sampling 372

Finetuning (MSF). 373

We use Sreplace and Scomplex to stand for 374

the generated solutions to the newly intro- 375

duced questions Qreplace and Qcomplex respec- 376

tively, resulting in our recreation dataset D3 = 377

5



Example 3.2: FOBAR vs BF-Trans

FOBAR Question: Joe’s mother gave him $56 to go to the store. Joe bought X notebooks and 2 books. Each notebook costs 
$4 and each book costs $7. How much money does Joe have left? If we know the answer to the above question is 14, what is 
the value of the unknown variable X ?
FOBAR Response:We know Joe have $14 left after he bought X notebooks and 2 books. Each notebook costs $4 and he 
bought X of them, so he spent 4X dollars on notebooks. Each book costs $7 and he bought 2 of them, so he spent 2*7=14 
dollars on books. Hence the total money he spent is 4X+14. We know he originally had $56, so we have 56-(4X+14)=42-4X 
left. Since we know the answer is 14, we have 42-4X=14. Solving for X, we get 4X=28 and X=7.
BF-Trans Question: Joe’s mother gave him $56 to go to the store. Joe bought 2 books and some notebooks. Each notebook 
costs $4 and each book costs $7. If Joe has $14 left after shopping, how many notebooks did he buy?
BF-Trans Response : Joe initially had $56, and now has $14 left after shopping, so he spent 56 - 14 = 42 dollars.\nEach book 
costs $7 and he bought 2 books, so he spent 7 * 2=14 dollars on books. He spent 42 dollars in total and 14 dollars on books, 
so he spent 42 - 14 = 28 dollars on notebooks. Each notebook costs $4, so he bought 28 / 4 = 7 notebooks.

Example 3.3: Expression Replacement
Question: Randy has 60 mango trees on his farm. He also has 5 less than half as many coconut trees as mango 
trees. How many trees does Randy have in all on his farm?
Response: Half of the number of Randy’s mango trees is 60 / 2 = 30 trees. So Randy has 30 - 5 = 25 coconut trees.
Therefore, Randy has 60 + 25 = 85 treeson his farm. The answer is: 85
New Question: Randy has 60 mango trees on his farm. He also has 5 more than twice as many coconut trees as 
mango trees. How many trees does Randy have in all on his farm?
New Response: Twice the number of mango trees on Randy‘s farm is 60 * 2 = 120 trees. The total number of 
coconut trees on Randy’s farm is 5 more than twice the number of mango trees, a total of 120 + 5 = 125 trees.
Altogether, Randy has 125 + 60 = 185 trees on his farm. The answer is: 185

{(Qreplace, Sreplace)} ∪ {(Qcomplex, Scomplex)}.378

3.4 Nested Multi-task Learning379

Multitask learning (Raffel et al., 2023; Sun et al.,380

2019) equips a single model with the capability381

to handle diverse tasks, and it can also enhance382

the main task processing ability of the model, by383

introducing strongly correlated auxiliary tasks. Dif-384

ferent from continual learning (Parisi et al., 2019)385

where different tasks are separated in stage level386

(thus coarse-grained), multitask learning is a fine-387

grained procedure, and it integrates the data from388

different tasks into a single training batch for simul-389

taneously learning (different tasks are distinguished390

in batch level). We propose a more fine-grained391

multi-task learning strategy called Nested Multi-392

Task learning (NestedMT), where we nest the data393

of auxiliary tasks into the data of the main task in a394

sample level.395

Specifically, for the main task of solving mathe-396

matical problems Q, we select two auxiliary tasks:397

summarizing the question and listing the solving398

plan. Different from the stage-level and batch-level399

counterparts, we prepend the text of question out-400

line O, solving plan P , or both to the solution401

text S, assembling into an individual final solution402

Smt = O⊕ P ⊕ S, where ⊕ represents concatena-403

tion, for each original question. See the example in404

Appendix A.3. Then we have D4 = {(Q,Smt)} as 405

the nested multi-task dataset. In nested multi-task 406

learning, our model can learn to solve the math 407

problems and meanwhile learn to manage various 408

auxiliary tasks strongly related to the math prob- 409

lem solving task itself. All these tasks are concen- 410

trated into one single sample and thus the auxiliary 411

tasks can contribute in a more detailed and precise 412

manner to improve the model’s performance on its 413

principal task as math problem solving. 414

4 Experiments 415

4.1 Experimental Setup 416

Datasets We employ two widely recognized 417

mathematical reasoning benchmarks. The first 418

one, GSM8K (Cobbe et al., 2021), is a collection 419

of high-quality elementary school math problems, 420

comprising 7,473 training instances and 1,319 test 421

instances. The second benchmark is the MATH 422

dataset (Hendrycks et al., 2021a), which encom- 423

passes seven subjects, i.e., Prealgebra, Algebra, 424

Number Theory, Counting and Probability, Geom- 425

etry, Intermediate Algebra and Precalculus. This 426

dataset includes math competition problems from 427

high school level with a total of 7,500 training sam- 428

ples and 5,000 testing samples. 429

We employ a series of augmentation methods 430

mentioned in Section 3, to create different subsets 431
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based on the original GSM8K and MATH training432

data. Note that there are significant differences in433

difficulty levels and numbers of conditions between434

questions of these two datasets. Therefore, after re-435

questing new solutions and the subsequent filtering,436

the amounts of data we obtained from GSM8K and437

MATH are slightly different.438

Implementation Details Our study utilizes the439

state-of-the-art open-source LLMs for fine-tuning,440

comprising LLaMA-2 7B, LLaMA-2 13B, and441

LLaMA-2 70B (Touvron et al., 2023). All these442

models undergo full fine-tuning. We incorporate443

system prompts from (Taori et al., 2023) during the444

fine-tuning, and employ AdamW for optimization.445

We set the global batch size to 128 and used a co-446

sine learning rate scheduler with a 0.03 warm-up447

period for 3 epochs. The computational hardware448

are NVIDIA A800 GPUs .449

4.2 Results450

4.2.1 Main results451

In Table 1, we contrast the performance of cur-452

rent colsed-source LLMs, tool-use LLMs, and tool-453

free LLMs on GSM8K and MATH. It’s evident454

that MuMath set a new standard in the 7B LLMs.455

Compared to the baseline LLaMA-2 SFT, MuMath456

shows significant accuracy increases on GSM8K457

and MATH by 29.3% and 17.6%, respectively. In458

contrast to MetaMath, MuMath improves by 4.4%459

and 2.2% on GSM8K and MATH respectively. In460

LLMs with 13B parameters, MuMath surpasses461

MetaMath by 4.1% and 2.9% on GSM8K and462

MATH datasets respectively. For LLMs with 70B463

parameters, MuMath surpasses MetaMath by 2.2%464

on the GSM8K dataset. Significantly, against Meta-465

Math on the MATH dataset, MuMath improves466

impressively by a margin of 5.6%. Note that our467

MuMath dataset contains approximately 274K sam-468

ples, apparently less than that of MetaMathQA469

(390K). This highlights our proposed data augmen-470

tation methods’ effectiveness in enhancing mathe-471

matical reasoning capabilities.472

4.2.2 Ablation of Different Augmentation473

In this section, we conduct experiments to study the474

effect of augmentations in MuMath. Table 2 show-475

cases the fine-tuning results of each sub-component476

within our proposed augmentation methods, tested477

on both GSM8K and Math datasets. The data size478

of each subset is consistent with the original data479

(7K). Each dataset shows substantial improvement480

Model GSM8K MATH
colsed-source LLMs

GPT-4 (OpenAI, 2023b) 92.0 42.5
GPT-3.5-Turbo (OpenAI, 2023a) 80.8 34.1
PaLM (540B)(Chowdhery et al., 2022) 56.5 8.8
PaLM-2 (540B) (Anil et al., 2023) 80.7 34.3
Minerva (540B) (Lewkowycz et al., 2022) 58.8 33.6

tool-use LLMs
7B

CodeLLaMa(PAL) (Rozière et al., 2023) 34.0 16.6
MAmmoTH (Yue et al., 2023) 53.6 31.5
MathCoder-L (Wang et al., 2023) 64.2 23.3
TORA (Gou et al., 2023) 68.8 40.1

13B
CodeLLaMa(PAL) (Rozière et al., 2023) 39.9 19.9
MAmmoTH (Yue et al., 2023) 62.0 34.2
MathCoder-L (Wang et al., 2023) 72.6 29.9
TORA (Gou et al., 2023) 72.7 43.0

70B
MAmmoTH (Yue et al., 2023) 76.9 41.8
MathCoder-L (Wang et al., 2023) 83.9 45.1
TORA (Gou et al., 2023) 84.3 49.7

tool-free LLMs
7B

LLaMA-2 (Touvron et al., 2023) 14.6 2.5
LLaMA-2 SFT (Touvron et al., 2023) 41.6 -
LLaMA-2 RFT (Yuan et al., 2023) 50.3 -
WizardMath (Luo et al., 2023a) 54.9 10.7
MetaMath (Yu et al., 2023) 66.5 19.8
MuggleMath (Li et al., 2023) 68.4 -
µ-Math 70.9 22.0

13B
LLaMA-2 (Touvron et al., 2023) 24.3 6.3
LLaMA-2 SFT (Touvron et al., 2023) 51.1 9.2
LLaMA-2 RFT (Yuan et al., 2023) 55.3 -
WizardMath (Luo et al., 2023a) 63.9 14
MetaMath (Yu et al., 2023) 72.3 22.4
MuggleMath (Li et al., 2023) 74 -
µ-Math 76.4 25.3

70B
LLaMA-2 (Touvron et al., 2023) 57.8 14.4
LLaMA-2 SFT (Touvron et al., 2023) 69.3 14.9
LLaMA-2 RFT (Yuan et al., 2023) 64.8 -
WizardMath (Luo et al., 2023a) 81.6 22.7
MetaMath(Yu et al., 2023) 82.3 26.6
MuggleMath (Li et al., 2023) 82.3 -
µ-Math 84.5 32.2

Table 1: Comparison of testing accuracy to existing
LLMs on GSM8K and MATH. The fine-tuned data was
merged with the augmented GSM8K and MATH, with
respective data sizes of 127k and 147k.

GSM8K MATH
Method Datasize Acc Datasize Acc

SFT 7K 41.6 7K 4.4
Reorganization 7K 50.6 7K 6.0

Rephrasing 7K 46.2 7K 5.9
Reorganization + Rephrasing 7K+7K 52.1 7K+7K 7.3

FOBAR 7K 40.6 7K 4.9
BF-trans 7K 42.8 7K 5.8

FOBAR + BF-Trans 7K+7K 46.2 7K+7K 7.4
Expression Replacement (ER) 7K 47.7 7K 6.4
Complexity Enhancement (CE) 7K 45.1 7K 4.6

ER + CE 7K+7K 48.5 7K+7K 7.0
Nested Multi-task 7K 51.0 7K 6.8

Separate Multi-task 7K+7K 42.5 7K+7K 6.6

Table 2: Different data augmentation strategies on
GSM8K and MATH performances.
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GSM8K MATH

D1 D2 D3 D4 Acc. D1 D2 D3 D4 Acc.

50K 30K 40K 7K 50K 40K 50K 7K

✓ ✗ ✗ ✗ 59.6 ✓ ✗ ✗ ✗ 10.5
✗ ✓ ✗ ✗ 53.3 ✗ ✓ ✗ ✗ 10.7
✗ ✗ ✓ ✗ 57.7 ✗ ✗ ✓ ✗ 17.9
✗ ✗ ✗ ✓ 51.0 ✗ ✗ ✗ ✓ 6.8

✓ ✓ ✗ ✗ 64.0 ✓ ✓ ✗ ✗ 14.5
✓ ✗ ✓ ✗ 64.5 ✓ ✗ ✓ ✗ 19.1
✓ ✗ ✗ ✓ 60.8 ✓ ✗ ✗ ✓ 10.8
✗ ✓ ✓ ✗ 62.2 ✗ ✓ ✓ ✗ 20.2
✗ ✓ ✗ ✓ 55.6 ✗ ✓ ✗ ✓ 12.6
✗ ✗ ✓ ✓ 60.1 ✗ ✗ ✓ ✓ 18.6

✓ ✓ ✓ ✗ 67.9 ✓ ✓ ✓ ✗ 21.1
✓ ✓ ✗ ✓ 65.1 ✓ ✓ ✗ ✓ 14.8
✓ ✗ ✓ ✓ 64.0 ✓ ✗ ✓ ✓ 20.1
✗ ✓ ✓ ✓ 63.2 ✗ ✓ ✓ ✓ 20.6

✓ ✓ ✓ ✓ 69.2 ✓ ✓ ✓ ✓ 21.6

MetaMath 64.4 - 17.7

MuggleMath 68.4 - -

Table 3: Effect of different data subsets on the accuracy
of GSM8K and MATH. D1,D2, D3 and D4 are data
reformulation, backward creation, question alteration,
and nested multi-task learning. We also compare our
MuMath model with two baselines, all of which are
trained on datasets augmented from only one source,
i.e., only GSM8K or only MATH.

compared to the original data. Remarkably, the481

nested multi-task augmentation records a 9.4% in-482

crease under equal quantities on GSM8K. To sum483

up, all of our augmentation methods effectively484

boost the mathematical reasoning abilities of open-485

source LLMs. Moreover, from the results obtained486

by the stacked data, we discovered that the sub-487

methods within each of the four data augmentation488

methods are complementary to each other.489

Table 3 enumerates the data volumes of four aug-490

mentation datasets, and it mainly presents the test491

accuracy of various augmentation combinations.492

As observed, the models trained on any kind of493

augmentations outperform the SFT method signif-494

icantly. In the GSM8K, employing a single data495

augmentation method enables data reformulation496

to attain an accuracy rate of 59.6%. In the MATH,497

using only question alteration data yields a 17.9%498

accuracy rate. Surprisingly, when combining multi-499

ple data augmentation methods in any manner, each500

additional data increment contributes to further en-501

hancement. This phenomenon persists even at high502

accuracy levels. This highlights the versatility and503

effectiveness of each augmentation method.504

Figure 4: Comparison of performance between models
trained with MSF and with SFT on MATH dataset.

4.2.3 MSF vs. SFT 505

We extract 7K new created questions from MATH 506

to validate our proposed Majority Sampling Fine- 507

tuning (MSF). Specifically, for each question we 508

randomly select n solutions with the majority an- 509

swer to construct MSF dataset (for those questions 510

with less than n majority solutions, we compromise 511

to use all the < n solutions), and directly request n 512

solutions with different answers to construct SFT 513

dataset. Figure 4 illustrates that as the amount of 514

training data increases (with n varying from 1 to 515

8), models trained using MSF and SFT both see 516

a progressive improvement in their performance. 517

However, the latter saturates earlier than the for- 518

mer, and across all data sizes, the MSF models 519

consistently outperform the SFT ones. 520

5 Conclusion 521

In this work, we propose four novel methods to 522

broaden the scope of augmentation for mathemat- 523

ical reasoning data: solution reorganization, BF- 524

Trans, expression replacement and nested multi- 525

task construction. Through a variety of augmenting 526

strategies, we create a multi-perspective mathemat- 527

ical problem-solving dataset based on GSM8K and 528

MATH, called MuMath. After finetuning LLaMA- 529

2 on the novel dataset, we get a series of models 530

(7B, 13B and 70B) equipped with excellent math 531

capability, which are also termed MuMath. Exten- 532

sive empirical results demonstrate the effectiveness 533

of our proposed augmentation methods. Compared 534

to the open-source methods, our MuMath achieves 535

the best performance in tool-free LLMs across all 536

model scales, and even surpasses some tool-use 537

counterparts. We will explore other augmentation 538

methods for further improving mathematical rea- 539

soning performance of tool-free LLMs, as well as 540

more auxiliary tasks for nested multi-task learning. 541
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A Examples811

Example A.1: Reorganization
Question: Weng earns $12 an hour for babysitting. Yesterday, she just did 50 minutes of babysitting. How much did she
earn?
Answer:(200 token length)
1. Understand the Problem: - Weng is a babysitter who earns $12 per hour. - Yesterday, she worked for 50 minutes. - Our task
is to calculate how much she earned.
2. Calculate the Earning per Minute: - To calculate Weng’s earning per minute, we divide her hourly earning by 60 (the total
number of minutes in an hour): $12 / 60 = $0.2 per minute.
3. Calculate Weng’s Total Earnings: - We multiply Weng’s earning per minute by the number of minutes she worked: $0.2 x
50 = $10.
4. Answer: - Weng earned $10 for her 50 minutes of babysitting.
Answer:(520 token length)
1. Analyze and Breakdown the Problem: - In this problem, Weng is earning a rate of $12 per hour for babysitting. - However,
she hasn’t worked a full hour; she’s only worked for 50 minutes. - Therefore, the challenge here is to figure out just how
much she’s earned for that 50 minutes, given that her hourly rate is $12.
2. Convert Hours to Minutes: - Since the rate Weng is given is in hours but the time she worked is in minutes, we need to
convert her hourly rate to a per minute rate to simplify the calculations. - There are 60 minutes in an hour, so we’ll divide her
hourly earnings by 60 to find out how much she earns per minute. - The calculation is as follows: 12/60 = $0.2 per minute.
3. Connect to real-life situations: - Picture Weng jotting down her babysitting time and then calculating this on her calculator,
or maybe she’s keeping track in an app that monitors her babysitting earnings. - Knowing that she earns $0.2 per minute, she
would simply need to multiply this rate by the number of minutes she worked.
4. Calculate Earnings: - Now that we have Weng’s per minute earning rate, we can multiply this by the number of minutes
she actually worked to find out how much she earned. - Here’s how that calculation looks: she worked for 50 minutes, so her
earnings are computed as 0.2 x 50 = $10.
5. Insert human element: - Now, Weng can feel confident that she’s accurately calculated her earnings. She can spend or save
this money as she chooses. Perhaps she’s saving her earnings for a special purchase or maybe she counts on this income for
regular expenses. Regardless, her diligence in accurately calculating her earnings assures her of what she can expect in her
paycheck.
6. Answer and Conclusion: - After faithfully jotting down her babysitting time, carefully calculating her earnings, and then
multiplying by the number of minutes she spent babysitting, Weng has found that she has earned $10 for her 50 minutes of
babysitting. The answer is: 10.

812

Example A.2: The comparison of different alteration methods
Question: Randy has 60 mango trees on his farm. He also has 5 less than half as many coconut trees as mango trees. How
many trees does Randy have in all on his farm?
Response: Half of the number of Randy’s mango trees is 60 / 2 = 30 trees. So Randy has 30 - 5 = 25 coconut trees. Therefore,
Randy has 60 + 25 = 85 treeson his farm. The answer is: 85
Change numbers: Randy has 60 mango trees on his farm. He also has 10 more than twice as many coconut trees as mango
trees. How many trees does Randy have in all on his farm?
Response: Half of the number of Randy’s mango trees is 60 / 2 = 30 trees. So Randy has 30 - 10 = 20 coconut trees.
Therefore, Randy has 60 + 20 = 80 treeson his farm. The answer is: 80
Expression replacement: Randy has 60 mango trees on his farm. He also has 5 more than twice as many coconut trees as
mango trees. How many trees does Randy have in all on his farm?
Response: Twice the number of mango trees on Randy‘s farm is 60 * 2 = 120 trees. The total number of coconut trees on
Randy’s farm is 5 more than twice the number of mango trees, a total of 120 + 5 = 125 trees. Altogether, Randy has 125 + 60
= 185 trees on his farm. The answer is: 185
Increase complexity: Randy has 60 mango trees on his farm. If he plants 10 more mango trees and 8 more coconut trees, the
ratio of the number of mango trees to coconut trees would be 21. How many trees does Randy have in all on his farm if he
decides not to plant any additional trees?"
Response: If Randy plants 10 more mango trees and 8 more coconut trees, then the ratio of the number of mango trees to
coconut trees would be 21. This gives: (m + 10)/ (c + 8) = 21/1 Simplify the Equation: - Distribute the left-hand side of the
equation: m/c + (10/c) = 21 - Substituting m=60, we get 60/c + (10/c) = 21 Solve for c: - Multiply both sides by c to eliminate
the denominator: 60 + 10 = 21c - Combine like terms 70 = 21c - Solve for c: c = 70/21 c = 3.33 (rounded off) Solve for m: -
Substituting the value of c which is 3.33 and m=60 into the equation (m + 10)/ (c + 8) = 21/1 to see if the ratio of the number
of mango trees to coconut trees would be 21: (60+10) / (3.33+8) = 6.3636 but 21/1 is not equal to 6.3636 -We conclude that
planting 10 more mango trees and 8 more coconut trees are impossible, and Randy has 60 mango trees and no more. Answer:
- Therefore, Randy has 60 trees altogether on his farm if he decides not to plant any additional trees.The answer is: 60
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Example A.3: Nested Multi-task Construction
Question:
A package of candy has 3 servings with 120 calories each. John eats half the package. How many calories did he eat?
Original Solution:
There were 3*120=<<3*120=360>>360 calories in the package. So he ate 360/2=<<360/2=180>>180 calories.
The answer is: 180.
Nested Multi-task Solution:
[Outline]
1. A package of candy has 3 servings.
2. Every serving contains 120 calories.
3. John eats half the package.
4. Our task is to calculate how many calories John did eat.
[Plan]
1. Calculate the total number of calories in the package.
2. Calculate the number of calories John did eat.
[Execution]
1. One serving of the candy contains 120 calories, and there are 3 servings, so the total number of calories in the package is 3
* 120 = <<3*120=360>>360 calories.
2. John eats half of the package, which contains 360 / 2 = <<360/2=180>>180 calories.
The answer is: 180.

814

13



B The Prompts We Use815

Prompt B.1: Reorganization
You are a mathematics expert. Based on the provided questions and answer process, you reorganize the Solved Process to add the token length. Let’s reorganize
the Solved Process. During this process, You must expand the problem-solving process to approximately 420 tokens. The methods can include: 1. increasing the
complexity of the problem-solving process; 2. adding extra concepts; 3. inserting a background story; 4. increasing the steps of solving the problem. The end of
response needs to be: The answer is: [answer]. Here are two examples how to do it,
==== Example 1 ====
[Problem]:
Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis balls for Ralph to hit. He loads up the machine with 175 tennis balls to
start with. Out of the first 100 balls, he manages to hit 2/5 of them. Of the next 75 tennis balls, he manages to hit 1/3 of them. Out of all the tennis balls, how
many did Ralph not hit?
[Answers]:
Out of the first 100 balls, Ralph was able to hit 2/5 of them and not able to hit 3/5 of them, 3/5 x 100 = 60 tennis balls Ralph didn’t hit. Out of the next 75 balls,
Ralph was able to hit 1/3 of them and not able to hit 2/3 of them, 2/3 x 75 = 50 tennis balls that Ralph didn’t hit. Combined, Ralph was not able to hit 60 + 50 =
«60+50=110»110 tennis balls Ralph didn’t hit. The answer is: 110
[Result]:
1. Understand the Problem:
- Here, Ralph is practicing with a tennis ball machine with 175 tennis balls.
- Ralph is hitting the balls in two batches, 100 and 75.
- From each batch, we know the fraction of balls Ralph was able to hit.
- Our task is to calculate how many tennis balls Ralph did not hit.
2. Identify the Fractions that Ralph doesn’t hit:
- From the first 100 balls, Ralph manages to hit 2/5 of them, meaning he was not able to hit 1-2/5 or 3/5 of these balls.
- Similarly, from the next 75 balls, Ralph manages to hit 1/3 of these, leaving 1-1/3 or 2/3 of these balls that he doesn’t hit.
3. Calculate the number of Missed Balls in the First Batch:
- We multiply the total number of balls in the first batch by the fraction that Ralph doesn’t hit:
3/5 x 100 = 60 tennis balls Ralph didn’t hit from the first batch.
4. Calculate the number of Missed Balls in the Second Batch:
- We multiply the total number of balls in the second batch by the fraction that Ralph doesn’t hit:
2/3 x 75 = 50 tennis balls Ralph didn’t hit from the second batch.
5. Calculate Total Missed Balls:
- Now that we have calculated the number of missed balls from both the first and second batch,
- Adding these two numbers together gives us the total missed balls:
60 missed balls + 50 missed balls = 110 missed balls
6. Answer:
- So, out of all the tennis balls, Ralph didn’t hit 110 tennis balls during his practice session.
The answer is: 110
==== Example 2 ====
[Problem]:
Mary is making ice cubes with fruit frozen in them for a cocktail party. She makes some strawberry cubes, and a number of blueberry cubes equal to 5 times the
number of strawberry cubes minus 4. If she makes 116 ice cubes total, how many blueberry cubes does she make?
[Answers]: Let s be the number of strawberry cubes and b be the number of blueberry cubes. We know that b = 5s - 4 and s + b = 116. Substituting the first
equation into the second, we get s + 5s - 4 = 116. Combining like terms, we get 6s - 4 = 116 Adding 4 to both sides, we get 6s = 120 Dividing both sides by 6, we
get s = 20 Substituting this value back into the equation b = 5s - 4, we get b = 96 The answer is: 96
[Result]:
1. Define the Variables:
- Let s represent the number of strawberry cubes.
- Let b represent the number of blueberry cubes.
2. Translate the Problem into Equations:
a. From the problem, we know that the number of blueberry cubes is 5 times the strawberry cubes minus 4. This gives:
b = 5s - 4
b. We also know the total number of cubes is 116. This gives:
s + b = 116
3. Substitute and Solve:
- Substitute the expression from the first equation into the second equation to eliminate b. - This gives:
s + 5s - 4 = 116
- Combine like terms:
6s - 4 = 116
- Solve for s:
Add 4 to both sides:
6s = 120
Divide both sides by 6:
s = 20
4. Find the Number of Blueberry Cubes:
- Using the value of s we found (20), plug it into the first equation to find b:
b = 5(20) - 4
- This gives:
b = 96
5. Answer: Mary makes 96 blueberry cubes for her cocktail party.
The answer is: 96
How about this question?
[Problem]:
[Answers]:
You must expand the problem-solving process to approximately 700 tokens. The end of response needs to be: The answer is: [answer].
[Result]:

816

14



Prompt B.2: Prompt for BF-Trans GSM8K Questions
You are an experienced mathematics teacher in a grade school, and you are good at rephrase math problems.
Now you are given a math problem (marked as [Problem]) with one and only one X as the unknown variable. Your task is to rewrite or rephrase the original
problem into an equivalent problem. The equivalent problem you rephrased should not contain any Xs. Instead, you should ask for the correlated unknown
value using a questioning tone in the last sentence of your rephrased problem. You can use more words to keep your rephrased problem expressed clearly and
thoroughly, and also can add more concepts to avoid ambiguity. Here are some examples:
==== Example 1 ====
[Problem]:
Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis balls for Ralph to hit. He loads up the machine with 175 tennis balls to
start with. Out of the first 100 balls, he manages to hit X of them. Of the next 75 tennis balls, he manages to hit 1/3 of them. Out of all the tennis balls, how many
did Ralph not hit? If we know the answer to the above question is 110, what is the value of the unknown variable X?
[Rephrase]:
Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis balls for Ralph to hit. He loads up the machine with 175 tennis balls to
start with, which are divided into 2 groups. In the first group there are 100 balls and the second group contains 75 ones. Of the second group of balls, Ralph
manages to hit 1/3. And out of all the tennis balls, Ralph did not hit 110. Then out of the first 100 balls, what is the proportion of the balls Ralph hit?
==== Example 2 ====
[Problem]:
In one day, 200 people visit The Metropolitan Museum of Art in New York City. Half of the visitors are residents of New York City. Of the NYC residents, X%
are college students. If the cost of a college student ticket is $4, how much money does the museum get from college students that are residents of NYC?
If we know the answer to the above question is 120, what is the value of the unknown variable X?
[Rephrase]:
In one day, 200 people visit The Metropolitan Museum of Art in New York City. Half of the visitors are residents of New York City. If the cost of a college
student ticket is $4, and the museum gets $120 from college students that are residents of NYC. Then of the NYC residents, what percentage is the college
students?
==== Example 3 ====
[Problem]:
X years from now, John will be 3 times as old as he was 11 years ago. How old is he now?If we know the answer to the above question is 21, what is the value of
the unknown variable X?
[Rephrase]:
If we know John is 21 years old, then how many years from now will John be 3 times as old as he was 11 years ago?
==== Example 4 ====
[Problem]:
Taipei 101 in Taiwan is X feet tall with 101 floors. Suppose the first to 100th floors have height each equal to 16.5 feet, how high is the 101st floor?If we know
the answer to the above question is 23, what is the value of the unknown variable X?
[Rephrase]:
Taipei 101 in Taiwan has 101 floors. Suppose the first to 100th floors have height each equal to 16.5 feet, and the 101st floor is 23 feet. How high is the whole
building?
==== Example 5 ====
[Problem]:
A fox can run at the maximum speed of X kilometers per hour. Considering the fox would run at a constant speed, what distance would he make during 120
minutes? If we know the answer to the above question is 100, what is the value of the unknown variable X?
[Rephrase]:
Considering a fox would run at a constant speed, and he will make 100 kilometers during 120 minutes. How many kilometers per hour the fox can run?
==== Example 6 ====
[Problem]:
Ruiz receives a monthly salary of $500. If he received a X% raise, how much will be Ruiz’s new salary? If we know the answer to the above question is 530,
what is the value of the unknown variable X?
[Rephrase]:
Ruiz receives a monthly salary of $500. If his new salary will be $530 monthly, what percentage is the raise?
==== Example 7 ====
[Problem]:
Tom decided to send his wife X dozen roses every day for the week. How many total roses did he send?If we know the answer to the above question is 168, what
is the value of the unknown variable X?
[Rephrase]:
Tom sent his wife 168 roses totally for the week. How many dozen roses did he sent every day for the week?
==== Example 8 ====
[Problem]:
Facebook decided to award a productivity bonus to all its female employees who are mothers. This productivity bonus will total 25% of Facebook’s annual
earnings, which was X for the year 2020. It is known that Facebook employs 3300 employees; one-third are men, and of the women, 1200 are not mothers. How
much was the bonus that each female mother employee received, assuming each one received an equal amount? If we know the answer to the above question is
1250, what is the value of the unknown variable X?
[Rephrase]:
Facebook decided to award a productivity bonus to all its female employees who are mothers. This productivity bonus will total 25% of Facebook’s annual
earnings. It is known that Facebook employs 3300 employees; one-third are men, and of the women, 1200 are not mothers. Assuming each one received an equal
amount, the bonus that each female mother employee received was $1250. Then how much was the Facebook’s annual earnings for the year?
==== Example 9 ====
[Problem]:
[Rephrase]:
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Prompt B.3: Request the answer to BF-Trans
You are an experienced mathematician. Now you are given a grade school math problem (marked as [Problem]). The task
you should accomplish is to solve this problem.
You should solve the problem step by step, as thoroughly and clearly as you can by using any number of words or solution
steps. Remember in the end of your solution you should output a "The answer is:" and then output the result answer number
you get. Here are some examples:
==== Example 1 ====
[Problem]:
Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis balls for Ralph to hit. He loads up
the machine with 175 tennis balls to start with, which are divided into 2 groups. In the first group there are 100 balls and the
second group contains 75 ones. Of the second group of balls, Ralph manages to hit 1/3. And out of all the tennis balls, Ralph
did not hit 110. Then out of the first 100 balls, what is the proportion of the balls Ralph hit?
[Solution]:
Out of all the 175 tennis balls, Ralph did not hit 110, so he hit 175 - 110 = 65 of them. Of the second group of balls containing
75 balls, Ralph manages to hit 1/3, so in this group he was able to hit 75 x 1/3 = «75*1/3=25»25 Of the first 100 balls, Ralph
manages hit 65 - 25 =«65-25=40»40 tennis balls, so in this group the proportion of the balls Ralph hit is 40 / 100 = 2/5 The
answer is: 2/5
==== Example 2 ====
[Problem]:
In one day, 200 people visit The Metropolitan Museum of Art in New York City. Half of the visitors are residents of New
York City. If the cost of a college student ticket is $4, and the museum gets $120 from college students that are residents of
NYC. Then of the NYC residents, what percentage is the college students?
[Solution]:
200 people visit The Metropolitan Museum of Art in New York City, half of the visitors are residents of New York City, so
the number of visitors that are residents of NYC is 200 / 2 = «200/2=100»100
The cost of a college student ticket is $4, and the museum gets $120 from college students that are residents of NYC, so there
are 120 / 4 = «120/4=30»30 college students that are residents of NYC.
We know the number of visitors that are residents of NYC is 100, and there are 30 college students that are residents of NYC,
so of the NYC residents, there is 30 / 100 = 30% college students, meaning the percentage is 30
The answer is: 30
==== Example 3 ====
[Problem]:
Taipei 101 in Taiwan has 101 floors. Suppose the first to 100th floors have height each equal to 16.5 feet, and the 101st floor
is 23 feet. How high is the whole building?
[Solution]:
The first to 100th floors have height each equal to 16.5 feet, so the total height of the first to 100th floors is 16.5 x 100 =
«16.5*100=1650»1650 feet. We know the total height of the first to 100th floors is 1650 feet, and the 101st floor is 23 feet, so
the whole building is 1650 + 23 = «1650+23=1673»1673 feet. The answer is: 1673
==== Example 4 ====
[Problem]:
Considering a fox would run at a constant speed, and he will make 100 kilometers during 120 minutes. How many kilometers
per hour the fox can run?
[Solution]:
The fox will make 100 kilometers during 120 minutes, and 120 minutes are 120 / 60 = «120/60=2»2 hours, so he can run 100
/ 2 = «100/2=50»50 kilometers per hour. The answer is: 50
==== Example 5 ====
[Problem]:
Facebook decided to award a productivity bonus to all its female employees who are mothers. This productivity bonus was
total 25% of Facebook’s annual earnings. It is known that Facebook employs 3300 employees; one-third are men, and of the
women, 1200 are not mothers. Assuming each one received an equal amount, the bonus that each female mother employee
received was $1250. Then how much was the Facebook’s annual earnings for the year?
[Solution]:
It is known that Facebook employs 3300 employees and 1/3 are men, so 1 - 1/3 = 2/3 are women and the number of women is
3300 x 2/3 = «3300*2/3=2200»2200
Of the women, 1200 are not mothers, so there are 2200 - 1200 = «2200-1200=1000»1000 mothers. Assuming each one
received an equal amount, the productivity bonus that each female mother employee received was $1250, and we know Of
the women, there are 1000 mothers, so the total productivity bonus of the mother employees received was $1250 x 1000 =
$«1250*1000=1250000»1,250,000
We know the total productivity bonus of the mother employees received was $1250,000, and it’s 25% of Facebook’s annual
earnings for the year, so Facebook’s annual earnings for the year is $1,250,000 / 25% = $1,250,000 /(1/4) = $ 1,250,000 x 4 =
$«1250000*4=5000000»5,000,000 The answer is: 5,000,000
==== Example 6 ====
[Problem]:
[Solution]:
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Prompt B.4: Expression Replacement
You are a mathematics expert, and you need to help me rewrite a math problem. This math problem includes the question and
an explanatory answer. First, you need to understand the question and explanation, then extract the arithmetic expression from
the explanation in the question. Next, Then, randomly replace the arithmetic expressions, replace addition with subtraction,
subtraction with addition, multiplication with division, and division with multiplication. You can randomly replace one or
two operations. The key is to regenerate a corresponding question based on the replaced arithmetic expression while ensuring
that it makes sense logically. Follow the given examples:
==== Example 1 ====
[Question]:
Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How many clips did Natalia sell
altogether in April and May?
[Response]:
Natalia sold 48/2 = «48/2=24»24 clips in May. Natalia sold 48+24 = «48+24=72»72 clips altogether in April and May.The
answer is: 72
[Mathematical expression]:
48/2 = «48/2=24»24, 48+24 = «48+24=72»72
[Changed mathematical expression]:
48*2 = «48*2=96»96, 48+96 = «48+96=144»144
[Changed Question]:
Natalia sold clips to 48 of her friends in April, and then she sold double as many clips in May. How many clips did Natalia
sell altogether in April and May?
==== Example 2 ====
[Question]:
Bella bought stamps at the post office. Some of the stamps had a snowflake design, some had a truck design, and some had a
rose design. Bella bought 15 snowflake stamps. She bought 9 more truck stamps than snowflake stamps, and 3 fewer rose
stamps than truck stamps. How many stamps did Bella buy in all?
[Response]:
The number of truck stamps is 15 + 9 = «15+9=24»24. The number of rose stamps is 24-13 = «24-3=21»21. Bella bought 15
+ 24 + 21 = «15+24+21=60»60 stamps in all.The answer is: 60
[Mathematical expression]:
15 + 9 = «15+9=24»24, 24-13 = «24-3=21»21, 15 + 24 + 21 = «15+24+21=60»60
[Changed mathematical expression]:
15 - 9 = «15-9=6»6, 6-3 = «6-3=3»3, 15 + 6 + 3 = «15+6+3=24»24
[Changed Question]:
Bella bought stamps at the post office. Some of the stamps had a snowflake design, some had a truck design, and some had a
rose design. Bella bought 15 snowflake stamps. She bought 9 less truck stamps than snowflake stamps, and 3 fewer rose
stamps than truck stamps. How many stamps did Bella buy in all?
==== Example 3 ====
[Question]:
Randy has 60 mango trees on his farm. He also has 5 less than half as many coconut trees as mango trees. How many trees
does Randy have in all on his farm?
[Response]:
Half of the number of Randy’s mango trees is 60/2 = «60/2=30»30 trees. So Randy has 30 - 5 = «30-5=25»25 coconut trees.
Therefore, Randy has 60 + 25 = «60+25=85»85 treeson his farm.The answer is: 85
[Mathematical expression]:
60/2 = «60/2=30»30, 30 - 5 = «30-5=25»25, 60 + 25 = «60+25=85»85
[Changed mathematical expression]:
60/2 = «60/2=30»30, 30 + 5 = «30+5=35»35, 60 + 35 = «60+35=95»95
[Changed Question]:
Randy has 60 mango trees on his farm. He also has 5 more than half as many coconut trees as mango trees. How many trees
does Randy have in all on his farm?
How about this question?
[Question]:
[Response]:
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Prompt B.5: Request the answer to expression replacement questions
I want you to act as an excellent math solver. You will solve the given math question step by step.Retain decimals to three
decimal places. The formulas in the process need to use the format:48/2 = «48/2=24»24 clips. The end of response needs to
be: The answer is: [answer]. Most importantly, if something doesn’t make sense in the question, just write out: Sorry, this
question is wrong. Follow the given examples:
==== Example 1 ====
[Question]:
Studying for her test, Mitchell had read ten chapters of a book before 4 o’clock. When it clocked 4, Mitchell had read 20
pages of the 11th chapter of the book she was studying from. After 4 o’clock, she didn’t read the remaining pages of chapter
eleven but proceeded and read 2 more chapters of the book. If each chapter in the book had 40 pages, calculate the total
number of pages that Mitchell had read altogether?
[Result]:
Since each chapter of the book has 40 pages, Mitchell had read 10*40 = «10*40=400»400 pages from the first ten chapters.
After reading 20 pages of the eleventh chapter, the total number of pages that Mitchell had read is 400+20 = «400+20=420»420
The next two chapters that she read had 2*40 = «2*40=80»80 pages. In total, Mitchell read 420+80 = «420+80=500»500
pages of the book that day. The answer is: 500
==== Example 2 ====
[Question]:
Fern is checking IDs to get into an R-rated movie. She denied 20% of the 120 kids from Riverside High, 70% of the 90 kids
from West Side High, and half the 50 kids from Mountaintop High. How many kids got into the movie?
[Result]:
First find how many kids from Riverside High are rejected: 20% * 120 kids = «20*.01*120=24»24 kids. Then find how many
kids from West Side High are rejected: 70% * 90 kids = «70*.01*90=63»63 kids Then find how many kids from Mountaintop
High are rejected: 50 kids / 2 = «50/2=25»25 kids Then add the number of kids from each school to find the total number of
kids: 120 kids + 90 kids + 50 kids = «120+90+50=260»260 kids Then subtract all the kids who were rejected from the total
number of kids to find the number who got in: 260 kids - 24 kids - 63 kids - 25 kids = «260-24-63-25=148»148 kids. The
answer is: 148
==== Example 3 ====
[Question]:
After tests in California, the total number of Coronavirus cases was recorded as 2000 positive cases on a particular day. The
number of cases increased by 500 on the second day, with 50 recoveries. On the third day, the total number of new cases
spiked to 1500 with 200 recoveries. What’s the total number of positive cases after the third day?
[Result]:
When 500 new cases were recorded after the tests, the total number of positive cases increased to 2000 cases + 500 cases
= «2000+500=2500»2500 cases. With 50 recoveries, the total number of cases reduced to 2500 cases - 50 cases = «2500-
50=2450»2450 cases. On the third day, with 1500 new cases, the total number of cases became 2450 cases + 1500 cases =
«2450+1500=3950»3950 cases. If 200 people recovered from the virus, the total number of people with Coronavirus became
3950 cases - 200 cases = 3750 cases. The answer is: 3750"
==== Example 4 ====
[Question]:
Lisa and Carly go shopping together. Lisa spends $40 on t-shirts then spends half of this amount on jeans and twice this
amount on coats. Carly spends only a quarter as much as Lisa on t-shirts but spends 3 times as much on jeans and a quarter of
the amount Lisa spent on coats. In dollars, how much did Lisa and Carly spend in total?
[Result]:
Lisa spends $40 on t-shirts / 2 = $«40/2=20»20 on jeans. She also spends $40 on t-shirts * 2 = $«40*2=80»80 on coats.
So Lisa has spent a total of 40 + 20 + 80 = $«40+20+80=140»140. Carly spends $40 / 4 = $«40/4=10»10 on t-shirts. She
also spends $20 per pair of jeans * 3 = $«20*3=60»60 on jeans. She then also spends $80 Lisa2̆019s cost for coats / 4 =
$«80/4=20»20 on coats. So Carly has spent a total of 10 + 60 + 20 = $«10+60+20=90»90. Lisa and Carly have therefore
spent a total of 140 + 90 = $«140+90=230»230. The answer is: 230"
==== Example 5 ====
[Question]:
In a section of the forest, there are 100 weasels and 50 rabbits. Three foxes invade this region and hunt the rodents. Each fox
catches an average of 4 weasels and 2 rabbits per week. How many rabbits and weasels will be left after 3 weeks?
[Result]:
3 foxes catch 4 weasels each every week for a total of 3*4 = «3*4=12»12 weasels 12 weasels are caught every week for 3
weeks for a total of 12*3 = «12*3=36»36 weasels 3 foxes catch 2 rabbits each every week for a total of 3*2 = «3*2=6»6
rabbits 6 rabbits are caught every week for 3 weeks for a total of 6*3 = «6*3=18»18 rabbits There were originally 100
weasels so now there are 100-36 = «100-36=64»64 weasels left There were originally 50 rabbits so now there are 50-18 =
«50-18=32»32 rabbits left There are 64+32 = «64+32=96»96 weasels and rabbits left, The answer is: 96"
[Question]:
[Result]:

820

18



Prompt B.6: Nested Multi-task Learning
You are an experienced mathematics teacher in a grade school. Now you are given a grade school problem marked as [Problem] and its correlated solution
marked as [Solution]. In the end of the [Solution], there is always a certain number after a "The answer is: " as the result answer. Based on the [Problem] and the
corresponding [Solution], You are asked to generate a new solution, which is much clearer than the original one and much easier to understand even for the worst
student.
The new solution you generate must by order contains [Outline], [Plan] and [Execution]. The [Outline] is an outline or summary of the [Problem]; the [Plan] is a
plan as an ordered list of steps solving the problem; the [Execution] is an ordered list of your specific and detailed solving steps, each of which should be as
thorough and clear as possible. There is a one-to-one correspondence between [Plan] list and [Execution] list. To make your new solution helpful and easy to
understand, you may: 1, increase the number of solving steps in [Plan] and [Execution] lists; 2, explain with more words in each step of [Execution] list; 3, use
several substeps in one step and even use subsubsteps in one substep for [Execution] list; 4, calcuate each formula or equation step by step. In the end of the
[Execution], you should also output a "The answer is: " and then output a number as your result answer. To guarantee the correctness of the result answer in the
new solution you will generate, you are recommended to refer to the original [Solution] or even follow it. Now every time when you see "[Generate]:", you
should start to generate your new solution. Here are some examples:
==== Example 1 ====
[Problem]:
Ralph is going to practice playing tennis with a tennis ball machine that shoots out tennis balls for Ralph to hit. He loads up the machine with 175 tennis balls to
start with. Out of the first 100 balls, he manages to hit 2/5 of them. Of the next 75 tennis balls, he manages to hit 1/3 of them. Out of all the tennis balls, how
many did Ralph not hit?
[Solution]:
Out of the first 100 balls, Ralph was able to hit 2/5 of them and not able to hit 3/5 of them, 3/5 x 100 = 60 tennis balls Ralph didn’t hit. Out of the next 75 balls,
Ralph was able to hit 1/3 of them and not able to hit 2/3 of them, 2/3 x 75 = 50 tennis balls that Ralph didn’t hit. Combined, Ralph was not able to hit 60 + 50 =
«60+50=110»110 tennis balls Ralph didn’t hit. The answer is: 110
[Generate]:
[Outline]
Ralph loads up the machine with 175 balls totally.
Ralph practices with 2 group of balls, the first group contains 100 balls and the second group contains 75 balls.
Ralph manages to hit 2/5 balls of the first group, and manages to hit 1/3 balls of the second group.
Our task is to calculate how many tennis balls Ralph did not hit.
[Plan]
1. Calculate the proportion of balls that Ralph did not hit for the first group.
2. Calculate the number of balls that Ralph did not hit for the first group.
3. Calculate the proportion of balls that Ralph did not hit for the second group.
4. Calculate the number of balls that Ralph did not hit for the second group.
5. Calculate the total number of balls that Ralph did not hit for the first and the second group.
[Execution]
1. Calculate the proportion of balls that Ralph did not hit for the first group:
From the first group of 100 balls, Ralph manages to hit 2/5 of them, so he was not able to hit 1 - 2/5 = «1-2/5=3/5» 3/5 of these balls.
2. Calculate the number of balls that Ralph did not hit for the first group:
The first group contains 100 balls, the proportion of balls that Ralph did not hit for the first group is 3/5, so the number of balls that Ralph did not hit for the first
group is 3/5 x 100 = «3/5*100»60 balls.
3. Calculate the proportion of balls that Ralph did not hit for the second group:
From the second group of 75 balls, Ralph manages to hit 1/3 of them, so he was not able to hit 1 - 1/3 = «1-1/3=2/3» 2/3 of these balls.
4. Calculate the number of balls that Ralph did not hit for the second group:
The second group contains 75 balls, the proportion of balls that Ralph did not hit for the second group is 2/3, so the number of balls that Ralph did not hit for the
second group is 2/3 x 75 = «2/3*75»50 balls.
5. Calculate the total number of balls that Ralph did not hit for the first and the second group:
The number of balls that Ralph did not hit for the first group is 60, the number of balls that Ralph did not hit for the second group is 50, so the total number of
balls that Ralph did not hit for the first and the second group is 60 + 50 = «60+50»110.
The answer is: 110
==== Example 2 ====
[Problem]:
In one day, 200 people visit The Metropolitan Museum of Art in New York City. Half of the visitors are residents of New York City. Of the NYC residents, 30%
are college students. If the cost of a college student ticket is $4, how much money does the museum get from college students that are residents of NYC?
[Solution]:
The number of visitors that are residents of NYC is 200 / 2 = «200/2=100»100 visitors The number of NYC resident visitors that are college students is 100 *
0.30 = «100*0.30=30»30 visitors The money from the college students that are residents of NYC is 30 * 4 =«30*4=120»120 The answer is: 120
[Generate]:
[Outline]
200 people visit the museum.
Half of the visitors are residents of NYC.
Of the NYC residents, 30% are college students.
The cost of a college student ticket is $4.
Our task is to calculate how much money the museum gets from college students that are residents of NYC.
[Plan]
1. Calculate the number of visitors that are residents of NYC.
2. Calculate the number of NYC resident visitors that are college students.
3. Calculate the money from the college students that are residents of NYC.
[Execution]
1. Calculate the number of visitors that are residents of NYC:
200 people visit the museum totally, half of the visitors are residents of NYC, so the number of visitors that are residents of NYC is 200 / 2 = «200/2=100»100
visitors.
2. Calculate the number of NYC resident visitors that are college students:
The number of visitors that are residents of NYC is 100, and of them 30% are college students, so the number of NYC resident visitors that are college students is
100 * 0.30 = «100*0.30=30»30 visitors.
3. Calculate the money from the college students that are residents of NYC:
The number of NYC resident visitors that are college students is 30, and the cost of a college student ticket is $4, so the money from the college students that are
residents of NYC is 30 * $4 = $«30*4=120»120
The answer is: 120
==== Example 3 ====
[Problem]:
[Solution]:
[Generate]:

821

19
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