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Abstract

In this work, we present an extension of the def-001
inition of abstractivity within the scope of the002
automatic generation of summaries. We pro-003
pose to join extractivity and abstractivity in a004
single dimension, where extractivity would be005
on one side of the dimension and complete ab-006
stractivity on the opposite one, but in between,007
there would be levels of abstractivity. A dataset008
manually annotated to characterize the level of009
abstractivity of the summaries and to measure010
the presence of a set of actions applied to com-011
pose the summaries has been built. Using this012
dataset, a study of the sample distribution in013
terms of abstractivity, annotator agreement, and014
correlation between annotations regarding the015
set of actions is presented. An experimental016
work with a double objective is carried out; on017
the one hand, we want to validate our percep-018
tion that extractivity and complete abstractivity019
are extreme points of a single dimension with020
multiple abstractivity levels, and on the other021
hand, we want to verify if there is an overall022
correlation between the frequency of the ac-023
tions used for creating the summary and the024
level of abstractivity. The results confirm both025
objectives.026

1 Introduction027

Summarizing is the process of condensing the most028

relevant information from a document into a single,029

shorter document, the summary. Initially, the essen-030

tial information in the article has to be identified.031

There are two strategies to generate the summary032

from the selected information. In an extractive ap-033

proach, the sentences with the selected information034

are copied directly to the summary. In an abstrac-035

tive approach, the generated summaries also con-036

tain the essential information, but it is “expressed,037

usually, in the words of the author of the summary”038

(Nenkova and McKeown, 2011).039

Although the first approaches to the problem040

were extractive, after the emergence of the Trans-041

former architecture (Vaswani et al., 2017) and its 042

capabilities, most of the published works have ad- 043

dressed the generation of summaries under abstrac- 044

tive approaches. However, to the best of our knowl- 045

edge, the characterization of abstractivity within 046

summaries has not been sufficiently studied (Bom- 047

masani and Cardie, 2020; Grusky et al., 2018; Kryś- 048

ciński et al., 2018; Jing, 2002). A more detailed 049

and extended characterization of the abstractivity 050

in summaries would help to better understand how 051

abstractive models generate their summaries. 052

Generally, works related to the evaluation of the 053

level of abstractivity of the generated summaries 054

focus on measuring the appearance of new words 055

in the summaries compared to the summarized doc- 056

uments (Wu et al., 2021; Chen et al., 2021; Fu et al., 057

2021; Manakul and Gales, 2021; Dou et al., 2021; 058

Zou et al., 2020; Zheng et al., 2020). This strategy 059

conforms to Nenkova and McKeown’s definition of 060

abstractive summaries. However, it is not the only 061

way to produce a summary in “the author’s words”. 062

It is possible to make a summary in which very 063

few new words or expressions are introduced com- 064

pared to the original document, and yet the main 065

ideas are expressed in a different way (Ahuir et al., 066

2021). For example, a summary can be written 067

based mainly on the reordering of some segments 068

extracted from the document, with the introduction 069

of very few new elements. 070

In 2002, Jing conducted a study on the ac- 071

tions that abstraction professionals used to create 072

their abstractive summaries (Jing, 2002). Specifi- 073

cally, he identified the following six actions: sen- 074

tence reduction, sentence combination, syntac- 075

tic transformation, lexical paraphrase, generaliza- 076

tion/specification, and reordering. Based on the 077

hypothesis that writing an abstractive summary is 078

based on using this set of actions, we can charac- 079

terize the abstractivity of a text by measuring the 080

presence of each of the six actions. 081

In this work, we propose an extension of the 082
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definition of abstractivity in the automatic summa-083

rization area. Although in the literature, the extrac-084

tive and abstractive approaches have been treated085

as mutually exclusive (Sun et al., 2024; Varab and086

Xu, 2023; Liu and Lapata, 2019), we join extrac-087

tivity and abstractivity in a single dimension, what088

we call the level of abstractivity. The extractiv-089

ity would be on one side of the dimension, and090

the complete abstractivity on the opposite one, but091

in between, there would be levels of abstractivity.092

Additionally, we want to characterize the level of093

abstractivity of a summary and measure the pres-094

ence of each of the actions identified by Jing.095

The main contributions of this work are:096

(i) A dataset has been built that contains097

document-summary pairs manually annotated098

in terms of a set of actions (including the099

Jing’s actions) using a Likert scale: the Char-100

acterization of the Level of Abstractivity in101

Summarization (CLAsum) dataset. It is pub-102

licly available at https://huggingface.co/103

datasets/??.104

(ii) Some analyses have been carried out on the105

CLAsum dataset: sample distribution in terms106

of abstractivity, annotator agreement, and cor-107

relation between annotations in terms of the108

set of actions.109

(iii) To check if there is an overall correlation be-110

tween the frequency of the actions used for111

creating the summary and the level of abstrac-112

tivity, two tasks have been defined: Abstractiv-113

ity Inducting Features extraction, and Abstrac-114

tivity Level prediction. Both tasks have been115

addressed as both classification and regression116

problems.117

(iv) Using the CLAsum dataset, a set of machine118

learning models have been trained to predict119

both, the Abstractivity Inducting Features and120

the Abstractivity Level in summaries.121

(v) Using these models, some experimentation is122

carried out to test how beneficial the inclu-123

sion of the Abstractivity Inducting Features124

information is in the Abstractivity Level pre-125

diction.126

2 The CLAsum dataset127

2.1 Sample Gathering128

With the aim of building an appropriate dataset,129

we selected the test partitions of two well-130

known datasets in the summarization area:131

CNN/DailyMail (See et al., 2017), and XSum 132

(Narayan et al., 2018). Since we wanted diversity 133

regarding the abstractivity, we distributed the sam- 134

ples of both test sets into 5 clusters per source using 135

the KMeans algorithm and selecting some features 136

related to abstractivity. Specifically, we used the 137

following abstractivity indicators: Coverage and 138

Density (Grusky et al., 2018), Content Reorder- 139

ing (Ahuir et al., 2021), Abstractivity (p=[2,3]) 140

(Bommasani and Cardie, 2020), and Novel [2,3,4]- 141

grams (Kryściński et al., 2018). Therefore, an 8- 142

component features vector was used to characterize 143

a sample. 144

From those clusters, we extracted 20 samples 145

per cluster and source. The final set comprised 146

100 samples from CNN/DailyMail and another 100 147

from XSum. To ensure the labeling process, some 148

restrictions were required: (1) the document should 149

contain a maximum of 500 words, (2) the summary 150

should contain a minimum of 38 words, (3) the 151

proportion of words document/summary should be 152

at least 2:1. 153

2.2 Labeling Guideline 154

Since our main objective was to evaluate how the in- 155

formation in the document was modified (removing 156

content, merging sentences, etc.), it is necessary 157

to ensure that a "summary" is really a summary, 158

that is, much of its information comes from the 159

document, although it can provide complementary 160

information. To detect those supposed summaries 161

that are not really summaries, we included two pre- 162

vious questions: question A about the relevance 163

of the information included in the summary with 164

respect to the document and question B about the 165

amount of new information added by the summary. 166

The abstractivity-related questions were 8, from C 167

to J. One question about the perception of abstrac- 168

tivity (question C) and 7 questions for the actions 169

identified by Jing (Jing, 2002) (from D to J); Gen- 170

eralization (question H) and Specification actions 171

(question I) were split to gain information. The 172

complete guideline can be found in Appendix A. 173

We designed the guideline with a Likert scale. 174

The number of options would vary from question 175

to question since some aspects required more gran- 176

ularity than others. For each question, we added 177

options until we felt that the possible answers col- 178

lected enough variability and the annotators would 179

not be forced to choose one option as a fallback. 180

The number of options are the following ones: (A) 181

Relevance of the information in the summary (5 182
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options), (B) Amount of novel information within183

the summary (3 options), (C) Perception of the184

level of abstractivity (5), (D) Content exclusion (4),185

(E) Sentence information melting (3), (F) Syntax186

alteration (3), (G) Synonym usage (3), (H) Gener-187

alization usage (4), (I) Specification usage (4), and188

(J) Content Reordering (3).189

Additionally, we included the answer 0 (“Does190

not apply; it is not a summary.”) for questions C191

to J (abstractivity-related questions). In that way,192

the annotators would not be forced to answer the193

abstractivity-related questions if they do not con-194

sider the evaluated text a valid summary.195

2.3 Labeling Process196

The labeling process was conducted by people from197

our research group, a total of 13 people with a high198

degree level of studies in Computer Science (9 Uni-199

versity professors, 4 PhD students, and 1 Master’s200

degree student). Additionally, 4 Computer Science201

degree students collaborated with the labeling pro-202

cess. Thus, 17 volunteers with good English level203

(but not native speakers) contributed to accomplish-204

ing the annotation process.205

Since we wanted to build a annotated dataset206

with more than one set of labels per document-207

summary pair, we established to obtain 3 different208

sets of labels per pair, acquiring a total of 600 sam-209

ples (pair+labels). Also, we pursued to capture210

the variety of perceptions from groups of people,211

therefore, we distributed the samples to the annota-212

tors, avoiding the coincidence 3-annotators group213

between document-summary pairs as much as pos-214

sible.215

We provided the annotators with the ANONYM216

labeling tool1 (Appendix B) and the guideline. To217

avoid any bias, no labeling examples or instructions218

were provided. We only encouraged annotators to219

agree on whether a document-summary contained220

an actual summary.221

2.4 Sample Distribution222

Table 1, shows the distribution of pairs that contain223

an actual summary and which ones do not.224

Summary Not Summary

175 25

Table 1: Distribution of document-summary pairs that
contain a summary and which do not contain an actual
summary (not-summary).

1https://github.com/anonym/url

We observe that 12.5% of pairs do not contain an 225

actual summary since they do not contain at least 226

some information extracted from the summarized 227

document. All the not-summaries pairs came from 228

the XSum dataset. Since we were studying the 229

abstractivity in summaries, we excluded these 25 230

pairs from the rest of the study. 231

Regarding the perception of abstractivity (ques- 232

tion C), Fig. 1 shows the distribution per source 233

(where 1 represents the extractivity summarization 234

style and 5 the highest perception of abstractivity). 235

1 2 3 4 5
0.00

0.05

0.10

0.15

0.20
Source
CNN/DailyMail
XSum

Figure 1: Distribution of answers for question C, re-
garding the perception of the abstractivity level in the
summary.

In Fig. 1, it can be noticed that although the 236

process of selection was the same, the perception 237

of the level of abstractivity from source to source 238

is different. Annotators perceived higher levels 239

of abstractivity in the XSum dataset than in the 240

CNN/DailyMail dataset, which presents more di- 241

versity regarding the level of abstractivity. 242

2.5 Annotator Agreement Analysis 243

The labeling process addresses a complex and sub- 244

jective task. A total agreement between annotators 245

cannot be expected, then, it would not be advisable 246

to study the agreement in terms of exact matches 247

(binary distance). Therefore, we used the Relative 248

distance between two labels. 249

Eq. (1) shows the definition of this distance. 250

R-DistQ(l1, l2) =
|l1 − l2|
MQ − 1

(1) 251

Given two labels (l1, l2) for question Q, Rela- 252

tive distance returns the percentage of the absolute 253

distance that separates l1 from l2, in relation to the 254

range between the minimum value (1) and the max 255

value that can acquire this question (MQ). 256

Table 2 shows the average agreement among an- 257

notators for each question. We used Cohen’s (Co- 258

hen, 1960) and Fleis’ (Fleiss, 1971) Kappa for the 259
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measurement, with the Relative distance (Eq. (1))260

as distance function between observations.261

Question Cohen’s Kappa Fleis’ Kappa

A 0.94±0.15 0.75±0.21
B 1.00±0.00 0.87±0.22
C 0.92±0.18 0.71±0.19
D 0.92±0.19 0.67±0.23
E 0.96±0.16 0.64±0.34
F 0.90±0.24 0.52±0.30
G 0.90±0.23 0.61±0.28
H 0.86±0.24 0.60±0.22
I 0.86±0.24 0.59±0.22
J 0.89±0.25 0.46±0.32

Table 2: Agreement scores per Question with the Rela-
tive distance. Cohen’s Kappa is the pair-wise average
score among the three annotators.

It can be observed that the average agreement262

with Cohen’s Kappa is almost perfect. However,263

when Fleis’ Kappa is considered, the agreement264

strength is reduced to substantial on most of the265

questions (except B), and moderate for questions F,266

I, and J. It can be deduced that the annotators’ an-267

swers do not differ that much for a given question;268

however, there are slight degree deviations among269

the three annotations at once (the answers are not270

unanimous).271

We extracted the distances between annotators272

and questions for each document-summary pair’s273

question to analyze the deviations between annota-274

tors. The integer distance was measured between275

two answers; the distance was computed by count-276

ing the number of answers that separated one label277

from the other. Fig. 2 shows the distribution of278

integer absolute distance.279

0 1 2 3 4
0.0

0.2

0.4

0.6

Questions
A - 5
B - 2
C - 5
D - 4
E - 3
F - 3
G - 3
H - 4
I - 4
J - 3

Figure 2: Distribution of answer distances between two
annotators on labels for the same document-summary
pair.

It can be observed that 30% to 50% of the labels280

show agreement between annotators, excluding an-281

swer B, where the agreement elevates to more than282

70% of the cases. However, if we aggregate the 283

annotations with agreement and the ones that are 284

at a distance 1, we cover nearly 80% of the obser- 285

vations in each answer. 286

With the information extracted from Table 2 287

and Fig. 2, along with the average Cohen’s Kappa 288

between annotators in Appendix C, it can be gath- 289

ered that the labeling process produced a dataset 290

that captured subjectivity but retained enough 291

agreement to consider the data coherent and valid, 292

from where useful information could be extracted. 293

2.6 Dataset Variants 294

In the complete dataset, called Annotators, for each 295

document-summary pair, there are 3 samples (one 296

per annotator). We also compiled a dataset called 297

Median, where the label for a certain question is 298

the median of the 3 corresponding labels. 299

3 Abstractivity-related Questions 300

Correlation Analysis 301

In this section, we analyze in the CLAsum dataset 302

whether the answers to the questions related to the 303

actions identified by Jing correlate with the percep- 304

tion of the level of abstractivity that the annotators 305

had regarding the viewed summaries. 306

Fig. 3 presents Pearson’s correlation of questions 307

from C to J (abstractivity-related questions) for the 308

Annotators dataset. Additionally, we introduce a 309

new column (x̃[D..J ]), the median of the 7 aspects 310

(D to J) normalized by the maximum value that can 311

acquire each question. 312

C D E F G H I J x[D..J]

C
D
E
F
G
H
I
J

x[D..J]

1.00 0.13 0.55 0.54 0.39 0.28 0.17 0.22 0.48
0.13 1.00 0.23 0.20 0.16 0.03 0.10 0.13 0.40
0.55 0.23 1.00 0.43 0.25 0.25 0.07 0.34 0.53
0.54 0.20 0.43 1.00 0.44 0.12 0.08 0.23 0.57
0.39 0.16 0.25 0.44 1.00 0.28 0.22 0.15 0.65
0.28 0.03 0.25 0.12 0.28 1.00 0.38 0.09 0.49
0.17 0.10 0.07 0.08 0.22 0.38 1.00 -0.04 0.33
0.22 0.13 0.34 0.23 0.15 0.09 -0.04 1.00 0.45
0.48 0.40 0.53 0.57 0.65 0.49 0.33 0.45 1.00

1.0

0.5

0.0

0.5

1.0

Figure 3: Pearson’s correlation between two questions
in Annotators dataset. x̃[D..J ] is the normalized median
from D to J.

Considering the first column of the matrix (C, 313

perception of abstractivity), two main questions 314

present a moderate correlation with the presence of 315

abstractivity: (E) sentence information melting and 316

(F) syntax alteration, which it is quite clear that it 317

is necessary to create more abstractive summaries. 318
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Using synonyms (G) and generalizations (H) show319

a low correlation with C, but they still relevant.320

When we consider the last column, which con-321

denses the perception of the level usage of Jing’s322

actions, it shows a moderate correlation with C,323

which means that the perception of abstractivity is324

related to how frequently those actions were used325

to compose a summary.326

We also studied the correlations using the Me-327

dian dataset, Fig. 4 shows the results.328

C D E F G H I J x[D..J]

C
D
E
F
G
H
I
J

x[D..J]

1.00 0.25 0.65 0.66 0.43 0.35 0.25 0.32 0.56
0.25 1.00 0.24 0.24 0.27 0.09 0.15 0.07 0.37
0.65 0.24 1.00 0.55 0.33 0.32 0.19 0.29 0.53
0.66 0.24 0.55 1.00 0.51 0.19 0.18 0.22 0.57
0.43 0.27 0.33 0.51 1.00 0.23 0.18 0.26 0.65
0.35 0.09 0.32 0.19 0.23 1.00 0.32 0.19 0.49
0.25 0.15 0.19 0.18 0.18 0.32 1.00 -0.00 0.30
0.32 0.07 0.29 0.22 0.26 0.19 -0.00 1.00 0.43
0.56 0.37 0.53 0.57 0.65 0.49 0.30 0.43 1.00

1.0

0.5

0.0

0.5

1.0

Figure 4: Pearson’s correlation between two questions
in Median dataset. x̃[D..J ] is the normalized median
from D to J.

Questions D and C went up to a high correla-329

tion, which is understandable since more abstrac-330

tive summaries tend to cover more information by331

joining the information from more sentences, re-332

quiring more syntactic changes. The rest of the333

actions fluctuate between low and moderate corre-334

lation. Regarding the last column, the correlation335

went up closely to the range of high correlation but336

remained moderate.337

All these observations confirm our hypotheses338

that Jing’s actions are related to the level of ab-339

stractivity perception, and, that there exists a single340

continuous dimension where the two styles, extrac-341

tive and abstractive summarization, could coexist.342

4 Abstractivity Characterization343

Based on the conclusions of Section 3, we identify344

two ways of describing abstractivity in summaries:345

(1) how often the actions for re-writing and synthe-346

sizing the main information from a text have been347

used to include the information in the summary,348

and (2) identifying the perception of paraphrasing349

of the main information of a text included in the350

summary. This leads us to define two novel tasks351

regarding the abstractivity in summaries:352

(1) Abstractivity Inducting Features (AIFs)353

extraction: Given a document and a summary,354

the system describes a set of 7 actions in different355

grades. (1) Content exclusion [a value from 1 to 4], 356

(2) Sentence information melting [1 to 3], (3) Syn- 357

tax alteration [1 to 3], (4) Synonym usage [1 to 3], 358

(5) Generalization usage [1 to 4], (6) Specification 359

usage [1 to 4], and (7) Content reordering [1 to 3]. 360

Higher values in a feature indicate a wider presence 361

of a certain action in the summary composition. 362

(2) Abstractivity Level (AL) prediction: Given 363

a document and a summary, the system predicts the 364

level of perception of how much the structure of 365

the document’s main content has been modified to 366

be included in the summary. A value from 1 to 367

5, where 1 indicates an extractive summarization 368

style and 5 indicates a strong perception that the 369

summary’s author has created it with “their own 370

words”. 371

The two posed tasks can be approached as ordi- 372

nal classification or regression problems since both 373

tasks were designed using Likert scales. 374

5 Experimentation 375

In this section, we detail the experimentation done 376

with both Median and Annotators datasets. The 377

experimental work has a double objective; on the 378

one hand, we want to validate our perception that 379

extractivity and complete abstractivity are extreme 380

points of a single dimension with multiple abstrac- 381

tivity levels, and on the other hand, we want to 382

verify the role of AIFs in the characterization of 383

these levels of abstractivity. 384

5.1 Supervised Machine Learning Methods 385

To tackle the Abstractivity Inducting Features and 386

Level classification/regression tasks, we selected a 387

wide range of classical supervised machine learn- 388

ing methods, all of which were approached with 389

the implementation available in the Scikit-Learn 390

(Pedregosa et al., 2011) Python module. 391

For classification, the methods that were consid- 392

ered are the following: Logistic Regression, Linear 393

SVM, SVM with RFG kernel, Random Forest, and 394

Multi-Layer Perceptron. For regression, we used 395

same methods, but Linear Regression instead of 396

Logistic Regression. 397

Since some of the methods can not handle more 398

than one feature in the output, we circumvented this 399

handicap by training one model for each feature in 400

the case of AIFs tasks. 401

5.2 Feature Extraction 402

Ahuir previously shown (Ahuir et al., 2021) that 403

combining a set of abstractivity-related metrics 404
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(such as Coverage, Density, Content Reordering,405

Abstractivity (p=[2,3]), Novel [2,3,4]-grams) is406

useful for abstractivity measurement, and we did407

not want to include additional variables in the study,408

then, we followed the same feature extraction as in409

Section 2.1.410

This representation of the document-summary411

pairs was a straightforward first approach for412

abstractivity-related tasks. Exploring the impact of413

other kinds of feature extraction methods, such as414

incontextual or contextual embeddings, would be415

out of the scope of the present work.416

5.3 Evaluation Metrics417

We selected a set of metrics for both the classifi-418

cation and regression approaches. For the classifi-419

cation approach, the macro versions of Precision,420

Recall, and F1-score were used; for the regression421

approach, we employed Root Squared Mean Error422

(RMSE), Median Absolute Error (MdAE).423

Additionally, for classification and regression,424

the Relative distance (Eq. (1), Section 2.5) was used425

in the Abstractivity Level tasks, and the Minkowski426

(p=7) distance to measure the distance between427

the AIFs prediction vector and the reference vector428

since we want to evaluate the extracted features’429

cohesion. The Minkowski distance between vectors430

was measured against the normalized AIFs vectors.431

The normalized AIFs vectors with values from [0,432

1] were obtained by dividing each aspect by the433

maximum value possible for that aspect.434

Minimizing Relative distance (Abstractivity435

Level prediction) and Minkowski distance (AIFs436

extraction) will be the main goal to achieve since437

we want our systems to be as close to the real pre-438

diction as possible, and these metrics reflect that439

need.440

5.4 System Types Developed441

We developed two systems End-to-End for each442

proposed task: one for AIFs classification, an-443

other for the regression version of that task, and444

another two for Abstractivity Level classification445

and regression. Thus, given a document and a446

summary, the system first extracts the selected447

features representing the document-summary pair448

(Section 5.2), and then performs the classifica-449

tion/regression tasks.450

Additionally, we developed a third model451

type (AIFs-to-AL), which receives the document-452

summary features plus the AIFs as the input and453

predicts the Abstractivity Level. The model was454

trained with the reference AIFs labels as input, 455

along with the document-summary features. This 456

model type should help to analyze how beneficial 457

the inclusion of the AIFs is in the Abstractivity 458

Level prediction. 459

With the AIFs-to-AL models, we created a 460

Pipeline for Abstractivity Level prediction. The 461

Pipeline receives a document-summary pair, ex- 462

tracts the document-summary features, and with 463

them, the AIFs predictor extracts the correspond- 464

ing AIFs. Finally, the AIFs are concatenated with 465

the document-summary features and passed to the 466

AIFs-to-AL model to obtain the prediction of the 467

Abstractivity Level. The Pipeline should help ver- 468

ify the usefulness (for Abstractivity Level predic- 469

tion task) of a system that considers the AIFs’ in- 470

formation compared to a system that does not use 471

them (the End-to-End systems). 472

5.5 Training and Evaluation Methodology 473

With only 175 document-summary pairs to work 474

with, we were facing a low-data situation. For 475

this reason, we trained and evaluated all system 476

configurations 20 times with different partitions, 477

which will show the variability in the performance 478

of each configuration and the conclusions extracted 479

from the results would not be tied to any random 480

aspect of the validation process. 481

Considering that the distribution of the classes re- 482

garding the abstractivity level is not well-balanced, 483

we did not use the K-Fold methodology. Instead, 484

we split the dataset with a different random state 485

(seed) each time. In each partition, 20% of the 486

document-summary pairs were put aside for test- 487

ing and the rest for training. The partitions were 488

created with the train_test_split from Scikit- 489

Learn, setting the seed with an integer number 490

from 0 to 19 and stratified with the C answer (ab- 491

stractivity level) from Median dataset. We verified 492

that all train partitions contain all the possible la- 493

bels/answers for each question and that 99.4% of 494

the samples were used for testing at least once. 495

Also, it should be mentioned that, in the Anno- 496

tators dataset, all samples that contain the same 497

document-summary pair were placed in the same 498

partition (test or train). 499

Regarding the sample distribution for training 500

and testing, it should be noted that only one sample 501

per document-summary was available for classifi- 502

cation (Median dataset). However, for regression 503

(Annotators dataset) three samples per document- 504

summary were available, which aimed to capture 505
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the diversity obtained by the labeling process.506

For the configuration of each Supervised Ma-507

chine Learning Method, we bypass modifying the508

default parameters of the Scikit-Learn implemen-509

tation (version 1.5.0) to avoid introducing more510

variables in the study. Only the random state was511

set to 42 when the method had this feature and in-512

creased the max steps to 1 000 000 (a limit that was513

never reached).514

6 Systems’ Results515

This section presents the results obtained by the516

best system configurations for the two Abstractivity517

tasks in classification and regression approaches.518

All tables follow the same structure. There is519

a column for each metric, and at the right side of520

each name, there is an up arrow (↑) indicating that521

a higher value indicates better performance, or a522

down arrow (↓) if lower is better. In each table’s523

numeric cell, the average value and the 95% confi-524

dence interval (exponent = lower bound, subscript525

= upper bound) are shown.526

The names of the configurations were shorted for527

the sake of clearance. The short name are LiR (Lin-528

ear Regression), LgR (Logistic Regression), lSVM529

(Linear SVM), Multi-Layer Perceptron (MLP),530

RnF (Random Forest), and SVM (SVM with RFG531

kernel). Also, some title names of the columns532

were shorted: Mthd (Method), M-Dist (Minkowski533

distance), R-Dist (Relative distance), Precis (Preci-534

sion), and MdAE (Median Average Error).535

6.1 Abstractivity Inducting Features tasks536

In this section, the best results for AIFs extraction537

tasks when we consider Mikowski distance (M-538

Dist) as the reference metric are shown. Extended539

table results are in Appendix D.540

Table 3 shows the best results for the classifica-541

tion task, the Random Forest model.542

Mthd M-Dist ↓ Precis ↑ Recall ↑ F1 ↑
RnF 35.5 34.7

36.3 47.9 45.0
50.9 45.4 43.6

47.3 43.4 41.5
45.2

Table 3: Results of the best model for Abstractivity
Inducting Features classification task in Median dataset.

Regarding the M-Dist average results, we can ex-543

tract the AIFs predicted vectors average a distance544

of 36% of the reference vector. The predictions545

should be considered close enough to be useful,546

considering that the distance is from a comparison547

of 7-sized vectors with at least 3 values per feature.548

Table 4 shows the best results for AIFs extraction 549

in Annotators dataset, the Multi-Layer Perceptron 550

model. 551

Mthd M-Dist ↓ RMSE ↓ MdAE ↓

MLP 38.9 38.4
39.4 0.76 0.75

0.77 0.57 0.56
0.58

Table 4: Results of the best model for Abstractivity
Inducting Features regression task in Annotators dataset.

Relevant results have been achieved for regres- 552

sion. If we consider RMSE or MdAE, it is notice- 553

able that the model averages less than one level of 554

difference between the predicted feature and the 555

reference one, which indicates that the model can 556

infer a helpful AIFs vector from the abstractivity 557

indicators. 558

6.2 Abstractivity Level tasks 559

This section presents the best results for each type 560

of system for the Abstractivity Level tasks. The 561

first type is the End-to-End (E), the second one is 562

the Pipeline (P), and the third model is AIFs-to- 563

AL (A). Due to that AIFs-to-AL uses the reference 564

AIFs vectors, it can be considered an upper bound 565

of the Pipeline. 566

Table 5 shows the best systems for the Median 567

dataset. 568

Type Mthd R-Dist ↓ Precis ↑ Recall ↑ F1 ↑
E RnF 10.6 09.7

11.5 64.2 60.7
67.6 60.0 56.4

63.6 60.1 56.8
63.5

P SVM+RnF 10.2 09.2
11.2 64.4 60.3

68.5 60.3 56.8
63.8 60.3 56.7

64.0

A RnF 9.6 08.6
10.6 68.5 64.6

72.4 63.1 59.1
67.0 63.5 59.6

67.5

Table 5: Results of the best system per system type for
Abstractivity Level classification task in Median dataset.

Results show that the Pipeline system performs 569

slightly better than the End-to-End system. This 570

indicates that the AIFs information has positively 571

influenced the performance of the classification 572

task, and it could be improved further if we con- 573

sider the AIFs-to-AL model type scores. However, 574

the Pipeline lost 5% of performance due to the cu- 575

mulated error associated with the AIFs predictor 576

model. 577

Regarding the regression results, Table 6 shows 578

the results of the best model for each type. 579
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Type Mthd R-Dist ↓ RMSE ↓ MdAE ↓
E lSVM 14.9 14.2

15.5 0.96 0.93
1.00 0.57 0.54

0.61

P SVM+lSVM 14.7 14.1
15.4 0.95 0.92

0.98 0.59 0.56
0.62

A lSVM 13.6 13.1
14.1 0.88 0.85

0.91 0.56 0.53
0.59

Table 6: Restuls of the best system per type for Abstrac-
tivity Level regression task in Annotators dataset.

In regression, we observe a similar trend as in580

classification. The information from the AIFs was581

beneficial for abstractivity level prediction. How-582

ever, the impact of the AIFs predictor was more583

noticeable than in classification if we consider the584

difference in Pipeline performance and the AIFs-585

to-AL model.586

Since we have observed that AIFs information587

benefits Abstractivity Level prediction, we com-588

pare the confusion matrices (CM) for the 20 runs589

and 35 test samples per run (700 samples). The590

number in the y-axis is the reference label, and591

the one in the x-axis is the predicted. Numbers in592

cells indicate the number of samples in each com-593

bination. Colors indicate the percentage of samples594

in the combination regarding the total of samples595

in each row (real label).596

Fig. 5 shows the CMs of End-to-End model (a),597

and Pipeline model (b).598

1 2 3 4 5

1
2

3
4

5

65 10 00 05 00

09 60 19 32 00

00 19 75 49 17

00 08 39 111 42

00 00 07 40 93

1 2 3 4 5

64 11 00 05 00

04 63 26 27 00

00 22 60 61 17

00 03 43 113 41

00 00 05 30 105 0.0

0.2

0.4

0.6

0.8

1.0

(a) (b)

Figure 5: Confusion matrices of End-to-End (a) and
Pipeline (b) in the Median dataset for Abstractive Level
classification.

Firstly, it is noticed that both systems could cor-599

rectly classify a sensible number of samples on600

each level, confirming that models can capture hu-601

mans’ Abstractivity Level perception in summaries.602

When we compare both systems, (a) and (b), we603

notice that levels of abstractivity 2, 4, and 5 have604

increased the number of correct samples (diagonal).605

Also, the number of samples mislabeled by more606

than one level has been reduced in levels 4 and 5.607

However, in level 3, the (b) model has reduced the608

number of correct samples, misleading level 3 with609

level 4.610

When we compare the CMs of End-to-End and 611

AIFs-to-AL models in Fig. 6, we obtain similar 612

conclusions. 613

1 2 3 4 5

1
2

3
4

5

65 10 00 05 00

09 60 19 32 00

00 19 75 49 17

00 08 39 111 42

00 00 07 40 93

1 2 3 4 5

67 08 00 05 00

04 67 23 26 00

00 16 70 57 17

00 04 33 121 42

00 00 03 37 100 0.0

0.2

0.4

0.6

0.8

1.0

(a) (b)

Figure 6: Confusion matrices of End-to-End (a) and
AIFs-to-AL (b) in the Median dataset for Abstractive
Level classification.

We observe that model (b) increased the number 614

of hits in level 1, in addition to levels 2, 4, and 615

5. Also, the number of no-hits further than 1 level 616

has been reduced even more than in the Pipeline 617

(Fig. 5.b). Finally, the impact on level 3 was less 618

prominent than in the Pipeline, but still has lower 619

performance than End-to-End for this level. 620

Generally speaking, we can conclude that AIFs 621

have provided useful information to improve Ab- 622

stractivity Level prediction, which indicates that 623

measuring these aspects gives additional details 624

about how the summary was composed. Regard- 625

less of whether AIFs information was used or not, 626

Fig. 5 shows that models could infer the Abstrac- 627

tivity Level for many samples, supporting the idea 628

of a single continuous dimension where extractive 629

and abstractive summarization coexist. 630

7 Conclusions 631

In this work, we have presented and made available 632

to the scientific community the CLAsum dataset. 633

This is a hand-annotated dataset that allows char- 634

acterizing the complexity of the process of summa- 635

rizing a document by measuring the Abstractivity 636

Level and seven Abstractivity Inducting Features. 637

The results from the study of the dataset and 638

the experimental work show how the Abstractiv- 639

ity Level and AIFs are related and how AIFs are 640

useful when measuring the level of abstractivity 641

of a summary. Our study places extractivity and 642

complete abstractivity as the extreme points of a 643

single dimension with multiple levels. 644

Limitations 645

Distribution Representativeness. The chosen 646

datasets for the study were focused on the news 647
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field. Additionally, the selection of document-648

summary pairs has been restricted in the number649

of words (especially the document side). These650

restrictions have reduced the variety of topics that651

appeared during the annotation. Consequently, the652

distribution of the annotated samples could not be653

fully representative of other fields.654

Annotators diversity. Even though 17 anno-655

tators from different degrees of studies and expe-656

rience have been involved, all are from the field657

of Computer Science. Therefore, opinion diver-658

sity would be reduced in other fields of expertise659

and/or education levels. Additionally, all the an-660

notators were not native English speakers. Even661

though annotators had high English reading skills,662

the fact of not being native speakers, in some spe-663

cific situations, a little lost in comprehension of664

some particular details of the texts could appear.665

Biases. During all the phases of the annotation666

process (guideline design, annotation process, and667

data gathering), one of the highest priorities was to668

avoid any influence on the outcome. However, we669

are mindful that there would always be a chance,670

even tiny, that unconscious actions or word selec-671

tion could introduce biases in the outcome. In this672

regard, we believe that our work produced signifi-673

cantly unbiased data that the community could take674

as a foundation for future work.675

Model Design Soundness. This work tested a676

set of configurations in the most straightforward677

possible way to reduce the number of study vari-678

ables and presented a basic baseline for future679

works. Using a set of abstractivity indicators to680

represent the document-summary pairs for the two681

proposed abstractivity-related tasks was a direct ap-682

proach. In this regard, using them all at once would683

not guarantee the best outcome possible with those684

indicators since there might be duplicated informa-685

tion. Therefore, a correlation study between them686

and the abstractivity level would help to reduce687

the dimensionality of the features, which could688

increase the performance in the tasks. The same689

would apply to the Abstractivity Inducting Features690

(AIFs), when they are joined to the rest of the indi-691

cators and used to predict the level of abstractivity692

in the Pipeline systems. Additionally, the selection693

of supervised machine learning methods was made694

without any specific criteria to guarantee the best695

outcome; the selection was broadly made to capture696

different machine learning method approximations.697

Ethical Statement 698

Biases. The datasets from where the document- 699

summary pairs were extracted could present biases 700

regarding the vocabulary used or how certain top- 701

ics were treated. We did not analyze the included 702

samples in this regard; we took them randomly, as 703

they were published in the original datasets. Re- 704

garding to the findings and statistics presented, they 705

are related to annotation complexity and tied to the 706

specific group of annotators involved in the process 707

and should, therefore, be considered as approxi- 708

mate. 709

Intended Use and Potential Misuse. In relation 710

to the dataset created in this work, it was created to 711

provide the community with data for working and 712

expanding the concept of abstractivity in summa- 713

rization and new ways to characterize the aspect 714

in summaries. Any different analyses or extrapola- 715

tions extracted from that data would not be linked 716

to the subject of this work and could raise ethical 717

considerations. 718
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Wojciech Kryściński, Romain Paulus, Caiming Xiong,775
and Richard Socher. 2018. Improving abstraction in776
text summarization. In Proceedings of the 2018 Con-777
ference on Empirical Methods in Natural Language778
Processing, pages 1808–1817, Brussels, Belgium.779
Association for Computational Linguistics.780

Yang Liu and Mirella Lapata. 2019. Text summariza-781
tion with pretrained encoders. In Proceedings of782
the 2019 Conference on Empirical Methods in Natu-783
ral Language Processing and the 9th International784
Joint Conference on Natural Language Processing785
(EMNLP-IJCNLP), pages 3730–3740, Hong Kong,786
China. Association for Computational Linguistics.787

Potsawee Manakul and Mark Gales. 2021. Long-span788
summarization via local attention and content se-789
lection. In Proceedings of the 59th Annual Meet-790
ing of the Association for Computational Linguistics791
and the 11th International Joint Conference on Natu-792
ral Language Processing (Volume 1: Long Papers),793
pages 6026–6041, Online. Association for Computa-794
tional Linguistics.795

Shashi Narayan, Shay B. Cohen, and Mirella Lapata.796
2018. Don’t give me the details, just the summary!797
topic-aware convolutional neural networks for ex-798
treme summarization. In Proceedings of the 2018799
Conference on Empirical Methods in Natural Lan-800
guage Processing, pages 1797–1807. Association for801
Computational Linguistics.802

Ani Nenkova and Kathleen McKeown. 2011. Auto-803
matic summarization. Foundations and Trends® in804
Information Retrieval, 5(2–3):103–233.805

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, 806
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, 807
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, 808
D. Cournapeau, M. Brucher, M. Perrot, and E. Duch- 809
esnay. 2011. Scikit-learn: Machine learning in 810
Python. Journal of Machine Learning Research, 811
12:2825–2830. 812

Abigail See, Peter J. Liu, and Christopher D. Manning. 813
2017. Get to the point: Summarization with pointer- 814
generator networks. In Proceedings of the 55th An- 815
nual Meeting of the Association for Computational 816
Linguistics (Volume 1: Long Papers), pages 1073– 817
1083, Vancouver, Canada. Association for Computa- 818
tional Linguistics. 819

Roman Sirokov. 2024. pywebview: A lightweight cross- 820
platform library to create web-based desktop guis. 821

Weisong Sun, Chunrong Fang, Yuchen Chen, Quanjun 822
Zhang, Guanhong Tao, Yudu You, Tingxu Han, Yifei 823
Ge, Yuling Hu, Bin Luo, and Zhenyu Chen. 2024. An 824
extractive-and-abstractive framework for source code 825
summarization. ACM Trans. Softw. Eng. Methodol., 826
33(3). 827

Daniel Varab and Yumo Xu. 2023. Abstractive sum- 828
marizers are excellent extractive summarizers. In 829
Proceedings of the 61st Annual Meeting of the As- 830
sociation for Computational Linguistics (Volume 2: 831
Short Papers), pages 330–339, Toronto, Canada. As- 832
sociation for Computational Linguistics. 833

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob 834
Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz 835
Kaiser, and Illia Polosukhin. 2017. Attention is all 836
you need. In Proceedings of the 31st International 837
Conference on Neural Information Processing Sys- 838
tems, NIPS’17, page 6000–6010, Red Hook, NY, 839
USA. Curran Associates Inc. 840

Wenhao Wu, Wei Li, Xinyan Xiao, Jiachen Liu, Ziqiang 841
Cao, Sujian Li, Hua Wu, and Haifeng Wang. 2021. 842
BASS: Boosting abstractive summarization with uni- 843
fied semantic graph. In Proceedings of the 59th An- 844
nual Meeting of the Association for Computational 845
Linguistics and the 11th International Joint Confer- 846
ence on Natural Language Processing (Volume 1: 847
Long Papers), pages 6052–6067, Online. Association 848
for Computational Linguistics. 849

Chujie Zheng, Kunpeng Zhang, Harry Jiannan Wang, 850
Ling Fan, and Zhe Wang. 2020. Topic-guided ab- 851
stractive text summarization: a joint learning ap- 852
proach. arXiv preprint arXiv:2010.10323. 853

Yanyan Zou, Xingxing Zhang, Wei Lu, Furu Wei, and 854
Ming Zhou. 2020. Pre-training for abstractive doc- 855
ument summarization by reinstating source text. In 856
Proceedings of the 2020 Conference on Empirical 857
Methods in Natural Language Processing (EMNLP), 858
pages 3646–3660, Online. Association for Computa- 859
tional Linguistics. 860

10

https://doi.org/10.1037/h0031619
https://doi.org/10.1037/h0031619
https://doi.org/10.1037/h0031619
https://doi.org/10.18653/v1/2021.acl-long.471
https://doi.org/10.18653/v1/2021.acl-long.471
https://doi.org/10.18653/v1/2021.acl-long.471
https://doi.org/10.18653/v1/2021.acl-long.471
https://doi.org/10.18653/v1/2021.acl-long.471
https://doi.org/10.18653/v1/N18-1065
https://doi.org/10.18653/v1/N18-1065
https://doi.org/10.18653/v1/N18-1065
https://doi.org/10.1162/089120102762671972
https://doi.org/10.1162/089120102762671972
https://doi.org/10.1162/089120102762671972
https://doi.org/10.18653/v1/D18-1207
https://doi.org/10.18653/v1/D18-1207
https://doi.org/10.18653/v1/D18-1207
https://doi.org/10.18653/v1/D19-1387
https://doi.org/10.18653/v1/D19-1387
https://doi.org/10.18653/v1/D19-1387
https://doi.org/10.18653/v1/2021.acl-long.470
https://doi.org/10.18653/v1/2021.acl-long.470
https://doi.org/10.18653/v1/2021.acl-long.470
https://doi.org/10.18653/v1/2021.acl-long.470
https://doi.org/10.18653/v1/2021.acl-long.470
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.18653/v1/D18-1206
https://doi.org/10.1561/1500000015
https://doi.org/10.1561/1500000015
https://doi.org/10.1561/1500000015
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://doi.org/10.18653/v1/P17-1099
https://github.com/r0x0r/pywebview
https://github.com/r0x0r/pywebview
https://github.com/r0x0r/pywebview
https://doi.org/10.1145/3632742
https://doi.org/10.1145/3632742
https://doi.org/10.1145/3632742
https://doi.org/10.1145/3632742
https://doi.org/10.1145/3632742
https://doi.org/10.18653/v1/2023.acl-short.29
https://doi.org/10.18653/v1/2023.acl-short.29
https://doi.org/10.18653/v1/2023.acl-short.29
https://doi.org/10.18653/v1/2021.acl-long.472
https://doi.org/10.18653/v1/2021.acl-long.472
https://doi.org/10.18653/v1/2021.acl-long.472
https://doi.org/10.18653/v1/2020.emnlp-main.297
https://doi.org/10.18653/v1/2020.emnlp-main.297
https://doi.org/10.18653/v1/2020.emnlp-main.297


A Labeling Guideline861

In this section, the completed guideline that was862

used in the labeling process is presented.863

864

Given a newspaper article and a summary in865

the left side (Document/Summary tab), answer866

10 questions/statements regarding the content867

of the article and the summary and/or the way868

the summary was created. The possible answers869

are detailed on the left side (Questions tab).870

A) The summary provides the most relevant in-871

formation about the article, and the article872

extends it with additional details:873

0: Strongly Disagree.874

1: Disagree.875

2: Undecided.876

3: Agree.877

4: Strongly Agree.878

B) Regarding information contained in the sum-879

mary:880

1: All the information in the summary can881

be found in the article (not necessarily in882

the exact words).883

2: Almost all the information in the sum-884

mary can be found in the article, but adds885

some additional information.886

3: I can not consider the given summary a887

truly abstract. All the information pro-888

vided in the summary, it is additional and889

can not be extracted or inferred from the890

article.891

C) What is your perception about how the author892

of the summary wrote it?:893

0: Does not apply; it is not a summary.894

1: They rely entirely on the article. It is895

as if I was reading complete sentences896

highlighted in the article.897

2: They rely heavily on the article to write898

the summary. It only presents slight899

changes in form and/or order concern-900

ing the article.901

3: They mainly rely on the article to write902

the summary. Segments of the summary903

can be identified in the article. Still, the904

author alters the article’s text in form905

and/or order.906

4: They weakly rely on the article to write 907

the summary and alter a lot of the article 908

in form and/or order. 909

5: Overall, they do not rely on the article to 910

write the summary; instead, they explain 911

the main ideas of the article in their own 912

words. 913

D) How does the author handle non-relevant in- 914

formation in the article?: 915

0: Does not apply; it is not a summary. 916

1: They discard complete sentences. No 917

segments or words of a sentence are dis- 918

carded. 919

2: They focus on mainly discarding com- 920

plete sentences. Segments or words of 921

sentence discarding is also present, but 922

it is less often than complete sentences 923

discarding. 924

3: They focus mainly on discarding text seg- 925

ments within the sentences of the article. 926

The complete sentence discarding is ab- 927

sent, or it is noticeably less frequent than 928

segment. 929

4: All information is considered relevant; 930

they manage to cover all the information 931

in the article and substantially reduce its 932

length. discarding. 933

E) For the creation of the summary, part of the 934

information selected from the sentences of the 935

article is combined to form the sentences of 936

the summary: 937

0: Does not apply; it is not a summary. 938

1: No sentences from the article are com- 939

bined. Each sentence in the summary 940

corresponds to the information contained 941

by a sentence in the article. 942

2: Some sentences in the summary are cre- 943

ated by combining the information con- 944

tained by certain sentences from the arti- 945

cle. 946

3: Most of the sentences of the summary are 947

created by combining information from 948

some sentences of the article. discarding. 949

F) Sentences in the article that contain the infor- 950

mation reflected in the summary have been 951

syntactically altered for inclusion in the sum- 952

mary: 953

0: Does not apply; it is not a summary. 954
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1: No syntactic alterations exist to create955

the summary.956

2: There are some syntactic alterations to957

create the summary.958

3: There are many syntactic alterations to959

create the summary.960

G) When including sentences or segments of the961

article in the summary, the author replaces962

words or expressions with semantically equiv-963

alent ones:964

0: Does not apply; it is not a summary.965

1: Never.966

2: Sometimes.967

3: Quite often.968

H) The summary includes generalizations of in-969

formation extracted from the article. A gener-970

alization is describing one or more concepts971

using a less specific word (e.g., “Matthew and972

Amanda reappear in the new sequel of the973

acclaimed fiction movies of galactic adven-974

tures series” in the summary “Matthew and975

Amanda” could be grouped as “The main ac-976

tors . . . ”):977

0: Does not apply; it is not a summary.978

1: No information can be considered sus-979

ceptible to generalization without a sig-980

nificant loss of information.981

2: No information susceptible to generaliza-982

tion was generalized.983

3: Less than half of the information suscep-984

tible to generalization was generalized;985

the rest was not generalized.986

4: More than half of the information suscep-987

tible to generalization was generalized.988

I) The summary includes specifications of infor-989

mation extracted from the article. A specifi-990

cation would be to use expressions or words991

that make the information more specific (e.g.,992

“The race driver has won his ninth F1 World993

Championship Grand Prix” in the summary994

“The race driver” could be detailed as “The995

F1 driver . . . ”):996

0: Does not apply; it is not a summary.997

1: No information can be considered sus-998

ceptible to specification.999

2: No information susceptible to specifica-1000

tion was specified.1001

3: At most, half of the information suscep- 1002

tible to specification was specified; the 1003

rest was not specified. 1004

4: More than half of the information sus- 1005

ceptible to specification was specified. 1006

J) The author of the summary rearranges the 1007

chosen information. For example, if facts A- 1008

B-C appear in the article, the author refers 1009

to them in the following order B-A-C in the 1010

summary: 1011

0: Does not apply; it is not a summary. 1012

1: Never. 1013

2: On one occasion. 1014

3: On several occasions. 1015

B ANONYM: Anonymized App Name 1016

Fig. 7 presents the labeling application devel- 1017

oped for the labeling process called ANONYM 1018

(Anonymized App Name). The application was de- 1019

veloped with Python 3 and PyWebview (Sirokov, 1020

2024), a framework for developing GUI appli- 1021

cations with HTML and CSS. The application 1022

would be capable of handling different labeling text 1023

tasks by just developing an HTML web page for 1024

the task needings (supports HTML with CSS and 1025

JavaScript). ANONYM is available as a Python 1026

module. 1027

For the labeling task of this work, we split the 1028

labeling window into two parts. On the left side, 1029

the annotator could see the guidelines in English 1030

and Spanish (“Questions” and “Preguntas” tabs) 1031

and the Document and Summary to work with. On 1032

the right side, the annotator had the 10 questions to 1033

answer. Additionally, and to facilitate the labeling 1034

process, the application presented the exact Com- 1035

mon Long Sequences between the document and 1036

the summary in different colors. 1037

Figure 7: Labeling window of a sample in the
ANONYM application.
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C Average Pair-wise Annotator1038

Agreement1039

Fig. 8 shows the average Cohen’s Kappa agree-1040

ment between two given annotators. White spaces1041

are combinations that did not occur in the labeling1042

process. The agreement is measured with the Rel-1043

ative distance (Eq. (1), Section 2.5) between two1044

annotators and the 10 questions at once.1045

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16
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81 74 80 60 70 72 72 47 76 73 69 68 80 85
81 80 77 75 72 76 76 75 80 82 81 79 75 75 76 78
74 80 81 68 73 69 73 76 75 79 72 78 84 86
80 77 81 71 66 68 85 78 71 77 79 78 82 76 78 76
60 75 71 72 73 70 74 77 68 71 66 67 63 70
70 72 68 66 72 82 75 62 56 63 63 63 74
72 76 73 68 73 82 84 78 73 70 75 69 94

76 69 85 70 75 66 81 82 74 69 74 85
72 75 73 78 74 62 84 66 80 77 80 68 74 65 68
47 80 76 71 77 56 81 80 83 80 67 74 71 68 84
76 82 75 77 68 63 78 82 77 83 82 73 70 67 76 85
73 81 79 79 71 73 74 80 80 82 71 74 75 82

79 72 78 66 63 70 68 67 73 71 67 73 75 66
69 75 82 67 75 69 74 74 70 67 75 73 70
68 75 78 76 63 69 74 65 71 67 74 73 75 62 72
80 76 84 78 70 63 68 68 76 75 75 73 62 85
85 78 86 76 74 94 85 84 85 82 66 70 72 85

0

20

40

60

80

100

Figure 8: Average of Cohen’s Kappa pair-wise agree-
ment score (Relative distance).

D Extended Results for Abstractivity1046

Inducting Features tasks1047

Table 7 details the results obtained by all models for1048

the Abstractivity Inducting Features classification1049

task with Median dataset. System configurations1050

are sorted in ascending order by the M-Dist col-1051

umn.1052

Mthd M-Dist ↓ Precis ↑ Recall ↑ F1 ↑
RnF 35.5 34.7

36.3 47.9 45.0
50.9 45.4 43.6

47.3 43.4 41.5
45.2

SVM 38.4 36.9
39.8 41.6 38.4

44.7 42.1 40.7
43.5 37.7 36.1

39.3

LgR 39.6 38.6
40.6 48.2 45.2

51.3 45.0 43.4
46.6 42.2 40.6

43.9

lSVM 40.7 39.9
41.6 46.6 43.8

49.3 43.7 42.3
45.0 40.7 39.4

42.1

MLP 41.9 40.7
43.0 48.5 46.9

50.2 45.8 44.0
47.5 44.9 43.3

46.4

Table 7: Results of models for Abstractivity Inducting
Features classification task in Median dataset.

Table 8 shows the results obtained by all mod-1053

els for the AIFs regression task with Annotators1054

dataset.1055

Mthd M-Dist ↓ RMSE ↓ MdAE ↓

MLP 38.9 38.4
39.4 0.76 0.75

0.77 0.57 0.56
0.58

LiR 39.0 38.6
39.5 0.77 0.75

0.78 0.59 0.58
0.60

lSVM 40.6 40.1
41.0 0.78 0.77

0.79 0.59 0.57
0.60

RnF 40.8 40.3
41.3 0.79 0.78

0.80 0.58 0.56
0.60

SVM 40.9 40.3
41.5 0.78 0.77

0.79 0.55 0.53
0.56

Table 8: Results of models for AIFs regression task in
Annotators dataset.

E Extended Results for Abstractivity 1056

Level tasks 1057

Table 9 details the results for Abstractivity Level 1058

classification in Median dataset obtained by all 1059

configurations for AIFs-to-AL (A), End-to-End (E) 1060

systems, and top-10 configurations for Pipeline (P) 1061

systems. Numbers in bold are the best average 1062

values in their columns, excluding type A type sys- 1063

tems since they are not models that can work with 1064

the document-summary text, they need the AIFs 1065

information. 1066

Type Mthd R-Dist ↓ Precis ↑ Recall ↑ F1 ↑
A RnF 9.6 08.6

10.6 68.5 64.6
72.4 63.1 59.1

67.0 63.5 59.6
67.5

P SVM+RnF 10.2 09.2
11.2 64.4 60.3

68.5 60.3 56.8
63.8 60.3 56.7

64.0

P RnF+LgR 10.3 09.5
11.2 64.3 60.9

67.7 57.7 54.3
61.1 58.2 54.9

61.5

P lSVM+RnF 10.4 09.4
11.4 64.7 60.6

68.7 60.8 57.2
64.4 60.6 56.9

64.3

P MLP+LgR 10.4 09.4
11.4 62.6 57.9

67.2 57.9 53.5
62.3 58.0 53.8

62.1

P MLP+RnF 10.5 09.5
11.4 64.4 60.4

68.3 60.0 56.7
63.4 60.2 56.8

63.6

P LgR+RnF 10.5 09.5
11.5 63.3 59.5

67.0 60.1 56.7
63.5 59.8 56.3

63.3

E RnF 10.6 09.7
11.5 64.2 60.7

67.6 60.0 56.4
63.6 60.1 56.8

63.5

E LgR 10.6 09.6
11.6 62.8 58.4

67.3 57.5 53.9
61.1 56.9 53.4

60.4

P RnF+RnF 10.7 09.8
11.5 64.3 61.0

67.7 59.4 55.9
62.9 59.8 56.5

63.1

P LgR+LgR 11.0 10.0
12.0 63.1 59.0

67.2 58.2 54.6
61.8 57.7 54.1

61.3

P lSVM+LgR 11.0 10.0
12.1 62.6 58.2

67.1 57.5 53.9
61.2 57.3 53.5

61.1

A LgR 11.1 10.2
11.9 58.5 54.7

62.3 54.5 51.5
57.6 54.9 51.7

58.1

P RnF+lSVM 11.1 10.1
12.1 61.1 56.7

65.5 56.4 52.5
60.3 55.8 51.9

59.6

E lSVM 11.3 10.4
12.1 61.5 56.6

66.4 55.8 52.6
59.0 54.4 50.9

57.8

A lSVM 11.3 10.2
12.5 56.8 52.4

61.3 54.3 50.0
58.5 53.9 49.6

58.1

A MLP 12.0 10.7
13.3 58.3 53.6

62.9 54.3 49.8
58.8 54.4 50.1

58.7

A SVM 12.3 11.7
13.0 50.1 46.8

53.3 45.2 42.6
47.8 41.6 39.2

43.9

E SVM 12.9 12.2
13.5 49.3 45.9

52.7 43.7 41.7
45.7 39.6 37.9

41.3

E MLP 13.3 12.6
14.0 52.1 49.0

55.1 50.4 47.7
53.2 49.7 46.9

52.5

Table 9: Results of systems for Abstractivity Level clas-
sification task in Median dataset.

13



Table 10 details the results obtained all AIFs-to-1067

AL and End-to-End systems for Abstractivity Level1068

regression task with Annotators dataset, and top-101069

configurations for Pipeline systems.1070

Type Mthd R-Dist ↓ RMSE ↓ MdAE ↓
A lSVM 13.62 13.13

14.11 0.88 00.85
00.91 0.56 00.53

00.59

A SVM 13.77 13.30
14.23 0.89 00.86

00.91 0.56 00.54
00.59

A MLP 13.83 13.35
14.31 0.88 00.86

00.91 0.56 00.54
00.61

A LiR 13.96 13.37
14.56 0.89 00.85

00.93 0.60 00.56
00.63

A RnF 14.30 13.75
14.85 0.90 00.87

00.93 0.60 00.56
00.65

P SVM+lSVM 14.73 14.09
15.37 0.95 00.92

00.98 0.59 00.56
00.62

E lSVM 14.85 14.20
15.50 0.96 00.93

01.00 0.56 00.54
00.61

P lSVM+lSVM 14.88 14.27
15.49 0.95 00.92

00.98 0.60 00.56
00.63

P MLP+lSVM 14.97 14.43
15.50 0.94 00.91

00.97 0.64 00.61
00.67

P LiR+lSVM 14.97 14.41
15.52 0.94 00.91

00.97 0.63 00.60
00.66

P lSVM+SVM 14.99 14.36
15.62 0.98 00.94

01.01 0.56 00.55
00.60

P LiR+SVM 15.02 14.42
15.62 0.97 00.93

01.00 0.59 00.56
00.62

P RnF+SVM 15.06 14.47
15.65 0.97 00.94

01.00 0.62 00.59
00.65

P SVM+SVM 15.08 14.45
15.70 0.98 00.95

01.02 0.59 00.56
00.62

P RnF+lSVM 15.09 14.53
15.64 0.95 00.92

00.98 0.66 00.63
00.69

P MLP+SVM 15.09 14.53
15.65 0.97 00.93

01.00 0.59 00.56
00.62

E SVM 15.13 14.55
15.72 0.97 00.94

01.01 0.61 00.59
00.64

E MLP 15.31 14.84
15.78 0.94 00.92

00.97 0.66 00.64
00.69

E LiR 15.40 14.76
16.03 0.96 00.91

01.00 0.65 00.61
00.70

E RnF 15.45 14.91
16.00 0.96 00.93

00.99 0.65 00.62
00.68

Table 10: Results systems for Abstractivity Level re-
gression task in Annotators dataset.
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