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ABSTRACT

Neural network-based methods have recently demonstrated state-of-the-art results on image synthesis and super-resolution tasks, in particular by using variants of generative adversarial networks (GANs) with supervised feature losses. Nevertheless, previous feature loss formulations rely on the availability of large auxiliary classifier networks, and labeled datasets that enable such classifiers to be trained. Furthermore, there has been comparatively little work to explore the applicability of GAN-based methods to domains other than images and video. In this work we explore a GAN-based method for audio processing, and develop a convolutional neural network architecture to perform audio super-resolution. In addition to several new architectural building blocks for audio processing, a key component of our approach is the use of an autoencoder-based loss that enables training in the GAN framework, with feature losses derived from unlabeled data. We explore the impact of our architectural choices, and demonstrate significant improvements over previous works in terms of both objective and perceptual quality.

1 INTRODUCTION

Deep convolutional neural networks (CNNs) have become a cornerstone in modern solutions for image and audio analysis. Such networks have excelled at supervised discrimination tasks, for instance on ImageNet (Deng et al., 2009; Simonyan & Zisserman, 2014), where image classifier networks are trained on a large corpus of labeled data. More recently, CNNs have successfully been applied to data synthesis problems in the context of generative adversarial networks (GANs) (Goodfellow et al., 2014). In the GAN framework, a neural network is used to synthesize new instances from a modeled distribution, or resolve missing details given lossy observations. In the latter case, the GANs have been shown to greatly improve reconstruction of fine texture details for images, compared to standalone pixel-space losses that result in overly smoothed outputs (Dosovitskiy & Brox, 2016; Isola et al., 2017; Ledig et al., 2017). However, GANs are notoriously hard to train, and the use of conventional pixel-space objectives in conjunction with an adversarial loss either de-stabilizes training, or results in outputs with significant artifacts.

To address the smoothness problem described above, previous works typically augment or replace conventional pixel-space losses with a feature loss (also called a perceptual loss) (Dosovitskiy & Brox, 2016; Ledig et al., 2017; Johnson et al., 2016). Instead of distance in raw pixel-space, such feature losses reflect distance in terms of the feature maps of an auxiliary neural network. While classifier-based feature losses are effective, they require either a pre-trained neural network that is applicable to the problem domain (e.g., synthesizing images of cats), or a labeled dataset that is amenable to training a relevant classifier.

Training new classifiers for use in a feature loss can be non-trivial for several reasons. Besides the difficulty of training large classifiers that are commonly used for feature losses, such as VGG (Simonyan & Zisserman, 2014), creating a labeled dataset that is sufficiently large and diverse is often infeasible. Finally, it is unclear what level of label granularity and specificity is needed for a useful feature loss. For instance, for training a feature loss over the distribution of plants, we are not aware of any evidence to suggest that the plant species would necessarily be more useful than a less specific label, such as the genus.
In this work, we sidestep the difficulty of training auxiliary classifiers by developing a feature loss that is unsupervised. In particular, we focus on an audio modeling task called super-resolution, where the goal is to generate high-quality audio given down-sampled, low-resolution input. Inspired by previous work on audio and image super-resolution, we develop a neural network architecture for end-to-end super-resolution that operates on raw audio. We show that when trained in the GAN framework, the use of the unsupervised feature loss stabilizes training, and results in significant improvements in terms of both perceptual and objective metrics. In addition to providing new algorithms to model audio, our work suggests new techniques to improve GAN-based methods in other domains such as images and video.

2 BACKGROUND & RELATED WORK

Audio super-resolution Audio super-resolution is the task of constructing a high-resolution audio signal from a low-resolution signal that contains a fraction of the original samples. Concretely, given a low-resolution sequence of audio samples \( x_l = (x_{1/l}, ..., x_{R_lT/R_l}) \), we wish to synthesize a high-resolution audio signal \( x_h = (x_{1/h}, ..., x_{R_hT/R_h}) \), where \( R_l \) and \( R_h \) are the sampling rates of the low and high-resolution signals, respectively. We denote \( R = R_h / R_l \) as the upsampling ratio, which ranges from 2 to 6 in this work. Note that since the bandwidth of a signal sampled at rate \( r \) is limited to the Nyquist frequency \( r/2 \), audio super-resolution is equivalent to reconstructing the missing frequency content between frequencies \( R_l/2 \) and \( R_h/2 \).

There is a vast body of prior work on audio super-resolution in the signal and audio processing communities under the term *artificial bandwidth extension* (Larsen & Aarts, 2004). Neural network-based methods in this domain generally apply a DNN on top of hand-crafted features as part of larger, complex bandwidth extension systems (Liu et al., 2015; Abel & Fingscheidt, 2018). Gaussian mixture and hidden Markov models have also been used (Bachhav et al., 2017; Tokuda et al., 2013), but these methods generally perform worse compared to neural network-based methods (Abel & Fingscheidt, 2018). In contrast with the works above, our method does not rely on hand-crafted features (e.g., transformations or Mel-frequency cepstrum coefficients), and is not specific to problems in speech modeling.

Audio modeling with neural networks Learning-based approaches for audio have also been explored in the largely in the context of representation learning, generative modeling, and text-to-speech (TTS) systems. Unsupervised methods such as convolutional deep belief networks (Lee et al., 2009) and bottleneck CNNs (Aytar et al., 2016) have been shown to learn useful representations from audio, such as phonemes and sound textures. Stacked autoencoders (Vincent et al., 2010) and variational autoencoders (Kingma & Welling, 2014; Sonderby et al., 2016) have been used for denoising, image generation, and music synthesis (Saroff & Casey, 2014). Bottleneck-like CNNs have also demonstrated significant improvements for audio super-resolution in supervised settings compared to previous DNN and spline-based methods (Kuleshov et al., 2017). Donahue et al. (2018) are among the first to develop methods for raw audio synthesis with GANs. Notably, Donahue et al. (2018) highlight important differences between audio and image generation, and show that non-trivial modifications of GAN architectures are required to generate diverse and plausible audio outputs. We build on the works above by developing a GAN framework for audio super-resolution with an improved bottleneck-style generator, and show that leveraging representations learned from unsupervised training greatly aid the super-resolution task. Although computationally intensive, autoregressive probabilistic models have recently demonstrated state-of-the-art results for generation of music (Engel et al., 2017), general audio (van den Oord et al., 2016; Mehri et al., 2017), and for parametric TTS systems (Sotelo et al., 2017). We are not aware of any efforts to explore autoregressive modeling for super-resolution, but we believe it may be a promising future direction.

Generative adversarial networks for images Generative methods have been extensively explored for image generation and super-resolution. Building upon the original formulation of Goodfellow et al. (2014), GANs have been continuously improved to generate plausible, high-fidelity images (Radford et al., 2015; Denton et al., 2015; Berthelot et al., 2017; Karras et al., 2018). GAN variants conditioned on class labels or object sketches have also demonstrated promising results on tasks such as in-painting and style transfer (Mirza & Osindero, 2014; Isola et al., 2017).

1 Audio samples are available at https://sites.google.com/view/unsupervised-audiosr/home
3 Method

GANs for Super-Resolution  GANs developed for super-resolution tasks have several important differences compared to the original formulation of Goodfellow et al. (2014). When used to generate new instances from a modeled data distribution \( p_{\text{data}} \), the generator \((G)\) parameterized by \( \theta_G \) learns the mapping to data space as \( G(z; \theta_G) \), where \( z \) is a low-dimensional latent vector sampled from a noise prior. The discriminator \((D)\) parameterized by \( \theta_D \) then estimates the probability that \( G(z; \theta_G) \) was drawn from \( p_{\text{data}} \). Rather than the generator distribution \( p_G \). In contrast, for deterministic super-resolution, \( G \) is no longer conditioned on noise and learns the mapping to high-resolution data space \( p_h \) as \( G(x_l; \theta_G) \), where \( x_l \) is drawn from the low-resolution data distribution \( p_l \). The task of \( D \) is to discriminate between samples drawn from the high-resolution and super-resolution (generator) distributions \( p_h \) and \( p_g \), respectively. Since low-resolution data \( x_l \) corresponds directly to downsampled, high-resolution data \( x_h \) during training, we expect \( G(x_l; \theta_G) \approx x_h \). This is in contrast to general GANs where \( G(z; \theta_G) \) is ideally dissimilar to instances from the training set. \( G \) and \( D \) are optimized according to the two-player minimax problem:

\[
\min_{\theta_G} \max_{\theta_D} \mathbb{E}_{x_h \sim p_h(x_h)} \left[ \log D \left( x_h; \theta_D \right) \right] + \mathbb{E}_{x_l \sim p_l(x_l)} \left[ \log(1 - D \left( G \left( x_l; \theta_G \right) \right)) \right]
\]  

(1)

This framework enables the joint optimization of two neural networks - \( G \) generates super-resolution data with the goal of fooling \( D \), and \( D \) is trained to distinguish between real and super-resolved data. Thus, the GAN approach encourages \( G \) to learn solutions that are hard to distinguish from real, high-resolution datum.

Architecture overview  MU-GAN (Multiscale U-net GAN) is composed of three models - a Generator \((G)\), Discriminator \((D)\), and stacked convolutional autoencoder \((A)\) (Figure 1). The generator’s task is to learn the mapping between the low and high-resolution data spaces, corresponding to signals \( x_l \) and \( x_h \), respectively. The discriminator’s task is then to classify whether presented data instances are real, or produced by the generator. In addition to \( G \) and \( D \), the stacked autoencoder extracts perceptually-relevant features from both real and super-resolved data for use in feature-space loss functions. The use of \( A \) is crucial in the GAN framework, as generators trained solely on L2 or other pixel-space losses suffer from training instability or output artifacts (Ledig et al., 2017).

Multiscale convolutional layers  In comparison to images, audio signals are inherently periodic with time-scales on the order of 10’s to 100’s of samples. As a consequence, filters with very large receptive fields are required to create high quality, raw audio (Donahue et al., 2018; van den Oord et al., 2016). At the same time, previous work with classifier models suggests that varying the filter size within a network helps capture information at multiple scales (Szegedy et al., 2015). Leveraging these observations, we develop a multiscale convolutional building block composed of concatenated 3x3, 9x1, 27x1, and 81x1 filters. In practice, and with a fixed number of parameters for a given layer, we found that filters larger than 81x1 provided no additional benefit, while omitting large filter sizes resulted in significantly degraded audio quality. We interpret the poor performance of small filters as being a byproduct of their frequency selectivity; it is well known from signal processing theory that the resolution of an FIR filter’s frequency response is proportional to the length of the filter.

Superpixel layers  Methods for manipulating spatial resolution are a key component in image and audio synthesis models. Recently, it has been shown that pooling and strided convolutions tend to induce periodic “checkerboard” artifacts (Odena et al., 2016; Donahue et al., 2018). These artifacts
Figure 3: Generator and discriminator models.

The high-level architecture for the generator network (Figure 3, top) is inspired by autoencoder-like U-net models (Ronneberger et al., 2015; Isola et al., 2017; Kuleshov et al., 2017). In a U-net-style model, the first half of the network consists of $B$ downsampling blocks (D-blocks) that perform feature extraction at multiple scales and resolutions. The second half the model consists of $B$ upsampling blocks (U-blocks), which successively increase the spatial resolution of the signal. A crucial feature of the U-net is that each U-block receives not only features extracted from along the main trunk, but also raw features directly from the D-block of matching spatial resolution. This increases feature reuse, and prevents information loss that would otherwise occur if the signal was imperfectly compressible along the main trunk. Note that to have matching resolutions at the input and output of the generator, we first upsample the low-resolution signal to the target resolution with a cubic spline. While having matching U-net input/output resolutions is not strictly necessary, it enables an additive residual connection that accelerates training and improves performance with deeper models (He et al., 2015; Kuleshov et al., 2017).

The Discriminator (Figure 3, bottom) is used during training to differentiate between real, high-resolution audio and super-resolved signals produced by the generator. Our design is loosely based on the recommendations of Radford et al. (2015), and the image discriminator from Ledig et al. (2017). All discriminator activations are LeakyReLU (Maas et al., 2013) with $\alpha = 0.2$. As with the generator, we use the superpixel layer described above instead of strided convolutions, which reduces artifacts in the loss gradients (Odena et al., 2016). Hence, the feature map spatial resolution decreases by a factor of two with each convolutional layer. The output of the discriminator is composed of two fully-connected layers, with a standard sigmoid as the final activation.

The autoencoder $A$ is used to extract perceptually relevant features from the low and high-resolution signals. The features extracted by $A$ are incorporated in the generator’s feature loss $L_f$, which is described in more detail in following sections. For the specific implementation of $A$, we use a modified version of the generator model that excludes all stacking and residual connections. Hence, the model for $A$ is a stacked autoencoder, augmented with multiscale convolutional layers, and super/sub-pixel layers for down/up-sampling.
**Loss functions**  
MU-GAN incorporates several loss terms for training the generator and discriminator. The first term in the generator loss is the pixel-space L2 loss, given by:

\[
L_{\text{pix}} = \frac{1}{W} \sum_{i=1}^{W} \| x_{h,i} - G(x_l)_i \|_2^2.
\]  

(2)

We found that using only the pixel-space and adversarial losses either resulted in little to no improvement over the baseline non-GAN model, or introduced audible artifacts (e.g., high-frequency tones). These findings are in line with those of Ledig et al. (2017), who experience similar issues with images. Ledig et al. (2017) posit that the poor performance of the pixel-space loss in the GAN setting is due to the competing nature of the adversarial and pixel-space losses.

As described in Section 2, the use of a feature loss with GAN training encourages the generator to learn solutions that incorporate perceptually relevant details, such as texture in images. Given the autoencoder \( A \), we denote the output feature tensor at the bottleneck of the autoencoder as \( \phi \). The feature loss \( L_f \) is then given by:

\[
L_f = \frac{1}{C_f W_f} \sum_{c=1}^{C_f} \sum_{i=1}^{W_f} \| \phi(x_h)_i,c - \phi(G(x_l))_i,c \|_2^2,
\]

(3)

where \( W_f \) and \( C_f \) denote the width and channel dimensions for the feature maps of autoencoder bottleneck.

The adversarial loss \( L_{\text{adv}} \) is determined by discriminator’s ability to discern whether data produced by the generator is real or fake. We use the gradient-friendly formulation originally posed in Goodfellow et al. (2014), given by:

\[
L_{\text{adv}} = -\log D(G(x_l)).
\]

(4)

The composite loss \( L_G \) for the generator is then given by the sum of the losses above, and the discriminator loss \( L_D \) derives directly from the GAN optimization objective in Equation 1, i.e.,

\[
L_G = L_{\text{pix}} + \lambda_f L_f + \lambda_{\text{adv}} L_{\text{adv}},
\]

(5)

\[
L_D = -[\log D(x_h) + \log(1 - D(G(x_l))]
\]

(6)

where \( \lambda_f \) and \( \lambda_{\text{adv}} \) are constant scaling factors.

4 Experiments

**Datasets**  
We evaluate our methods on three super-resolution tasks derived from the VCTK Corpus (Yamagishi), and the non-vocal music dataset from Mehri et al. (2017). VCTK consists of 44 hours of audio from 109 different speakers of varying ages and accents. The Piano dataset consists of 10 hours of non-vocal music from Beethoven’s 32 piano sonatas. For speech from VCTK, we compose a dataset using recordings from a single speaker (the Speaker1 task), and a dataset using recordings from multiple speakers (the Speaker100 task). The dataset for Speaker1 consists of the first 223 recordings from VCTK speaker ID#225 for training, and the final 8 recordings for testing. Speaker100 uses all of the recordings from the first 100 VCTK speakers for training, and recordings from the last 9 speakers for testing. Finally, for Piano, we use the standard 88%-6%-6% train/validation/test split. For all tasks, the dataset is created by first applying an anti-aliasing lowpass filter, and then sampling random patches of fixed length from the resulting audio. We sample patches of length 16384, with a fixed stride of 4096 samples. Note that for the sake of direct comparison, the datasets above are the same as those used in Kuleshov et al. (2017).
Training methodology For Speaker1, we instantiate variants of MU-GAN and train for 400 epochs. For the larger datasets Speaker99 and Piano, models are trained for 150 epochs. The epoch number is empirically selected based on observed convergence, and performance saturation on the validation set. For all models, we use the ADAM optimizer with learning rate $1e-4$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, and a batch size of 32. For the autoencoder feature losses, we instantiate a model with $L = 4$, and train for 400 epochs on the same dataset as its associated GAN model.

Performance metrics We use three metrics to assess the quality of super-resolved audio: (1) signal-to-noise ratio (SNR), (2) log-spectral distance (LSD), and (3) mean opinion score (MOS). The SNR is a standard metric in signal processing communities, defined as

$$\text{SNR}(x, x_{\text{ref}}) = 10 \log_{10} \frac{\|x_{\text{ref}}\|_2^2}{\|x - x_{\text{ref}}\|_2^2}, \quad (7)$$

where $x$ is an approximation of reference signal $x_{\text{ref}}$. However, it has been shown that measures of sample-wise differences, such as SNR, have limited correlation to perceptual quality (Wang et al., 2004; Emiya et al., 2011). LSD (Gray & Markel, 1976) measures differences between signal frequencies, and has better correlation with perceptual quality compared to SNR (Jie et al., 2014; Kuleshov et al., 2017). Given short-time discrete Fourier transforms $X$ and $X_{\text{ref}}$, the LSD is given by

$$\text{LSD}(X, X_{\text{ref}}) = \frac{1}{W} \sum_{w=1}^{W} \left( \frac{1}{K} \sum_{k=1}^{N} \left( \log_{10} \frac{|X(w, k)|^2}{|X_{\text{ref}}(w, k)|^2} \right)^2 \right), \quad (8)$$

where $w$ and $k$ are the time window and frequency bin indices, respectively. We use non-overlapping Fourier transform windows of length 2048. Note that LSD is symmetric with respect to its arguments, while SNR is not. Perceptual evaluation of speech quality (PESQ) (ITU-T, 2001) is an industry-standard methodology for the assessment of audio quality in voice communication systems. Given reference and degraded audio signals, PESQ models the mean opinion score (MOS) of a group of listeners. Specifically, we use PESQ to produce MOS-LQO (listening quality objective) scores (ITU-T, 2003), which range from 1 (bad) to 5 (excellent).

Impact of superpixel layers We evaluate the impact of the superpixel layer proposed in Section 3 by comparing a baseline multiscale U-net with strided convolutions (Strided) against a multiscale U-net with superpixel layers (Super). We halve the number of convolutional kernels in each down-sampling layer for Super such that the output feature map dimensions at each downsampling and upsampling layer are identical to those in Strided. We train both model types with the baseline $L_2$ loss for 400 epochs on the Speaker1 task.

Table 1a shows the average wall time per minibatch with both $L = 4$ and $L = 8$ (L upsampling and L downsampling layers). Notably, the use of superpixel layers results in $\sim 14\%$ improvement in training time, invariant to model size. Profiling layer execution times confirmed that the convolutional layers in Super are roughly twice as fast as those in Strided in both the forward and backward training passes. the reduction in convolutional kernels prior to the superpixel operation.

Table 1b shows that across varying upsampling ratios, the difference in audio quality between Super and Strided is marginal. Differences in audio produced by the two methods were also imperceptible in informal self-blinded listening tests.

Performance comparison Table 2 shows the quantitative performance of MU-GAN against other recent works. We denote MU-GAN8 as an instance of MU-GAN with a depth parameter of $L = 8$, i.e., with 8 downsampling and 8 upsampling blocks. U-net4 is the model with $L = 4$ from Kuleshov et al. (2017). To eliminate depth as a factor in the performance comparison, we implement a version of the model from Kuleshov et al. (2017) with $L = 8$, which we denote as U-net8.

Table 2 shows that MU-GAN8 often performs worse in terms of SNR compared to other models. However, MU-GAN8 has superior performance in terms of perceptual quality, as shown by the LSD
Table 1: Comparison of superpixel and strided convolutional layers.

(a) Training time per minibatch

<table>
<thead>
<tr>
<th>Depth Parameter</th>
<th>$L = 4$</th>
<th>$L = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strided</td>
<td>149.8 s</td>
<td>195.1 s</td>
</tr>
<tr>
<td>Super</td>
<td>128.1 s</td>
<td>168.0 s</td>
</tr>
<tr>
<td>Speedup</td>
<td>14.5%</td>
<td>13.8%</td>
</tr>
</tbody>
</table>

(b) Quality metrics

<table>
<thead>
<tr>
<th>Upsampling Ratio</th>
<th>$R = 2$</th>
<th>$R = 4$</th>
<th>$R = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>Strided</td>
<td>21.67</td>
<td>18.45</td>
</tr>
<tr>
<td></td>
<td>Super</td>
<td>21.75</td>
<td>18.41</td>
</tr>
<tr>
<td>LSD</td>
<td>Strided</td>
<td>1.67</td>
<td>2.20</td>
</tr>
<tr>
<td></td>
<td>Super</td>
<td>1.70</td>
<td>2.08</td>
</tr>
<tr>
<td>MOS-LQO</td>
<td>Strided</td>
<td>3.57</td>
<td>3.13</td>
</tr>
<tr>
<td></td>
<td>Super</td>
<td>3.53</td>
<td>3.15</td>
</tr>
</tbody>
</table>

Table 2: Quantitative comparison with previous works

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U$-net4</td>
<td>$U$-net8</td>
</tr>
<tr>
<td><strong>Speaker1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>21.1</td>
<td><strong>21.9</strong></td>
</tr>
<tr>
<td>LSD</td>
<td>3.2</td>
<td>2.2</td>
</tr>
<tr>
<td>MOS-LQO</td>
<td>-</td>
<td>3.5</td>
</tr>
<tr>
<td><strong>Speaker99</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td><strong>20.7</strong></td>
<td>20.1</td>
</tr>
<tr>
<td>LSD</td>
<td>3.1</td>
<td>2.2</td>
</tr>
<tr>
<td>MOS-LQO</td>
<td>-</td>
<td>3.1</td>
</tr>
<tr>
<td><strong>Piano</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>30.1</td>
<td>45.0</td>
</tr>
<tr>
<td>LSD</td>
<td>3.4</td>
<td>1.1</td>
</tr>
</tbody>
</table>

and MOS-LQO metrics. This supports previous evidence (Ledig et al., 2017) that feature losses in the GAN framework are well-suited for tasks that involve content synthesis or reconstruction. The exception is with the Piano task, where MU-GAN8 achieves over 20 dB over the U-net baseline. We hypothesize that despite being a larger dataset, the Piano dataset is intrinsically sparse in terms of musical features, compared variation in speech.

5 Conclusion

In this paper we develop methods to enable the application of GANs to audio processing, in particular with classifier-free feature losses. In addition to several new model building blocks, we show that a stacked autoencoder can be used to implement a high-performance feature loss in the context of audio super-resolution. Demonstrated on several speech and music super-resolution tasks, we show significant performance improvements. While our model is specialized for audio processing, we believe that methods such as the unsupervised feature loss will be useful for other problem domains.
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