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Abstract

For understanding generic documents, information like font sizes, column layout,
and generally the positioning of words may carry semantic information that is
crucial for solving a downstream document intelligence task. Our novel BERT-
grid, which is based on Chargrid by Katti et al. (2018), represents a document
as a grid of contextualized word piece embedding vectors, thereby making its
spatial structure and semantics accessible to the processing neural network. The
contextualized embedding vectors are retrieved from a BERT language model. We
use BERTgrid in combination with a fully convolutional network on a semantic
instance segmentation task for extracting fields from invoices. We demonstrate its
performance on tabulated line item and document header field extraction.

1 Introduction

Documents often come in a variety of layouts and formats. For instance, a single document may
contain isolated text boxes, tabular arrangements, multiple columns, and different font sizes. This
layout can carry crucial semantic information. In classical natural language processing (NLP),
however, the layout information is completely discarded as the document text is simply a sequence
of words. Without access to the layout, a downstream task such as extraction of tabulated data can
become much harder – and in some cases impossible to solve – since the necessary serialization may
lead to severe information loss. Instead of working on the textual level, it is possible to directly apply
methods from computer vision (CV) (e.g. Ren et al. (2015)) to work on the raw document pixel level
which naturally retains the two-dimensional (2D) document structure. However, this is impractical,
as a machine learning model would first need to learn textual information from the raw pixel data
followed by the semantics.

Recent approaches have designed a hybrid between NLP and CV methods for document intelligence:
Chargrid (Katti et al. (2018)), followed more recently by CUTIE (Zhao et al. (2019)), construct a 2D
grid of characters or words from a document and feed it into a neural model, thereby preserving the
spatial arrangement of the document. The symbols in the original document are embedded in some
vector space, yielding a rank-3 tensor (width, height, embedding). Both papers report significant
benefits of using such a grid approach over purely sequential 1D input representations, especially for
semantically understanding tabulated or otherwise spatially arranged text like line items.

With our contribution BERTgrid, we incorporate contextualized embedding into the grid document
representation. More specifically, we use a BERT language model (Devlin et al. (2019)) pre-trained
on a large pool of unlabeled documents from the target domain to compute contextualized feature
vectors for every word piece in a document. We demonstrate the effectiveness of BERTgrid on an
invoice information extraction task from document tables and headers. We compare our results to
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Figure 1: The BERTgrid pipeline. The OCR step is optional and not necessary for file formats which
directly encode words and their positions (e.g. HTML, DOC, or PDF).

Chargrid and find significant improvements from 61.76% ± 0.72 to 65.48% ± 0.58 on an invoice
dataset previously described in Katti et al. (2018).

2 Method

2.1 BERTgrid document representation

Instead of constructing a grid on the character level and embedding each character with one-hot
encoding as in Katti et al. (2018), we construct a grid on the word-piece level and embed with dense
contextualized vectors from a BERT language model.

Formally, let a document be denoted by D :=
{(
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]
be the line-by-line serialized

version of D. Using all word pieces j ∈ {1, . . . , n}, the BERTgrid representation of the document is
defined as
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(1)

where d is the embedding dimensionality, e is the embedding function, and 0d denotes an all-zero
vector which we use for background. We implement e using a pre-trained BERT language model.
During evaluation of e, S is fed into the BERT model. The representation of the second-to-last
hidden layer for the jth position is used to embed w(j) at position x, y in W . Fig. 2 (d) visualizes a
BERTgrid tensor W .

2.2 Models

Our model pipeline is summarized in Fig. 1. A raw document image is first passed through an OCR
engine to retrieve the words and their positions, i.e. D. We then serialize D resulting in S which is
subsequently passed through a BERT language model (BERTBASE configuration from Devlin et al.
(2019)) to get a contextualized vector for each word. Together with positional information from D,
we construct W according to Eq. 1. For our downstream information extraction task, we use the same
fully convolutional encoder-decoder neural network architecture and the same semantic segmentation
and bounding box regression training tasks as Katti et al. (2018), except W is the input to the neural
network. Just like in Katti et al. (2018), we obtain extracted document strings by comparing the
predicted segmentation mask and bounding boxes with D. We interchangeably use BERTgrid for
denoting just the document representation or the complete model consisting of input and network.

As an extension to BERTgrid, we also construct a second model [C+BERTgrid] which combines the
Chargrid and BERTgrid input representations. For that, we replicate the first convolutional block of
the neural network to have a Chargrid and a BERTgrid branch. Both are subsequently merged by
adding the two hidden representations.

We further create a [Wordgrid] model and likewise a [C+Wordgrid] model. The Wordgrid represen-
tation is identical to Chargrid in that it is non-contextualized. The embedding, however, is on the
word level, learned with word2vec (Mikolov et al. (2013)) on the unlabeled invoices. The [Wordgrid]
representation replicates Zhao et al. (2019) except it is initialized with semantically rich embedding
from word2vec and not fine-tuned during training.

All models are trained for 800k iterations on a single Nvidia V100 GPU each. The BERT model with
sequence length 512 is pre-trained for 2M steps and not fine-tuned on the downstream task.
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(a) Invoice (b) Segmentation mask (c) Bounding boxes (d) BERTgrid

Figure 2: Invoice dataset sample ground truth and BERTgrid. Each text field of (a) is annotated with
a label (b). Line items are additionally annotated with bounding boxes (c). BERTgrid (d) embeds the
text data on the word-piece level; different colors stand for different vectors.

3 Experiments

3.1 Data

As a concrete example for document intelligence, we extract key-value information from invoices
without making assumptions on the invoice layout. We distinguish two kinds of fields: (1) header
fields and (2) line item fields. The former includes invoice amount, invoice number, invoice date, and
vendor name and address. The latter includes line item quantity, description, VAT amount/rate, and
total price. It is usually contained in tabulated form and can occur in multiple instances per invoice.
For each line item, all associated fields are grouped by a single bounding box per line item. Not all
fields are always present on an invoice.

We use the same dataset for training and testing as described in Katti et al. (2018). It is comprised
of 12k samples which we split 10k/1k/1k for training/validation/testing. The invoices are from a
large variety of different vendors and the sets of vendors contained in training, validation, and testing
samples are disjoint. Languages are mixed, with the majority being English. An example invoice
along with its ground truth annotations is shown in Fig. 2. In addition, we use a second, much larger
dataset comprised of 700k unlabeled invoices. This dataset is serialized resulting in about 800 MB of
plain text data. We use it for pre-training BERT from scratch as well as learning embedding vectors
with word2vec.

3.2 Metric

We use the evaluation metric from Katti et al. (2018). This measure is similar to the edit distance,
a measure for the dissimilarity of two strings. For a given field, we count the number of insertions,
deletions, and modifications of the predicted instances to match the ground truth (pooled across the
entire test set). The measure is computed as

1− #[insertions] + #[deletions] + #[modifications]

N
, (2)

where N is the total number of instances of a given field occurring in the ground truth of the entire
test set. This measure can be negative, meaning that it would be less work to perform the extraction
manually. The best value it can reach is 1, corresponding to perfect extraction.

3.3 Results and discussion

Tab. 1 shows the results in terms of the evaluation measure for different input representations. All
results are averaged over four randomly initialized training runs. Katti et al. (2018); Zhao et al.
(2019) have shown that grid-based approaches like [Chargrid] or [Wordgrid] outperform conventional
sequential models as well as purely image-based methods, so we use [Chargrid] as our baseline, with
61.76%± 0.72.
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Table 1: Extraction accuracy on selected invoice header and line item (LI) fields for different
document representation methods with the same neural network. The mean is computed across all
fields. Contextualized representations consistently achieve the best extraction scores.

Mean Amount Number Date Vendor name LI mean LI quantity

[Chargrid] 61.76% 91.42% 83.90% 85.74% 40.91% 56.59% 66.97%
[Wordgrid] 60.36% 88.79% 77.35% 84.08% 39.75% 55.98% 66.19%
[C+Wordgrid] 62.94% 90.53% 84.34% 87.12% 41.63% 58.19% 66.79%
[BERTgrid] 64.21% 92.44% 84.99% 87.79% 44.86% 59.38% 71.97%
[C+BERTgrid] 65.48% 92.38% 86.25% 88.46% 47.22% 60.42% 73.18%

We find [Wordgrid] consistently performs worse on all fields, which can be attributed to the high
rate of out-of-vocabulary words. Only when combining word- and character-level information
in [C+Wordgrid], we outperform the baseline on most fields. Our contributions [BERTgrid] and
[C+BERTgrid] significantly outperform all other models. With a mean absolute performance of
65.48%± 0.58, [C+BERTgrid] is 6.02% (relative) above the baseline.

We assume the performance of BERTgrid stems from (i) embedding on the word-piece level and
(ii) contextualization. Rather than learning to represent words first, the network directly gets access
to semantically meaningful word(-piece)-level information. For instance, words such as avenue,
street, and drive are very different when embedded on the character level, but will be mapped to
approximately the same embedding vector. We observe that both [C+Wordgrid] and [C+BERTgrid]
converge faster than [Chargrid] which supports this statement.

During language model pre-training on the large, unlabeled dataset, knowledge about the language of
invoices is distilled into the BERT model parameters. Compared to simpler, non-contextualized em-
bedding methods such as word2vec, it has sufficient capacity to capture complex dependencies. This
distilled knowledge is made accessible via the BERTgrid representation and eases the downstream
task significantly.

We acknowledge the BERT model has only access to S , not D. Future work could use 2D positional
encodings to preserve the layout structure also during language model pre-training and inference.

4 Conclusions

We introduced BERTgrid, a generic, contextualized, grid-based representation method for 2D doc-
uments. It embeds word pieces with contextualized vectors in a 2D grid and it utilizes unlabeled
data which is often available in abundance. This representation eases the learning of downstream
tasks such as key-value extraction from invoices where the layout carries semantically important
information. We have shown that BERTgrid is superior to other approaches, especially to a Chargrid
and a Wordgrid baseline, which have previously been shown to outperform sequential models, see
Katti et al. (2018); Zhao et al. (2019).
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