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Abstract

With the rapid advancement of large language models (LLMs), foundational models
(FMs) have seen significant advancements. Healthcare is one of the most crucial
application areas for these FMs, given the significant time and effort required
for physicians to analyze large volumes of patient data. Recent efforts have
focused on adapting multimodal FMs to the medical domain through techniques
like instruction-tuning, leading to the development of medical foundation models
(MFMs). However, these approaches typically require large amounts of training
data to effectively adapt models to the medical field. Moreover, most existing
models are trained on English datasets, limiting their practicality in non-English-
speaking regions where healthcare professionals and patients are not always fluent
in English. The need for translation introduces additional costs and inefficiencies.
To address these challenges, we propose a Japanese Radiology report generation
model enhanced by Evolutionary optimization of model merging (JRadiEvo). This
is the first attempt to extend a non-medical vision-language foundation model to
the medical domain through evolutionary optimization of model merging. We
successfully created a model that generates accurate Japanese reports from X-ray
images using only 50 translated samples from publicly available data. This model,
developed with highly efficient use of limited data, outperformed leading models
from recent research trained on much larger datasets. Additionally, with only
8 billion parameters, this relatively compact foundation model can be deployed
locally within hospitals, making it a practical solution for environments where
APIs and other external services cannot be used due to strict privacy and security
requirements.

1 Introduction

In recent years, foundational models (FMs) have seen remarkable advancements, transforming various
fields by offering more sophisticated and powerful solutions [1]. A key driver of this progress has
been the rise of large language models (LLMs), which have greatly expanded the capabilities of
FMs, particularly in processing and generating text with high accuracy and contextual understanding.
This has sparked exponential growth in research [2], leading to the development of vision-language
models that integrate visual and textual data [3–5], as well as fine-tuning approaches that enhance
model performance for specific tasks [6, 7].

Healthcare is one of the most critical application areas for foundational models. The need to develop
models tailored to healthcare is essential, particularly because physicians often face the challenge
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of reviewing large volumes of medical data, such as X-rays, which can be time-consuming and
demanding. Advanced FMs can help alleviate this burden by enabling quicker and more efficient
diagnoses, improving the overall effectiveness of healthcare delivery and patient outcomes. In
response to this need, various FMs have been fine-tuned specifically for the healthcare domain,
further enhancing their accuracy and effectiveness in clinical settings [7–9].

However, despite these advancements, several challenges remain. One significant issue is that most
of the models developed so far, such as LLaVA-Med [7] and MedPaLM 2 [8], are predominantly in
English, whereas many healthcare professionals and patients are not always proficient in English. For
these models to be truly practical, there is a pressing need to expand their capabilities to non-English
languages. Relying on a two-step process, where the model first generates output in English and then
translates it, can introduce additional costs and complexity, making it less efficient and accessible.
Additionally, publicly available datasets that can be used to train these models, such as MIMIC-
CXR [10] and IU X-Ray [11], are overwhelmingly in English, with very few datasets available in
other languages. Translating the large amounts of data needed for training into other languages with
high quality is a costly and resource-intensive process. This scarcity of non-English datasets makes
it difficult to develop models that can handle non-English languages. Furthermore, due to privacy
concerns, it is challenging to collect and use patient data for model training, further complicating the
creation of such datasets. Also, the use of large models through APIs, such as GPT-4 [12], is often
impractical in healthcare settings because of the stringent privacy regulations that protect patient data,
which limits the deployment of these models in real-world clinical environments.

To address these challenges, this paper presents a Japanese Radiology report generation model
enhanced by Evolutionary optimization of model merging [13] (JRadiEvo), a first attempt to extend a
multimodal vision-language model for non-English medical text generation by utilizing evolutionary
optimization of model merging [13]. JRadiEvo was developed by merging a non-medical vision-
language model, medical text-to-text models, and a Japanese-language text-to-text model using
an evolutionary algorithm. This innovative approach enabled the efficient creation of a Japanese
radiology report generation model using only a minimal amount of Japanese-language data, addressing
the critical need for non-English medical text generation in a resource-constrained environment.

Below we outline our key contributions, which aim to advance the field of multimodal foundational
models in healthcare:

1. Efficient use of limited non-English medical data: In the context of the difficulty in
collecting non-English datasets, JRadiEvo demonstrates the ability to create a non-English
medical report generation model by translating and utilizing only 50 cases from publicly
available English datasets. This approach highlights the efficiency of the development
process, demonstrating how a non-English medical report generation model can be created
using extremely limited data and annotations. Additionally, it is noteworthy that not only
was the dataset used after translation limited to 50 cases, but the entire dataset used to create
JRadiEvo consisted of just 50 cases. This underscores the fact that JRadiEvo efficiently
utilizes a very limited amount of data, demonstrating an effective approach to handling
medical data under strict privacy and security constraints.

2. Novel application of model merging in the medical vision-language model: Traditionally,
adapting models to the medical domain has relied on fine-tuning or training from scrach.
To the best of our knowledge, there are no existing study of applying model merging alone
to adapt a vision-language model to the medical domain. While recent research [13] has
proposed using evolutionary optimization of model merging for vision-language models,
this approach has been limited to natural images. To our knowledge, no prior studies have
extended this technique to medical images or other domain-specific imagery beyond natural
images.

3. Lightweight model for local deployment: JRadiEvo is an 8B parameter model, making
it lightweight enough to be deployed on local hospital computing systems without the
need for external APIs. This local deployment capability addresses critical privacy and
security concerns, allowing hospitals to maintain control over patient data. Additionally,
given the challenges of equipping facilities with expensive GPUs proportional to patient
numbers, JRadiEvo’s compact size and low GPU memory requirements make it practical
for widespread use.
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4. Cost-efficient training process: JRadiEvo eliminates the need for computationally expen-
sive backpropagation during training, enabling a far more efficient learning process compared
to training a new model or fine-tuning. Additionally, by leveraging model merging instead of
fine-tuning, JRadiEvo avoids the common issue of catastrophic forgetting [14–16] that often
occurs during fine-tuning, allowing for a more stable and efficient development process.

2 Related work

2.1 Foundation models

Medical large language models In the medical domain, several large language models (LLMs) have
been developed and fine-tuned to achieve high performance. Notable models include ChatDoctor [17],
DoctorGLM [18], BioGPT [19], Med-Alpaca [20], PMC-LLaMA [21], Med-Gemini [22], Med-
PaLM [23], and Med-PaLM 2 [8]. These models have demonstrated impressive capabilities in
understanding and generating medical text by leveraging the power of LLMs fine-tuned for healthcare-
specific tasks.

Vision-language models As for multimodal vision-language models (VLMs), prominent models
like Flamingo [5], Coca [24], BLIP [25], PaLI-X [26], CogVLM [27], GPT-4V [3], and LLaVA [4]
have been developed to integrate visual and textual data, pushing the boundaries of what can be
achieved in multimodal learning.

Medical vision-language models Recently, there has been growing interest in extending these
vision-language models to the medical domain, leading to the development of models like
XrayGPT [28], MedFlamingo [9], Med-PaLM M[29], LLaVA-Med [7], and CheXagent [30]. These
models incorporate LLMs into vision-language frameworks specifically designed for medical applica-
tions. LLaVA-Med [7] is a vision-language model specifically designed for the medical field by using
instruction-following data generated with GPT-4 [12] to perform instruction-tuning on the LLaVA [4]
model. CheXagent [30] represents a significant advancement in medical vision-language models.
It constructs a large-scale instruction-tuning dataset by aggregating publicly available datasets and
adding new labels to existing ones, enabling accurate chest X-ray interpretation and showcasing the
potential of instruction-tuned vision-language models in medical imaging.

Despite the advancements of these models, most rely on fine-tuning or training from scratch, which
requires large datasets. In the medical field, where privacy and security concerns make it difficult to
create large datasets, this dependency poses a significant challenge. While several publicly available
English datasets can be used for training, there are very few non-English datasets, making it difficult
to develop practical models for non-English-speaking regions. JRadiEvo addresses this issue by
proposing an efficient method for creating a vision-language model in a non-English language
using just 50 translated examples from a public dataset. Note that not only were 50 examples
translated, but the entire medical image-text dataset for creating JRadiEvo consisted of only 50 cases.
Furthermore, while existing models output text in English, JRadiEvo generates reports directly in
Japanese, eliminating the need for translation and demonstrating the potential for practical use in
non-English-speaking regions.

2.2 Model merging

Model merging is a technique that allows the strengths of multiple pre-trained models to be combined
without the need for additional training. One prominent approach involves using linear or spherical
linear interpolation (SLERP [31]) to merge the weights of different fine-tuned models. Another
technique, known as Task Arithmetic [32], enables manipulation of features obtained through
fine-tuning by creating task vectors, which are derived by subtracting the weights of the original
pre-trained model from those of the fine-tuned model. TIES-Merging [33] takes this concept further
by addressing redundant changes in task vectors and resolving conflicts in parameter signs between
multiple task vectors before merging them. This method involves a three-step process: removing
small, insignificant parameter changes, resolving sign conflicts between task vectors, merging the
adjusted vectors. Additionally, DARE [34] proposes randomly dropping some of the changes and
rescaling the remaining ones, which can be combined with techniques like Task Arithmetic [32] and
TIES-Merging [33] to enhance the merging process.
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Recent research [13] has also introduced the use of evolutionary algorithms to optimize parameters
within TIES-Merging [33] with DARE [34]. This optimization allows for more granular merging,
such as at the level of input/output embedding layers or individual transformer blocks. While
previous studies have primarily focused on merging within language models, this research extends
the applicability of model merging to vision-language models, demonstrating its effectiveness in this
multimodal context.

Most prior studies, except for recent work [13], have focused primarily on language models, without
extending their methods to multimodal applications. Although recent work [13] introduced evolution-
ary algorithm-based optimization and extended model merging to vision-language models, it was
limited to natural images and did not extend to domain-specific images beyond natural imagery, such
as medical images. Our work is the first to extend evolutionary model merging to the medical domain,
specifically for chest X-ray images, demonstrating its effectiveness in this highly specialized context.

3 JRadiEvo

JRadiEvo efficiently adapted a vision-language model (VLM) to the non-English medical domain
through the evolutionary optimization of TIES-Merging [33] combined with DARE [34].

3.1 Problem setting

3.1.1 Vision-language models

VLM is designed to generate a text response y given an image xI and accompanying text xT . A
typical VLM utilizing a large language model (LLM) is composed of three main components: a
vision encoder MV that extracts features from the image, a projector MP that transforms these
image features into the latent space of the LLM, and an LLM component ML that generates the
output text. The formulation of this process can be expressed as:

y = ML(MP (MV (xI)), xT ). (1)

In this setup, the LLM component ML is a pre-trained model that has already acquired strong
language capabilities, such as Llama 3 [35]. To adapt it for vision-related tasks, the projector MP ,
and optionally the LLM component ML are trained or fine-tuned.

3.1.2 Model merging

Let θinit ∈ Rd represent the trainable parameters of the pre-trained LLM, where d is the parameter
dimension. Given a set of K tasks {t1, t2, · · · , tK}, the LLM is fine-tuned on these tasks, resulting in
a set of fine-tuned parameter vectors

{
θt1ft , θ

t2
ft , · · · , θ

tK
ft

}
. Here, each task ti corresponds to a specific

domain or task for fine-tuning the pre-trained LLM, such as vision tasks, medical applications, or
adaptation to the Japanese language.

As demonstrated in previous research [32], the task vector for a task t is defined as the difference
between the fine-tuned weights for task t and the original pre-trained weights, i.e., the task vector
τt ∈ Rd is given by:

τt = θtft − θinit.

This task vector corresponds to the capabilities acquired through fine-tuning on task t. By manipulat-
ing these task vectors and merging it with the original weights θinit, we can merge the capabilities
of multiple fine-tuned models without additional training. The details of the merging process we
adopted are described in Section 3.2.

3.2 Model merging for JRadiEvo

In JRadiEvo, following the approach of previous work [13], we optimized TIES-Merging [33]
combined with DARE [34] using an evolutionary algorithm. For the VLM, we also adhered to the
strategy used in earlier research [13] by focusing on the parameters of the LLM component ML

during the merging process, i.e., θt1ft represents the parameters of the LLM component ML of a
VLM fine-tuned on vision-to-text data. Meanwhile, θt2ft , θ

t3
ft , · · · , θ

tK
ft are the parameters of the LLM
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Table 1: The statistics of the MIMIC-CXR dataset [10], showing the number of images, reports, and
patients in each split.

Train Valid Test

Image 368,960 2,991 5,159
Report 222,758 1,808 3,269
Patient 64,586 500 293

fine-tuned on text-to-text data, covering tasks t2, t3, · · · , tK related to medical knowledge or the
Japanese language.

The resulting parameters
{
θt1ft , θ

t2
ft , · · · , θ

tK
ft

}
were then merged using the corresponding task vectors

{τt1 , τt2 , · · · , τtK} as follows:

1. DARE: Following the approach outlined in previous work [34], with α ∈ R as the drop rate,
the following operation was performed:

mt ∼ Bernoulli(α), τ̃ tDARE = (1−mt)⊙ τ tft, τ tDARE = τ̃ tDARE/(1− α),

where ⊙ denotes element-wise multiplication. This operation randomly drops some of the
changes in the task vector τt and rescales the remaining ones.

2. TIES-Merging: Similar to the previous work [33], we removed small, trivial changes in the
task vectors, resolved sign conflicts between them, and merged:

(a) Trim: To remove insignificant changes, for each task t, we created a task vector τ̃t by
setting all parameters of a task vector τ tDARE to zero except for those absolute values
in the top kt percent.

(b) Elect: To resolve sign conflicts, for each parameter p ∈ {1, 2, · · · , d}, we calculated
the sign with greater total movement as γp

m = sgn
(∑K

t=1 τ̃
p
t

)
.

(c) Merge: Finally, for each parameter p, we computed the weighted sum of only the
parameters from task vectors whose signs matched the aggregated elected sign. Specif-
ically, the merged task vector τmerged is given by τpmerged = 1

|Ap|
∑

t∈Ap
ctτ̃

p
t , where

Ap = {t ∈ [n]| sgn(τ̃pt ) = γp
m}, and ct ∈ R is a weight assigned to each task vector.

The merged task vector τmerged is then scaled by a scaling parameter λ ∈ R and added
to the initial parameters θinit to obtain the final parameters: θfinal = θinit + λτmerged.

3. Evolutionary optimization: Following the previous work [13], we leveraged an evolution-
ary algorithm to optimize the parameters of the step above. Specifically, we optimized DARE
drop rates α, TIES-Merging saved rates {kt1 , kt2 , · · · , ktK}, weight {ct1 , ct2 , · · · , ctK},
and scaling parameters λ. We treated the entire model as a single layer for the merging
process, identical to the approach used in previous research [13]. We iteratively calculated
θfinal using steps 1 and 2, with θfinal serving as ML in Eq. (1). The parameters were
suggested by the evolutionary algorithm to maximize the ROUGE-L [36] score between the
generated text ŷ from equation Eq. (1) and the reference text y. This process was repeated,
with the evolutionary algorithm continuously refining the parameters to improve the score.

Finally, the text was generated using Eq. (1) with the θfinal obtained and optimized through this
process.

4 Experiments

4.1 Experimental setup

Datasets For our experiments, we used the MIMIC-CXR [10], a publicly available dataset that
consists of 377,110 chest X-ray (CXR) images and 227,835 corresponding English-language radiology
reports. The images are provided in both DICOM and JPEG formats [37]. The dataset is officially
split into training, validation, and test sets, containing 368,960, 2,991, and 5,159 images, respectively.
The details about the dataset are presented in Table 1.
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Following the previous work [38, 39], samples without corresponding reports were excluded from
the dataset. Additionally, according to previous research [40], for cases where multiple images are
associated with a single report, only the first image was used. From the resulting official training
set, which included metadata indicating AP (anteroposterior) and PA (posteroanterior) views, we
randomly selected 50 samples from both views to create the dataset used in our study. These selected
50 samples were translated into Japanese using GPT-3.5 [41]1, and the translations were then reviewed
and and revised by a human to ensure accuracy.

For the test dataset, we extracted samples from the official test set. As with the training data, only
those with corresponding reports were selected, the first image was used for reports associated with
multiple images, and we focused exclusively on AP and PA views. These selected samples were
translated into Japanese using GPT-3.5 [41]1. Note that the training samples were drawn from the
official training set and the test samples from the official test set, ensuring no data leakage occurred
between the training and test phases.

Evaluation metrics Following the previous studies[39, 40, 38, 42], we evaluated the generated
Japanese radiology reports using BLEU [43], ROUGE-L [36], and METEOR [44] scores. These met-
rics are commonly used in machine translation and text generation tasks and provide a comprehensive
evaluation of the quality of the generated text. The generated Japanese reports and the translated
reference texts were tokenized using MeCab [45], a Japanese-specific tokenizer, before calculating
the evaluation metrics.

Source models To efficiently create a Japanese VLM capable of understanding medical con-
tent through evolutionary model merging, we merged a non-medical VLM fine-tuned on vision
tasks, two text-to-text LLMs fine-tuned on medical datasets, and another text-to-text LLM fine-
tuned on Japanese datasets. Specifically, we used Bunny-v1_1-Llama-3-8B-V2 [46] as the VLM,
MMed-Llama-3-8B-EnIns3 [47] and OpenBioLLM-Llama3-8B4 [48] as the medical models, and
Llama-3-Swallow-8B-Instruct-v0.15 [49] as the Japanese language model. All of them are the
fine-tunes of the Llama 3 [35].

Evolutionary optimization For the evolutionary algorithm described in Section 3.2, we used
CMA-ES [50] implemented in Optuna [51], following the previous study [13]. As hyperparameters
for the CMA-ES algorithm, all parameters were initialized to 0.5, with a sigma value of 1/6, and a
population size of 4+⌊3 ln(n)⌋, where n is the number of parameters. The algorithm was run for 600
iterations, and the best parameters were selected based on the ROUGE-L [36] score. We provided the
prompt xT , “You are a skilled radiologist. Please examine this X-ray image and write a report. Pay
attention to any abnormalities in the lungs, heart, or bones. Answer in Japanese,” written in Japanese.

4.2 Comparison with leading models from previous study and instruction-tuning approaches

To evaluate the effectiveness of our evolutionary model merging approach, we compared the results
with those obtained by LoRA [52] instruction-tuning the same vision-language model (VLM).
Additionally, we compared our results with the performance of leading models from recent research.

4.2.1 Experimental conditions

As the base VLM, we used Bunny-v1_1-Llama-3-8B-V6 [46], the same model used in the merging
process in JRadiEvo, and the fine-tuning. During this process, the weights of the image encoder MV

were kept fixed, and we prepared two models: one where only the LLM component ML was tuned,
and another where both the LLM ML and projector MP were tuned. Both models were trained
using LoRA [52]. For the LoRA setup, the hyperparameters were set with a decomposition rank
r of 8 and a scaling factor α of 16. The learning rate was was set to 2 × 10−4 and decayed with
a cosine annealing [53]. The model was trained for one epoch with a batch size of 8 and gradient

1We accessed through Azure OpenAI service.
2https://huggingface.co/BAAI/Bunny-v1_1-Llama-3-8B-V
3https://huggingface.co/Henrychur/MMed-Llama-3-8B-EnIns
4https://huggingface.co/aaditya/Llama3-OpenBioLLM-8B
5https://huggingface.co/tokyotech-llm/Llama-3-Swallow-8B-Instruct-v0.1
6https://huggingface.co/BAAI/Bunny-v1_1-Llama-3-8B-V
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Table 2: Comparison of JRadiEvo with leading models from recent research and instruction-tuned
approaches. Bold and underlined scores are the best and worst in each metric, respectively.

BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR

JRadiEvo (ours) 0.376 0.301 0.241 0.179 0.212 0.191
LLM instruction-tuned 0.342 0.241 0.185 0.133 0.143 0.142
LLM + projector instruction-tuned 0.345 0.245 0.189 0.136 0.147 0.146

CheXagent [30] 0.221 0.181 0.149 0.119 0.199 0.159
GPT-4o [54] 0.432 0.333 0.257 0.184 0.176 0.188

accumulation steps set to 2. The training was conducted using a single NVIDIA A100 GPU with
80GB memory.

As for the dataset, we followed the same procedure outlined in Section 4.1, using the training data
from MIMIC-CXR [10]. Specifically, samples without corresponding reports were excluded, only
the first image was used for reports with multiple images, and we focused on AP and PA view
images. From this dataset, 2,000 samples were randomly selected and translated into Japanese using
GPT-3.5 [41]1. This translated dataset was then used for instruction-tuning.

For comparison with previous studies, we used CheXagent [30], a recent leading model specifically
designed for chest X-ray images. CheXagent [30], proposed in 2024, is one of the most recent
advancements in the field. It was trained on a large instruction-tuning dataset, which was created
by aggregating publicly available data and adding new labels to existing datasets. Since CheXagent
is trained in English, reports were first output in English using CheXagent and then translated into
Japanese using GPT-4o [54]1. This translated Japanese reports were used for comparison.

As another comparison, we used GPT-4o [54]1, a high-performance VLM that can output directly in
Japanese.

4.2.2 Results and discussion

The results are shown in Table 2. Also, an example comparison of generated text from JRadiEvo and
the ground truth on the test data is shown in Table 3.

Effectiveness of JRadiEvo in generating radiology reports We can see from this table that our
model, JRadiEvo, achieved the highest scores in both ROUGE-L and METEOR metrics. Given that
ROUGE-L is considered the most aligned with human judgment in evaluating generated text, as
shown in previous research [36], this underscores the effectiveness of our application of evolutionary
model merging to medical text generation.

Efficient use of limited datasets When compared to the latest model, CheXagent [30], JRadiEvo
outperformed it across all evaluation metrics. Despite CheXagent being trained on a vast instruction-
tuning dataset, JRadiEvo, with only 50 training samples, significantly surpassed it in generating X-ray
reports. This demonstrates JRadiEvo’s ability to effectively utilize a extremely limited dataset to
create a powerful medical foundation model.

Practicality in non-English-speaking regions Additionally, while CheXagent [30] produces
reports in English, our model eliminates the need for an additional translation step by directly
generating reports in Japanese. This is particularly important in non-English-speaking medical
environments, where neither doctors nor patients may be fluent in English. Requiring translation
every time is time-consuming and costly. Thus, JRadiEvo demonstrates potential for practical use in
non-English-speaking regions.

Parameter efficiency and local deployment In comparison with GPT-4o [54], while it scored
higher on BLEU, JRadiEvo outperformed it on METEOR and ROUGE-L, which is more closely
aligned with human evaluation. This shows that the performance is comparable to, or even surpasses,
that of GPT-4o. Considering that JRadiEvo is a lightweight model with only 8 billion parameters,
whereas GPT-4o is significantly larger, this highlights JRadiEvo’s impressive parameter efficiency.
Furthermore, unlike GPT-4o, which requires API access, JRadiEvo’s modest size allows it to be
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Table 3: Example comparison of generated text from JRadiEvo and the ground truth on the test data.
(For reference, the English translation by GPT-4o is shown in parentheses.)

Example 1

Generated

レントゲン写真を読影した結果、肺野に多数の小さな白斑が見られます。これ
は肺炎の可能性があります。心臓の形状は正常です。骨には異常は見られませ
ん。
(The X-ray examination shows multiple small white spots in the lung fields, which may
indicate pneumonia. The shape of the heart is normal, and no abnormalities are observed
in the bones.)

Ground truth

肺容量は低下している。左肺上葉と比較し、右上葉により強く瘢痕性、慢性の
線維化が見られる。左肺中部に線状影が見られ、左下葉にも軽度見られる。胸
水はない。心臓、縦郭の輪郭は正常である。
(The lung volume is reduced. Compared to the left upper lobe, the right upper lobe
shows more pronounced scarring and chronic fibrosis. Linear opacities are observed in the
mid-left lung, and mild findings are also present in the left lower lobe. There is no pleural
effusion. The contours of the heart and mediastinum are normal.)

Example 2

Generated

レントゲン写真を読影した結果、心臓の左室が大きく、右室が小さいことがわ
かりました。肺野は均一に空気を含み、骨は正常です。心臓の左室の異常は心
不全の可能性を示唆しています。
(The X-ray examination revealed that the left ventricle of the heart is enlarged, while the
right ventricle is small. The lung fields are uniformly aerated, and the bones are normal.
The abnormality in the left ventricle suggests the possibility of heart failure.)

Ground truth

胸骨正中切開のワイヤーと縦郭のクリップが見られる。肺野は清明で、浸潤影
や胸水、気胸はない。心臓や縦郭陰影は正常。骨病変はない。右横隔膜下にフ
リーエアはない。
(Wires from a median sternotomy and clips in the mediastinum are visible. The lung
fields are clear, with no infiltrates, pleural effusion, or pneumothorax. The cardiac and
mediastinal silhouettes are normal. There are no bone lesions. No free air is seen under
the right diaphragm.)

Example 3

Generated

レントゲン写真を読影した結果、左肺下葉に不規則な影が見られます。心臓の
形状は正常です。骨には異常は見られません。左肺下葉の影は肺炎や肺癌など
の可能性があります。詳細な検査が必要です。
(The X-ray examination shows an irregular opacity in the left lower lobe. The shape of the
heart is normal, and no abnormalities are observed in the bones. The opacity in the left
lower lobe may suggest possibilities such as pneumonia or lung cancer. Further detailed
examination is required.)

Ground truth

ポータブル撮影画像。左肺下部の病変が拡大しており、胸水と浸潤影を疑う。
肺野に散在する結節影は悪性腫瘍の転移を疑う。心陰影は不明瞭で心拡大の評
価は困難。骨病変は指摘できず。
(Portable imaging shows an enlarged lesion in the lower left lung, raising suspicion of
pleural effusion and infiltrates. Scattered nodules in the lung fields suggest possible
metastasis of a malignant tumor. The cardiac silhouette is unclear, making it difficult to
assess for cardiomegaly. No bone lesions are noted.)

deployed locally in hospitals. This makes JRadiEvo a more practical option for use in privacy- and
security-sensitive environments in hospitals.

Superiority over instruction-tuning Comparing JRadiEvo with the two models that instruction-
tuned the same VLM shows that JRadiEvo outperforms them across all metrics. This highlights the
effectiveness of adopting evolutionary model merging over traditional instruction-tuning approaches.
Moreover, increasing the amount of data used for instruction-tuning in an attempt to further enhance
the model can lead to catastrophic forgetting [14–16]. In our experiments, instruction-tuning with
2,000 data points yielded good results, but when we increased the dataset to 10,000 data points,
catastrophic forgetting occurred, severely impairing the language functionality and rendering the
model unusable. As previous research [55] has indicated, instruction tuning with LoRA [52] in
Japanese is not effective for relatively small models, a finding that our results also confirm. This
suggests that similar challenges may arise in other non-English languages as well. In contrast,
JRadiEvo leveraged evolutionary model merging to successfully adapt the source VLM to the medical
domain without experiencing catastrophic forgetting. This highlights the potential of model merging
as a viable approach for domain adaptation in non-English languages, especially for smaller models.

4.3 Analysis of merged LLM contributions

To investigate the contributions of the merged LLMs, we compared the density and weight parameters
after optimization, following the approach outlined in previous research [13]. Specifically, we

8



Figure 1: Evolved configurations for each models.

analyzed the retained percentage {kt1 , kt2 , · · · , ktK} and the merging weight {ct1 , ct2 , · · · , ctK}
described in Section 3.2. The results of this comparison are presented in Figure 1.

As shown in Figure 1, the weight for OpenBioLLM [48] is significantly higher, and its density is also
relatively high. This suggests that the medical knowledge embedded in OpenBioLLM was crucial for
adapting the non-medical VLM to the medical domain. In contrast, while MMedLM [47] has a high
density, its weight is much lower, indicating that its contribution was less significant. This suggests
that, in this setup, OpenBioLLM’s medical knowledge was primarily utilized, potentially rendering
MMedLM less influential in the model merging process.

Additionally, when examining the density and weight of Llama 3 Swallow [49], the LLM enhanced
for Japanese language proficiency, we see that it was utilized to some extent, though not as heavily
as OpenBioLLM. This suggests that the original VLM and LLMs had a some capacity for handling
Japanese, albeit imperfectly, and the lack of medical knowledge was a more significant limitation.
However, unlike MMedLM, which saw a dramatic reduction in weight, Llama 3 Swallow’s contribu-
tion was not negligible, indicating that its role was still necessary. In fact, when asked directly in
Japanese, the other VLM and LLMs could generate responses that, while somewhat awkward and
unnatural from a native speaker’s perspective, were still intelligible.

5 Conclusion

In this study, we proposed a Japanese Radiology report generation model enhanced by Evolutionary
optimization of model merging (JRadiEvo), marking the first attempt to extend a multimodal vision-
language model for non-English medical text generation using evolutionary model merging. Despite
utilizing only 50 translated samples from publicly available data, JRadiEvo demonstrated superior
performance compared to leading models from recent studies trained on much larger datasets. This
highlights the effectiveness of our approach in efficiently leveraging limited data to create a powerful
and practical medical foundation model.

While JRadiEvo has shown promising results in evaluation metrics, human judgment by medical
experts or further refinement may be needed to make it suitable for clinical use. Future work includes
efforts to close this gap to ensure the model’s reliability in real-world medical settings.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the contributions made in the paper,
including the adaptation of a vision-language model to the non-English medical domain
through the evolutionary optimization of model mearging.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of this work at the end of the conclusion,
noting the need for human judgment and further refinement for clinical use.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper provides sufficient information to reproduce the experimental results,
including the model merging process, the evolutionary optimization process, and the LoRA
instruction-tuning process.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The paper does not provide open access to the code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides sufficient information on the training and test details,
including the data splits, hyperparameters, optimizer, and how they were chosen.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The paper does not report error bars or statistical significance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

17

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides sufficient information on the compute resources needed to
reproduce the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive and negative societal impacts of
the work performed, including the potential for improved medical diagnostics and the need
for further refinement for clinical use.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: The paper describes safeguards, including the need for human judgment and
further refinement for clinical use.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper properly credits the creators of existing assets and mentions the
license and terms of use.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:[NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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