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ABSTRACT

In order for machine learning to be deployed and trusted in many applications, it
is crucial to be able to reliably explain why the machine learning algorithm makes
certain predictions. For example, if an algorithm classifies a given pathology im-
age to be a malignant tumor, then the doctor may need to know which parts of the
image led the algorithm to this classification. How to interpret black-box predic-
tors is thus an important and active area of research. A fundamental question is:
how much can we trust the interpretation itself? In this paper, we show that inter-
pretation of deep learning predictions is extremely fragile in the following sense:
two perceptively indistinguishable inputs with the same predicted label can be as-
signed very different interpretations. We systematically characterize the fragility
of the interpretations generated by several widely-used feature-importance inter-
pretation methods (saliency maps, integrated gradient, and DeepLIFT) on Ima-
geNet and CIFAR-10. Our experiments show that even small random perturbation
can change the feature importance and new systematic perturbations can lead to
dramatically different interpretations without changing the label. We extend these
results to show that interpretations based on exemplars (e.g. influence functions)
are similarly fragile. Our analysis of the geometry of the Hessian matrix gives
insight on why fragility could be a fundamental challenge to the current interpre-
tation approaches.

1 INTRODUCTION

Predictions made by machine learning algorithms play an important role in our everyday lives and
can affect decisions in technology, medicine, and even the legal system (Rich, 2015; Obermeyer &
Emanuel, 2016). As the algorithms become increasingly complex, explanations for why an algo-
rithm makes certain decisions are ever more crucial. For example, if an AI system predicts a given
pathology image to be malignant, then the doctor would want to know what features in the image
led the algorithm to this classification. Similarly, if an algorithm predicts an individual to be a credit
risk, then the lender (and the borrower) might want to know why. Therefore having interpretations
for why certain predictions are made is critical for establishing trust and transparency between the
users and the algorithm (Lipton, 2016).

Having an interpretation is not enough, however. The explanation itself must be robust in order to
establish human trust. Take the pathology predictor; an interpretation method might suggest that a
particular section in an image is important for the malignant classification (e.g. that section could
have high scores in saliency map). The clinician might then focus on that section for investigation,
treatment or even look for similar features in other patients. It would be highly disconcerting if
in an extremely similar image, visually indistinguishable from the original and also classified as
malignant, a very different section is interpreted as being salient for the prediction. Thus, even if the
predictor is robust (both images are correctly labeled as malignant), that the interpretation is fragile
would still be highly problematic in deployment.

Our contributions. The fragility of prediction in deep neural networks against adversarial attacks
is an active area of research (Goodfellow et al., 2014; Kurakin et al., 2016; Papernot et al., 2016;
Moosavi-Dezfooli et al., 2016). In that setting, fragility is exhibited when two perceptively indistin-
guishable images are assigned different labels by the neural network. In this paper, we extend the
definition of fragility to neural network interpretation. More precisely, we define the interpretation
of neural network to be fragile if perceptively indistinguishable images that have the same predic-
tion label by the neural network are given substantially different interpretations. We systematically
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Figure 1: The fragility of feature-importance maps. We generate feature-importance scores, also
called saliency maps, using three popular interpretation methods: simple gradient (a), DeepLIFT
(b) and integrated gradient (c). Thetop row shows the the original images and their saliency maps
and thebottom row shows the perturbed images (using the center attack with� = 8 , as described
in Section 3) and the corresponding saliency maps. In all three images, the predicted label has not
changed due to perturbation; in fact the network's (SqueezeNet) con�dence in the prediction has
actually increased. However, the saliency maps of the perturbed images are meaningless.

investigate two classes of interpretation methods: methods that assign importance scores to each
feature (this includes simple gradient (Simonyan et al., 2013), DeepLift (Shrikumar et al., 2017),
and integrated gradient (Sundararajan et al., 2017)), as well as a method that assigns importances to
each training example: in�uence functions (Koh & Liang, 2017). For both classes of interpretations,
we show that targeted perturbations can lead to dramatically different interpretations (Fig. 1).

Our �ndings highlight the fragility of interpretations of neural networks, which has not been care-
fully considered in literature. Fragility directly limits how much we can trust and learn from the
interpretations. It also raises a signi�cant new security concern. Especially in medical or economic
applications, users often take the interpretation of a prediction as containing causal insight (“this
image is a malignant tumor likely because of the section with a high saliency score”). An adver-
sary could minutely manipulate the input to draw attention away from relevant features or onto
his/her desired features. Such attacks might be especially hard to detect as the actual labels have not
changed.

While we focus on image data here because most of the interpretation methods have been motivated
by images, the fragility of neural network interpretation could be a much broader problem. Fig. 2
illustrates the intuition that when the decision boundary in the input feature space is complex, as is
the case with deep nets, a small perturbation in the input can push the example into a region with
very different loss contours. Because the feature importance is closely related to the gradient which
is perpendicular to the loss contours, the importance scores can also be dramatically different. We
provide additional analysis of this in Section 5.

2 INTERPRETATIONMETHODS FORNEURAL NETWORK PREDICTIONS

2.1 FEATURE-IMPORTANCE INTERPRETATION

This �rst class of methods explains predictions in terms of the relative importance of features in a
test input sample. Given the samplex t 2 Rd and the network's predictionl , we de�ne the score
of the predicted classSl (x t ) to be the value of thel-th output neuron right before the softmax
operation. We takel to be the class with the max score; i.e. the predicted class. Feature-importance
methods seek to �nd the dimensions of input data point that most strongly affect the score, and in
doing so, these methods assign an absolute saliency score to each input feature. Here we normalize
the scores for each image by the sum of the saliency scores across the features. This ensures that
any perturbations that we design change not the absolute feature saliencies (which may still preserve
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