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Figure 1. BiGS reconstructs view- and light-dependent color functions for Gaussian Splats using OLAT data such as the shown translucent
DRAGON of 31,252 bidirectional Gaussian primitives. Our model decomposes the appearance of each primitive into different intrinsic
components and is able to achieve plausible relighting and novel view synthesis with various environment maps and point light sources.

Abstract

We present BiGS, an image-based novel view synthesis
technique designed to model and render 3D objects with
surface and volumetric materials under dynamic illumina-
tion, achieving real-time relighting of 3D objects with the
rasterization algorithm of Gaussian Splatting. Our method
represents light- and view-dependent scattering via bidi-
rectional spherical harmonics that does not use a specific
surface normal-related reflectance function, making it more
compatible with volumetric representations like Gaussian
splatting, where the normals are undefined. We demonstrate
our method by reconstructing and rendering objects with
complex materials on synthetic and captured One-Light-At-
a-Time (OLAT) datasets, showcasing various photorealistic
appearances our method captures and the real-time perfor-
mance.

1. Introduction

Capturing and rendering 3D content from images has been a
long-standing research topic in computer graphics and com-

puter vision, with a wide range of applications in virtual
production, video games, architecture, and mixed reality.

Recently, 3D Gaussian Splatting (3DGS) [10] has
emerged as a novel 3D representation that excels in these
areas, delivering both a high level of photo-realism and real-
time performance. However, the spherical harmonics based
appearance model used in 3DGS is only capable of syn-
thesizing novel views under the static illumination in the
capture data, unable to adapt to new lighting conditions.
This limits the usage of 3DGS in interactive applications
like video games and mixed reality, where dynamic lighting
plays an essential role.

Recent research [4, 9] has attempted to address this
limitation by incorporating surface-based shading models
into the framework of Gaussian Splatting, describing how
light interacts with Gaussian primitives. These models can
work well for objects with surface-based materials, such as
smooth or rough solid objects. However, they tend to strug-
gle with fuzzy objects that lack a clear surface definition,
like fur and hair, or those with volumetric appearances that
are not solely determined by their surface. For example,
subsurface scattering in translucent objects presents signifi-
cant challenges for surface-based models.



In this paper, we introduce a lighting-dependent appear-
ance model for Gaussian primitives based on bidirectional
spherical harmonics. As shown in Fig. 1, our approach en-
ables the rendering of 3D objects with various materials un-
der dynamic illumination, including both near-field and en-
vironmental lighting. Our unified representation does not
make assumption of the materials of the objects, therefore
enabling the modeling of both surface-based and volumetric
appearance. Our contributions are:
• A novel formulation of relightable Gaussian primitives

accounting for both surface and volume appearances.
• Bidirectional spherical harmonics for representing the

scattering function for Gaussian primitives.
• An optimization method for obtaining relightable Gaus-

sian primitives by performing intrinsic light decomposi-
tion on the OLAT data.

2. Related Work
Relightable Gaussian Splatting Recently, Gaussian
Splatting has become one of the most popular techniques
in novel view synthesis. It represents scenes using 3D
Gaussian volumetric primitives and reaches high-level
photorealism and real-time rendering performance via fast
rasterization. One major limitation of Gaussian Splatting
is that the illumination in the training data is baked into
the model, making it challenging to render the scene under
novel lighting conditions. Saito et al. [15] decomposes
the color of the Gaussians into various components using
multi-layer perceptrons (MLPs) for modeling human
faces. Gao et al. [4] proposes to derive normal maps from
depth fields, and then extract shading properties using
physics-based rendering. GaussianShader [9] estimates
the normals of the Guassian primitives using their shapes
and proposes a shading model for reflective surfaces.
GS-Phong [6] also assumes fully opaque Gaussians and
applies the Blinn-Phong shading model to compute diffuse
and specular colors. These methods all adopt surface-based
appearance models, and our method sticks with a general
lighting formulation that can represent both surface and
volumetric effects, hence without the need to drive all the
Gaussian primitives to be completely opaque or rely on
a specific shading model, yielding greater expressivity.
While there are also some works [3, 35] using Gaussian as
primitives for volumetric ray tracing, reaching outstanding
photorealism at a greater computational cost, our method
is rasterization-based, without compromising real-time
rendering speed.

Relighting of Neural Implicit Representation. Neural radi-
ance field (NeRF) [1, 13] is another popular representation
for novel view synthesis. It uses MLPs to represent spatially
varying color and density fields, and apply ray marching to
render. NeRF faces similar limitations as Gaussian Splat-

ting: The illumination, geometry, and material of the ob-
jects in the training data are baked into the radiance fields.
To separate the illumination and material, many researchers
try to incorporate various material and lighting representa-
tions into NeRF by conditioning the color field on interme-
diate quantities such as visibility and lighting [20, 25] with
a material/lighting model, leading to more efficient render-
ing and relighting of objects of complex appearance such
as reflective surfaces [18, 22, 32, 34], self-emissive [8] and
transparent objects [23]. Surface representations such as
neural signed distance function [24, 27] are also introduced
to disentangle geometry from appearance, enabling chal-
lenging material modeling and high-quality surface recon-
struction simultaneously [2, 5, 12, 28]. Using light trans-
port hints generated from signed distance functions, Zeng
et al. [31] also demonstrates relighting NeRF with high-
frequency shadows and highlights. Other than surface ma-
terials, a range of scattering models for volumes are also
incorporated to relight translucent objects [30, 36]. Zhang
et al. [33] uses the SGGX phase function [7] to achieve a
parameterized subsurface scattering appearance. LitNeRF
[16] decomposes the lighting into reflectance and intrinsic
components and demonstrates physically plausible relight-
ing performance for human faces. Our method shares the
same spirit with LitNeRF in terms of the lighting model, but
we only use spherical harmonics for representing different
components in our model instead of MLP, and we also intro-
duce additional regularization terms to disambiguate multi-
ple solutions in the decomposition.

3. Background: 3D Gaussian Splatting
3D Gaussian Splatting (3DGS) [10] represents a scene us-
ing numerous volumetric primitives in the form of 3D Gaus-
sian kernels. Each Gaussian kernel is characterized by a set
of parameters, including its position µ (center of the primi-
tive), covariance matrix ⌃ (parameterized by scale and rota-
tion), opacity o at the center, and spherical harmonics coef-
ficients that define the color function L(!o), which depends
on the view direction !o.

To render a scene represented by n 3D Gaussian prim-
itives, all primitives are first projected onto the 2D camera
plane, resulting in 2D Gaussian kernels with mean µ0

i and
covariance ⌃0

i. The color of a pixel centered at p is then
determined by ↵-blending the projected Gaussians from the
nearest to the farthest relative to the camera, following the
equation:

I(!o) =
nX

i=1

Ti↵iLi(!o), Ti =
i�1Y

j=1

(1� ↵j). (1)

Here, ↵i = oiGi(p) accounts for the falloff in-
duced by the 2D Gaussian, where Gi(p) =
exp

�
� 1

2 (p� µ0
i)

t⌃0�1
i (p� µ0

i)
�
. The term Ti de-

notes the transmittance of from the i-th Gaussian primitive
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Figure 2. Pipeline overview: our method introduces per-Gaussian optimizable lighting parameters: Tdir, Tind, ⇢, and s, each represented
using spherical harmonics. Given novel lighting conditions, we relight each Gaussian by generating the view-dependent color of each
Gaussian L(!o) represented by spherical harmonics that are compatible with the Gaussian rasterization pipeline, and therefore can render
under novel light and view conditions.

to the camera, while the color function Li(!o) encodes
view-dependent color. This color function is represented
by spherical harmonics. However, in Eq. (1), the color
function is solely dependent on the view direction, making
it only suitable for reconstructing and rendering objects
under static illumination.

To achieve the goal of reproducing appearance under dy-
namic illumination, We extend the color function in Eq. (1)
to model lighting-dependent Gaussian primitives. As illus-
trated in Fig. 2 and detailed in the following sections, the ex-
tended color function L(!o) incorporates additional param-
eters, including direct and indirect light transport, as well as
diffuse and directional scattering components. This allows
us to take the input of diverse lighting conditions, includ-
ing environment maps, directional lights, and point lights,
to render Gaussian splats under dynamic illumination.

4. Relightable Gaussian Primitives
4.1. Intrinsic Light Decomposition
The key to relightable Gaussian primitives is to express the
view-dependent color L(!o) as a function of both view di-
rection !o and the lighting conditions, represented by the
direction from the light source to the primitive !i and the
light source’s intensity in !i, denoted by Le(!i). This ap-
proach allows us to update L(!o) when the lighting changes
and to render images under novel lighting conditions.

Inspired by LitNeRF [16], we adopt the intrinsic decom-
position model that partitions the out radiance L(!o) of
each Gaussian primitive into the sum of two components,
assuming no self-emission: L(!o) = Ldir(!o) + Lind,
where Ldir stands for the direct illumination – the contri-
bution from the light that travels from the emitter to the
primitive directly and Lind for the indirect illumination that
encompasses the light bounces and scatters in the scene and
arrives at the primitive. We follow the common assumption
that Lind does not depend on view direction [16].

We model the direct illumination Ldir by the ratio of

light traveling from the emitter and scattering into view
direction, Ldir(!o) =

R
S2 Tdir(!i)Le(!i)f(!i,!o) d!i,

where Tdir(!i) : S2 ! R is the ratio of the light ar-
riving from the emitter to the primitive in !i, account-
ing for attenuation from occlusion or absorption along the
light direction; Le(!i) is the light intensity at the emitter.
f(!i,!o) : S2 ⇥ S2 ! R3 is the scattering function, indi-
cating the amount of scattering when light travels in from
!i and out into !o. Deviating from LitNeRF [16], we use
3 channels for f to capture the multichromatic highlight
that can be observed in metallic or iridescent reflection, as
shown in Fig. 6.

For scattering functions to be physically meaningful,
they have to satisfy properties such as being recipro-
cal, f(!i,!o) = f(!o,!i), 8!i,!o. Another property
of scattering functions originates from the conservation
of energy—the amount of light leaving a primitive does
not exceed the total amount of incoming light, givingR
S2 f(!i,!o) d!o  1, 8!i. In BiGS, we incorporate

these constraints to reduce the number of degrees of free-
dom and to achieve a more stable decomposition and opti-
mization, as will be discussed Sec. 5.1.

We further decompose f into two parts: a diffuse
component ⇢ 2 R3, which captures lighting- and view-
independent features such as albedo and ambient occlusion,
and a directional scattering component s(!i,!o), which
models the lighting- and view-dependent effects. With this
decomposition, we can write the direct illumination Ldir(·)
as the following:

Ldir(!o) =

Z

S2

Tdir(!i)Le(!i)(⇢+ s(!i,!o)) d!i. (2)

As for indirect illumination Lind, we model it as a
residue term that captures the direct illumination struggle
to represent. We express it as

Lind =

Z

S2

Tind(!i)Le(!i) d!i, (3)



where Tind : S2 ! R3 is the indirect transport operator that
models the light travels from the emitter to the primitive
after multiple bounces.

Different components in the intrinsic decomposition
might lead to multiple solutions that produce similar final
rendering, and we discuss how we regularize the compo-
nents and disambiguate the solutions in Sec. 5.1.

4.2. Bidirectional Spherical Harmonics
We show how we use spherical harmonics to represent
Tdir(·) and Tind(·), and spherical harmonics extended to
inputs of 2 directions, dubbed bidirectional spherical har-
monics to represent s(·, ·). Then we show how to use our
representations to compute Gaussian primitives’ colors that
can be used for rasterization from arbitrary viewpoints.

Spherical harmonics are a special set of orthonormal ba-
sis functions over a 3D unit sphere S2, having a long his-
tory of applications in real-time rendering [11, 17]. Using
the first n spherical harmonics basis functions {yi(·)}ni=1, a
function defined over S2 can be approximated by the sum
of the bases and the n corresponding coefficients {ci}ni=1

Using Tdir(·) as an example: given a direction !, it can be
expressed as the Tdir(!) =

Pn
i=1 ciyi(!). Likewise, we

can represent Tind(·) in the same fashion.
For each primitive, we use the first 25 spherical harmon-

ics basis functions to model Tdir(·) and each channel of
Tind(·). This amounts to 25 coefficients for Tdir(·) and 75
for Tind(·) (25 per RGB channel). These coefficients are the
optimizable parameters in the training pipeline.

Now we extend the representation for functions defined
over S2 ⇥ S2, for instance, s(·, ·). We can do this by com-
posing two groups of spherical harmonics to form a new
basis function for S2 ⇥ S2. Using the first n spherical har-
monics basis, s can be written as

s(!i,!o) =
nX

i=1

nX

j=1

cijyi(!i)yj(!o), (4)

and we call yi(!i)yj(!o) bidirectional spherical harmon-
ics. This leads to n2 coefficients {cij}ni,j=1. But n2 would
have been more than we actually need. Eq. (4) does not
enforce the reciprocity of s, and is therefore representing a
larger function space. We incorporate this important physi-
cal property into s by letting cij = cji for all i, j pairs. This
reduces the space of function that can be represented from
S2 ⇥ S2 to those that are reciprocal; see Sec. 8 in supple-
mentary material for a proof. And it also makes our model
more compact by reducing the number of parameters from
n2 to n(n + 1)/2. Using 25 bases, s costs 325 ⇥ 3 = 975
parameters per primitive.

One could evaluate the amount of scattering s(!i,!o)
given !i and !o, and this results in evaluating s every time
viewpoint (!o) changes. The spherical harmonics represen-
tation also allows us to evaluate s over one input variable

!i for relighting and later evaluate over !o for novel view
synthesis. In other words, when we need to rasterize the
primitives from a new view with no lighting change, we
save the computation for evaluating over !i.

Specifically, given light entering the Gaussian from di-
rection !i, we can express the out-scatter color as a function
over all !o, denoted by s!i(!o) : S2 ! R3. Again, s!i can
be represented by spherical harmonics:

s!i(·) =
nX

j=0

cjyj(·), (5)

where coefficients cj =
Pn

i=1 cijyi(!i) come from sum-
ming up bases for !i.

4.3. Rendering Under Novel Lighting Conditions
Given t directional lights, each characterized by their di-
rection !i0,!i1, · · · ,!it, and the corresponding intensity
Le(!it), our goal is to compute L(!o) for each primitive.
To do this, we evaluate Eq. (2) and Eq. (3) for direct and
indirect illumination respectively, in which the integral over
S2 becomes the summation of contribution from each light.
The final color reads:

L(!o) =
X

!it

Tdir(!it)(⇢+ s!it(!o)) + Tind(!it))Le(!it).

(6)
Then, we can rasterize the primitives from arbitrary view
directions to obtain relighted renderings.

We can also extend it to point lights and environment
map light sources. To relight with a point light source
centered at xt and center light intensity L̂t, substitute into
Eq. (6) !it = (xt � µ)/||xt � µ|| and, Le(!it) =
L̂t/||xt � µ||2 where µ is the Gaussian center position and
|| · || denotes Euclidean norm.

To relight with an environment map, we employ a low-
frequency approximation by sampling the environment map
at a set of predefined lighting positions xt. The correspond-
ing light direction is given by !it = (xt � µ)/||xt � µ||,
where the light intensity Le(!it) is determined by the pixel
value of the environment map, weighted by the solid angle
associated with !it.

5. Training BiGS on OLAT data
To construct relightable Gaussian primitives, we employ an
inverse optimization method. Given a set of images in the
format of One-Light-At-a-Time (OLAT) data as shown in
Fig. 1 (Input OLAT Data), we search for the optimal con-
figuration of each Gaussian primitive to best match the pro-
vided input images.

5.1. Model Supervision and Disambiguation
Our method introduces the following optimizable parame-
ters for each Gaussian primitive: Tdir, ⇢, s, and Tind. These



parameters are optimized alongside the original Gaussian
Splatting parameters, including position µ, covariance ⌃,
and opacity o for each primitive.

We supervise our model with two goals in mind: realistic
image synthesis under novel lighting conditions, and phys-
ically plausible intrinsic light decomposition. These two
goals lead to the following loss function terms: image re-
construction loss Lrec and two regularization terms Ls,L+

to promote plausible intrinsic light decomposition.
For the image reconstruction loss, we use the same term

as in 3DGS [10], that include the mean absolute error and
SSIM loss, evaluated on the rendered �(I) and the reference
image �(I 0) after clamping the pixel values to [0, 1] and ap-
plying the gamma correction function � (gamma being 2.2),
as we use HDR images for training our model. Section 5.2
provides more details of our HDR OLAT datasets.

Optimizing Eq. (2) without regularization might lead to
unphotorealistic ambiguity in Tdir and s and unstable train-
ing, as can be seen in Fig. 5. Therefore, we introduce Ls

and L+ as regularizers. Ls is for alleviating the ambigu-
ity issue by using the energy conservation constraint of the
phase function as a penalty term,

Ls =
1

N

✓Z

S2

s!i(!o) d!o � 1

◆2

+

, (7)

where (·)+ = max{·, 0} refers to the ReLU function, and
N is the number of Gaussians.

During training, Ls is evaluated twice with different
!i,!o: the first time by using the training OLAT light direc-
tion !i and camera direction !o associated with the training
image; the second time by using randomly sampled !i,!o

to evaluate the loss with, then add up with the first evalua-
tion. The random sampling evaluation helps generalize the
constraint to novel lights and views unseen during training.

The second regularization is the non-negativity of light
intensity. We explicitly constrain ⇢ between 0 and 1 by
using a Sigmoid function. For other lighting components,
namely s, Tdir and Tind, we clamp the negative part after
computing their values by max{·, 0} before rendering the
image. However, the clamping operation causes the gradi-
ents of the negative values to be zero, and therefore they do
not get updated during the training loop. We use another
loss term L+ to encourage the values to be non-negative:

L+ =
1

N

⇥
Tdir(!i)

2
� + Tind(!i)

2
� + s(!i,!o)

2
�
⇤
, (8)

where (·)� = min{·, 0}. This term is evaluated in the same
manner as Ls: on both training !i,!o and a pair of ran-
domly sampled !i,!o per iteration.

Another strategy during optimization is the late activa-
tion of Tind. Tind in Eq. (6) is defined as a residual term that
only represents the effects unable to be captured by other

components, but the optimization could cause Tind to dom-
inate, representing most of the light transport effect. We
mitigate this problem by only adding Tind into optimization
at the late stage of the optimization (final 30k out of 100k it-
erations), during which the values of other components have
already stabilized.

5.2. Data and Implementation Details
Synthetic data. Our synthetic dataset is generated using
40 light sources and 48 cameras, amounting to 1920
images. These lights and cameras are evenly placed on a
hemisphere with the subject at the center. The images in
our dataset are comprised of three parts: 1) 40 different
OLAT lighting conditions: only one of the light sources
is turned on, and each camera generates an image under
this OLAT condition, serving as the training set; 2) all
light turned on: all 40 lights are turned on simultaneously.
This partition provides a neutral lighting condition that
is used to train the original Gaussian Splatting model
to obtain a set of Gaussian primitives that serves as the
initial values of our optimization loop; 3) 58 novel OLAT
lighting conditions with one camera per OLAT on which
we evaluate our algorithm.

Capture data. We also evaluate our method using OLAT
data that we capture with a light stage of 216 global-shutter
industrial cameras and 145 LED lights. 88 front-viewing
LEDs are used to capture 88 OLAT conditions, resulting in
a total of 19,008 images and 216 additional images with
all lights on to extract the foreground mask and obtain the
initialization of the training process. Example images can
be found in Fig. 10 in the supplementary material. The
positions of the cameras and lights are calibrated such that
they are in the same coordinate system.

Training. For simplicity of the training process, we use
the all-light-turned-on part of our data to train a Gaussian
Splatting model for initializing our training pipeline. We
take the Gaussian Splat’s opacity, covariance, and positions
as the initial values of the same quantities in our model, and
the colors as the initial values of ⇢. During this training
phase, the number of Gaussians stays constant, no culling,
merging, or splitting. This implies the training quality of
our relightable pipeline is limited by the original Gaussian
Splatting we start the training with. We will leave the explo-
ration of a more systematic training scheme as future work.
For training the Gaussian Splat model, we use SPLATFACTO
provided in nerfstudio [19].

6. Results
We present experiments on relighting and novel view
synthesis on synthetic and capture data. All experiments
are conducted on one NVIDIA A100 GPU. All models
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Figure 3. Point light relighting: The leftmost shows the six positions of the point light that illuminates the translucent DRAGON. Render-
ings for each light position are shown. DRAGON becomes brighter as the light gets nearer; please see the supplementary video.

are trained with 100k iterations on the OLAT data, taking
1.5 hours. We implement a CUDA kernel for evaluating
the spherical harmonics, and the relighting computation,
i.e., Eq. (6) is implementing in PyTorch. Rasterization is
performed using the library GSPLAT [29].

Model size and runtime. Each Gaussian primitive has 1,089
optimizable parameters, amounting to 4.254 KB memory
consumption using 32-bit floating point numbers. This usu-
ally leads to a nearly 200 MB memory cost for a model
of around 40,000 primitives. The runtime of our pipeline
scales linearly with the number of Gaussian primitives.
With our hardware, computing the colors of each primitive
per Eq. (6) takes on average 5–6ms for a model of around
40,000 primitives, dwarfed by the rasterization step which
takes around 19.5ms. Please refer to Tab. 1 in the supple-
mentary material for detailed statistics.

6.1. Relighting

Our method applies to different surface and volumetric ma-
terials. As shown in Fig. 8, our method gives plausible re-
lighting and intrinsic lighting decomposition across various
types of materials on different objects using a point light.
The objects we tested include glossy surface-based ap-
pearance such as METALBUNNY and IRIDESCENCEBALL;
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Figure 4. Directional light and environment map relighting.
The KNOB model is lit with a vertical directional light. The FUR-
BALL model is lit using an environment map. Both are viewed
from three different angles.

fuzzy material such as FURBALL and HAIRBALL; translu-
cent volume such as DRAGON. The method performs espe-
cially well on modeling volumetric and fuzzy appearance.
Besides synthetic data, our model also performs well on our
capture OLAT dataset as in Fig. 9. We refer the readers to
the video in the supplementary material for the results of in-
trinsic decomposition lit with different point light sources.

Our method supports relighting an object using point
light, directional light, and environment maps. In Fig. 3, the
translucent DRAGON model is lit by a point light, rendered
from varying viewpoints. The point light is rotating around
with varying distances fromom the object. The brightness
of the model increases as the point light approaches it. In
Fig. 4, the KNOB with both reflective surface and jade-like
material is re-lit with a directional light shone vertically
from the top, the reflection of the surface can be observed
from the rendering. The FURBALL is lit by the environment
map from two angles and produces consistent novel view
synthesis results. Figure 9 shows environment map relight-
ing results on the capture dataset. Please see the video in
the supplementary material for more results.

6.2. Ablation Study
The Ls loss term is introduced to constrain the directional
scattering s, and its effect can be seen in Fig. 5: without
Ls, the value of s is unchecked and could be very large.
This means the amount of directionally scattered light
can be many times that of the incoming light, leading
to a nonphysical decomposition, and also noise in the
directional scattering component and the final rendering.

The number of channels of s affects the specular high-
light that our model is able to learn. Using a single channel
only generates specular highlights of neutral color, whereas
multiple-channel s supports highlights of different tones,
such as the blue tint in IRIDESCENCEBALL in Fig. 6.

6.3. Comparison
We qualitatively compare our method against R3G [4], and
GaussianShader [9]. It is worth noting that both have differ-
ent training setups from ours; we leverage OLAT datasets
and they require only one environment map lighting dur-
ing training. We train both of their methods using a neu-



tral environment map, and relight with another environ-
ment map GEARSHOP. Our model restores more volumet-
ric light transport effects, such as the subsurface scattering
in DRAGON and preserves the details of the fur in FUR-
BALL that can be seen in Fig. 7.

7. Conclusion
We present a method that enables image synthesis under
novel view and lighting conditions of objects represented
by Gaussian Splats. Our method decomposes the appear-
ances of the Gaussian primitives into intrinsic components
represented by spherical harmonics. Our model is able
to generate spherical harmonics coefficients for each
Gaussian primitive that are compatible with the Gaussian
rasterization pipeline, enabling real-time relighting and
novel view synthesis performance. We test our method
over OLAT datasets of a variety of materials, showcasing
the versatile modeling capability for various appearances.

Limitations and future work. Our method has some lim-
itations that can be improved in the future. Even though
we propose a few strategies to reduce the ambiguity of dif-
ferent lighting components and increase the stability of the
training, there are still cases where the intrinsic decompo-
sition does not yield satisfactory results, such as the direc-
tional scattering component of SPOT in Fig. 8. To repre-
sent different lighting components in our method, we use
spherical harmonics, which are an inherently low-frequency
representation. This makes our method struggle to accu-
rately capture some high-frequency light transport effects,
such as hard shadow. We believe there are multiple promis-
ing directions to improve: inspiration can be taken from
prior works from the real-time rendering community, for
example, choices of basis functions for representing all-
frequency light transport effects [14, 21, 26]; alternatively,
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Figure 5. Ls preventing excessive value of s: without constraints,
the optimization loop might make s nonphysically large and cause
noisy blobs in the rendering. Adding Ls alleviates the problem by
penalizing overly large s.

Reference 1 Channel 3 Channels

Figure 6. Number of channels in directional scattering: using
only 1 channel for directional scattering is not sufficient for the
blue-tinted reflection from the iridescent material.

one might condition lighting components on the positions
and the opacities of other Gaussian primitives in the scene.
There are also many possibilities to parameterize the scat-
tering functions or incorporate material models to enable
more robust modeling of certain light transport effects. An-
other limitation of our method is that it requires as input
dense OLAT datasets, which are usually obtained by ded-
icated capture devices such as light stages that are rather
expensive to set up.
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Figure 8. Intrinsic decomposition and relighting. We visualize the intrinsic decomposition components given a novel point light, and
relighting under environment maps. From left to right: the scene setups including novel point light positions and camera poses (unseen
during training); diffuse scattering; directional scattering; direct transport; indirect transport; the reference images; our renders with PSNR
between the references and renders; two renderings under two distinct environment maps.

Diffuse 
Scattering

Directional 
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Figure 9. Capture data result: We test our method on the PLUSHY OLAT data, and perform intrinsic decomposition under a novel point
light source, and relight the PLUSHY with three environment maps, rendering from three distinct viewpoints.
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