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ABSTRACT

3D Gaussian Splatting (3DGS) has emerged as a pivotal technique for 3D scene
representation, providing rapid rendering speeds and high fidelity. As 3DGS gains
prominence, safeguarding its intellectual property becomes increasingly crucial
since 3DGS could be used to imitate unauthorized scene creations and raise copy-
right issues. Existing watermarking methods for implicit NeRFs cannot be di-
rectly applied to 3DGS due to its explicit representation and real-time rendering
process, leaving watermarking for 3DGS largely unexplored. In response, we pro-
pose WATER-GS, a novel method designed to protect 3DGS copyrights through
a plug-and-play strategy. First, we introduce a pre-trained watermark decoder,
treating raw 3DGS generative modules as potential watermark encoders to en-
sure imperceptibility. Additionally, we implement novel 3D distortion layers to
enhance the robustness of the embedded watermark against common real-world
distortions of point cloud data. Comprehensive experiments and ablation studies
demonstrate that WATER-GS effectively embeds imperceptible and robust water-
marks into 3DGS without compromising rendering efficiency and quality. Our
experiments indicate that the 3D distortion layers can yield up to a 20% improve-
ment in accuracy rate. Notably, our method is adaptable to different 3DGS vari-
ants, including 3DGS compression frameworks and 2D Gaussian splatting.

1 INTRODUCTION

Figure 1: Before publication, creators can uti-
lize pre-trained decoder and 3D distortion layers
to embed digital signatures as watermarks into
3DGS files, thereby asserting ownership. Even
when the 3DGS files undergo various distortions,
the watermark can be reliably extracted, serving
as effective proof of ownership.

In recent years, significant advancements in 3D
scene representations have positioned 3D Gaus-
sian Splatting (3DGS) (Kerbl et al., 2023) as
a prominent methodology for 3D rendering,
owing to its high fidelity and rapid rendering
speeds. Accordingly, it is increasingly essen-
tial to propose a convenient and universal wa-
termark method for 3DGS. In this case, creators
can easily claim copyright for their original 3D
works even if the works are widely dissemi-
nated.

Digital watermarking is a technique used to
protect the intellectual property of digital as-
sets distributed on the Internet. For other forms
of digital assets (e.g., images, videos, audio, or
pre-trained models), a considerable amount of work has been done on embedding invisible and ro-
bust watermarks (Zhu et al., 2018; Luo et al., 2023a; Zhang et al., 2023). In contrast, watermarking
techniques related to 3D scenes are relatively scarce. Classical 3D watermarking methods primarily
employ geometric properties or frequency domain transformations to embed watermarks into 3D
data, such as point clouds (Ferreira & Lima, 2020) or meshes (Yoo et al., 2022). With the rise of
Neural Radiance Fields (NeRFs) (Mildenhall et al., 2021), a prominent representation for 3D scenes,
the embedding of watermarks has shifted to leveraging the weights of multilayer perceptrons (MLPs)
that implicitly encode 3D structures and other parameters (Li et al., 2023; Song et al., 2024). How-
ever, existing 3D watermarking methods are not suitable for 3D generative scenes (3DGS), which
present unique challenges and requirements due to their complex and dynamic nature. As 3DGS
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are increasingly utilized in applications such as virtual reality, gaming, and digital art, the need for
effective watermarking techniques becomes crucial to ensure copyright protection and provenance
tracking. In light of these considerations, we propose a watermarking method specifically designed
for 3DGS. Our approach not only addresses the limitations of current 3D watermarking techniques
but also enhances the security and integrity of 3D generative content, thereby contributing to the
broader field of digital asset protection.

Considering the unique characteristics of 3D generative scenes (3DGS), robust watermarking tech-
niques must possess the following properties. 1): Flexibility: The watermark should be embedded
into the 3DGS parameters and extracted from the 2D rendered images. In industries where 3D
technology is widely applied (e.g., gaming, filmmaking, and graphic design), users primarily ac-
cess content through 2D renderings rather than 3D models. Therefore, each rendered image must
carry the same copyright information. 2) Fidelity: The watermark should be implicitly embedded
within the pre-trained 3DGS file without compromising the quality of the renderings. As 3DGS
is a real-time renderable representation, the entire file is uploaded online for others to download.
Moreover, 3DGS files or point clouds from different frameworks may have various formats, neces-
sitating that the watermarking method be compatible with diverse 3DGS pipelines without altering
the original file format and attributes. 3) Robustness: The watermarking method should maintain
robustness, enabling the extraction of watermark information even from compressed or partially dis-
torted 3D files. Previous NeRF watermark studies, such as (Luo et al., 2023b), have focused solely
on distortions in rendered images, neglecting distortions within the NeRF network itself. We argue
that distortions in the original 3D model parameters are even more critical, as watermark bits are
embedded directly within them.

While imperceptibility is crucial for watermarking methods, the heightened demand for robustness
distinguishes watermarking from steganography (Zhu et al., 2018). Therefore, in addition to invisi-
bility, we prioritize enhancing the robustness of 3DGS watermarks. Instead of embedding messages
in specific parameters, we propose a watermarking method that fine-tunes the entire model using a
pre-trained decoder, as shown in Fig. 1. By integrating watermark messages into various parameters,
the embedded messages remain consistent across different viewpoints rendered from 3DGS models.
Additionally, we introduce 3D distortion layers during the fine-tuning stage to bolster watermark
robustness. Previous works primarily addressed distortions in 2D renderings, neglecting the impact
on point cloud files or 3DGS models. Our 3D distortion layers are designed to ensure effective wa-
termark extraction even under severe 3D data distortions. For instance, when fine-tuned with these
layers, WATER-GS improves extraction accuracy from 74.38% to 95.14% under Gaussian noise dis-
tortion applied to 3D points. In summary, the watermark extraction accuracy can reach 95% across
various distortions.

Our contributions can be summarized as follows:

• We present an innovative plug-and-play watermarking method for 3DGS. This approach fa-
cilitates easy watermarking for creators without requiring additional modifications to 3DGS
models, as it seamlessly integrates into various 3DGS pipelines. Our method achieves an
optimal balance between robustness and imperceptibility.

• We introduce 3D distortion layers between 3DGS generation module and decoder, applying
various point cloud transformations to help the model learn encodings that withstand real-
world noise during transmission. Our experiments demonstrate that this training method
significantly enhances watermark robustness

• We conduct extensive testing on mainstream 3DGS datasets, where our approach outper-
forms other baselines. Comprehensive ablation studies and analyses further validate the
effectiveness of each proposed component.

2 RELATED WORKS

2.1 3D GAUSSIAN SPLATTING

In recent advancements, 3D Gaussian Splatting (3DGS) (Kerbl et al., 2023) has gained tremendous
traction as a promising paradigm to 3D view synthesis, reconstructing and representing 3D scenes
using millions of 3D Gaussians endowed with learnable shape and appearance attributes. Compared
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to implicit representations like NeRF (Mildenhall et al., 2021), 3DGS offers remarkable accelera-
tion in training and rendering while utilizing fewer resources and maintain high-fidelity quality. By
leveraging explicit 3D Gaussian representations and differentiable tile-based rasterization (Lassner
& Zollhöfer, 2020), 3DGS optimizes 3D Gaussians during training to accurately fit their local re-
gions. This not only enhances flexibility and editability, but also enables high-fidelity, real-time
rendering for 3D scene reconstruction.

In response to 3DGS’s contributions to 3D representation, recent advancements and derivative works
have emerged. Mip-Splatting (Yu et al., 2024) introduces a 2D Mip filter and a 3D smoothing filter
to address aliasing and dilation issues, effectively eliminating high-frequency artifacts. DreamGaus-
sian (Tang et al., 2023) presents a generative framework that incorporates UV space, significantly
improving content creation efficiency. Additionally, Scaffold-GS (Lu et al., 2024) and HAC (Chen
et al., 2024a) utilize anchor points to distribute local 3D Gaussians, enhancing scene coverage while
reducing redundancy. The applications of 3DGS technology extend beyond its initial domain, find-
ing success in fields like autonomous driving (Tang et al., 2023; Zhou et al., 2024), simultaneous
localization and mapping (SLAM) (Yan et al., 2024; Keetha et al., 2024), multi-modal genera-
tion (Ling et al., 2024; Chen et al., 2024b), and 2D scenarios (Zhang et al., 2024). Despite its
widespread adoption, research on watermarking and copyright protection in 3DGS remains limited.

2.2 3D DIGITAL WATERMARK

The limited popularity of 3D data has hindered the development of watermarking technologies com-
pared to traditional media such as images, videos, and audio. Early approaches to 3D digital wa-
termarking utilized methods like principal component analysis (PCA) (Jolliffe & Cadima, 2016),
geometric techniques like analyzing vertex curvatures (Lipuš & Žalik, 2019; Praun et al., 1999;
Liu et al., 2019), and frequency-domain transform approaches (Ohbuchi et al., 2002; Hamidi et al.,
2019). Following the success of HiDDeN (Zhu et al., 2018), a deep image watermarking method
that outperformed traditional techniques, various extensions have emerged. For instance, 3D-to-2D
Watermarking(Yoo et al., 2022) adopts similar principles to address mesh watermarking problem.

Recently, NeRF-based watermarking method (Li et al., 2023; Luo et al., 2023b; Song et al., 2024;
Huang et al., 2024b) have attracted increasing attention. For example, StegaNeRF (Li et al., 2023)
embeds watermark information into the parameters of pre-trained NeRFs. CopyRNeRF (Luo et al.,
2023b) encodes watermark messages into implicit tensors and concatenates them with color repre-
sentations. NeRFProtectorr (Song et al., 2024) embeds binary messages directly during the creation
of NeRFs. However, watermarking for emerging 3DGS has yet to be explored. Our work pioneers
robust watermarking for 3DGS by utilizing the 3DGS generative module as an watermark encoder,
allowing creators to embed watermark information both effectively and imperceptibly.

3D Gaussian Splatting (3DGS). (Kerbl et al., 2023) represents the scene through numerous Gaus-
sians, which are rendered from different viewpoints using differentiable splatting and tile-based ras-
terization. Each Gaussian is initialized from structure-from-motion (SfM) (Schonberger & Frahm,
2016) and characterized by a 3D covariance matrix Σ ∈ R3×3 and location µ ∈ R3 (mean),

G(x) = exp(−1

2
(x− µ)⊤Σ−1(x− µ)), (1)

where x ∈ R3 denotes the position of a random point, and Σ can be decomposed into a scaling
matrix S ∈ R3×3 parameterized by s ∈ R3 and a rotation matrix R ∈ R3×3 parameterized by
r ∈ R4. Σ is a positive semi-definite matrix which can be expressed as Σ = RSS⊤R⊤, S is
a diagonal matrix. To render an image from a specific viewpoint, an efficient 3D-to-2D Gaussian
mapping (Zwicker et al., 2001) projects the Gaussians onto the 2D image plane, rendering pixel
values through α-composed blending (Kopanas et al., 2022). Let C ∈ RH×W×3 represent the color
of the rendered image. The rendering process is outlined as follows:

C[p] =
∑
i∈I

ciσi

i−1∏
j=1

(1− σj), σi = αiexp(−
1

2
(p− µ̂)⊤Σ̂−1(p− µ̂)), (2)

where c ∈ R3 denotes the view-dependent color, modeled by Spherical Harmonic (SH) coefficients
h ∈ R3×(k+1)2 , k is the order of the spherical harmonics. I is the set of sorted Gaussians contribut-
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Figure 2: Two intuitive solutions for 3DGS watermarking. Watermarking Training Datasets
draws inspiration from existing model watermarking techniques, leveraging watermarked datasets to
embed watermarks. Concatenating Watermarks with Attributes incorporates an explicit encoder
to seamlessly integrate watermarks with specific attributes.

ing to the rendered pixel p. α ∈ R1 measures the opacity of each Gaussian after 2D projection. µ̂
and Σ̂ represent the 2D mean position and covariance of the projected 3D Gaussian, respectively.

3 METHOD

Problem Setup. NeRF-based watermark methods (Luo et al., 2023b; Song et al., 2024) typically
embed messages within model weights, allowing extraction from renderings at various viewpoints.
In contrast, 3DGS utilizes an explicit 3D representation, where each point’s attributes carry clear
physical meanings. Furthermore, the entire point cloud files of trained 3DGS are uploaded online,
meaning that the watermark embedding process must not alter the structure of the 3DGS file or the
format of existing attributes. Therefore, we assume that a complete (or partially distorted, as long as
it doesn’t affect the rendered images) 3DGS file is accessible during the watermark extraction stage,
enabling extraction from each viewpoint’s rendering. Creators can either download a pre-trained de-
coder from the cloud or train one themselves. In addition to the proposed WATER-GS, we explore
other intuitive solutions as our baselines illustrated in Fig. 2.
Watermarking Training Datasets. Inspired by previous work on generative model watermark-
ing (Yu et al., 2021; Zhao et al., 2023), we propose embedding binary strings within training images
using a watermark encoder before training the 3DGS. Furthermore, we aim to explore whether the
resulting renderings retain the same quality when the training images undergo 2D watermarking.
Concatenating Watermarks with Attributes. Traditional deep watermarking methods design en-
coders to extract deep features from watermark messages and cover images. These features are then
concatenated with the raw cover image to generate a watermarked image. CopyRNeRF (Luo et al.,
2023b) propose transforming secret watermark messages into higher dimensions and fusing them
with the spatial information and color representations of NeRFs. Furthermore, we aim to explore
whether an encoder can align watermark messages with specific attributes of 3DGS, such as the
spherical harmonic coefficients h, and extract these messages from 2D renderings.

As described in Section 3, both solutions mentioned above incorporate an additional encoder to em-
bed watermarks. However, experiments in Section 4.3 demonstrate that neither approach success-
fully extracts watermarks from 2D renderings. Rather than explicitly introducing a new encoder,
we propose that the original 3DGS generative network can serve as a potential encoder. Figure 3
illustrates the overall processing pipeline of the proposed WATER-GS method. Our approach aims
to embed l-bit binary messages m ∈ {0, 1}l within the 3DGS file prior to publication. In the fol-
lowing sections, we first outline the process for obtaining a universal decoder in Section 3.1. We
then describe the method for embedding watermarks within 3DGS and discuss the roles of the 3D
distortion layers in Section 3.2.

3.1 PLUG-AND-PLAY WATERMARK DECODER

The core of our approach involves integrating an external decoder that can effectively disentangle
messages from 2D renderings within the 3DGS pipeline. This decoder features a plug-and-play ca-
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Figure 3: Illustration of our WATER-GS framework. (1) Training a plug-and-play decoder. In this
stage, a message encoder E and a decoder D are trained end-to-end. (2) Fine-tuning the 3D Gaus-
sians. In this stage, creators fine-tune the original 3D Gaussians using the pre-trained decoder to
embed fixed messages. They have the flexibility to control which parameters are frozen by employ-
ing a self-defined mask. (3) Distorstion layers. The 3D distortion layers N introduce alterations to
the 3D Gaussians Θ, resulting in a distorted Θ̂.

pability, enabling seamless incorporation into the existing 3DGS framework. Consequently, creators
can embed watermarks with minimal modifications to its training and rendering processes.

In this paper, we introduce a novel end-to-end decoder training framework inspired by HiDDeN (Zhu
et al., 2018). Our approach innovatively integrates the watermark encoder network E and the decoder
network D into a single optimized pipeline using the COCO dataset (Lin et al., 2014). During the
optimization process, we input a cover image Ico alongside a watermark message m ∈ {0, 1}l into
the encoder E . The encoder produces the watermarked image Iwa, which is then processed by the
decoder D to extract the messages m′ ∈ {0, 1}l. This framework represents a significant advance-
ment in watermarking techniques, as it allows for simultaneous optimization of both embedding and
extraction processes. The training procedure is outlined as follows:

Iwa = E(Ico,m), m′ = D(Iwa). (3)

Finally, the whole network is optimized by minimizing the Mean Squared Error (MSE) loss between
images and the Binary Cross Entropy (BCE) loss between messages as:

Li = MSE(Ico, Iwa), Lm = BCE(m,m′). (4)

After training, the decoder D learns the embedding pattern, enabling the 3DGS generative model to
incorporate this knowledge during the fine-tuning process.

3.2 ROBUST WATERMARK EMBEDDING

Rendering watermarked images. The raw 3DGS generative networks naturally serve as effec-
tive message embedding encoders due to their robust feature fusion and representation capabilities.
Consequently, our method eliminates the need for an additional encoder to explicitly generate wa-
termarked images. Instead, we draw inspiration from fixed neural networks (FNNs) (Kishore et al.,
2021), which conceptualize image steganography as the addition of adversarial perturbations to
cover images. Given a fixed decoder D and a watermark m ∈ {0, 1}l, the FNNs produce the
watermarked image Iwa by applying a trained perturbation ∆ to the cover image Ico as follows:

Iwa = Ico +∆, m′ = D(Iwa). (5)
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Algorithm 1 Fine-tuning the 3DGS for watermark embedding
Models: decoder D, 3DGS model F with parameter Θ, 3D distortion layers N
Data: watermark m, extracted watermark m̃, training images {Ii} with viewpoints {vi}, ren-

dered image Ipred
Hyper-parameters: mask M , learning rate η, optimization steps n
Output: Watermarked 3DGS model F with parameter Θ̃

1: Θ̃← Θ
2: for n iterations do
3: Randomly sample a training pose vi
4: Ipred = F(vi,N (Θ̃))
5: m̃ = D(Ipred)
6: Compute message loss Lm and standard loss Lrgb as in Eq. (8), (9)
7: Update Θ̃ with η · (∂Ltot

∂Θ̃
⊙M)

return Θ̃

Our watermark embedding algorithm is outlined in Algorithm 1. In our approach, we propose fine-
tuning the 3DGS model to render a watermarked image Ĩ instead of a standard image I . To main-
tain plug-and-play compatibility, we avoid making additional modifications to the original 3DGS
pipeline F with parameters Θ = {µ, s, r, α,h}. We first train F following the regular process
until the quality of the rendered image I stabilizes. Subsequently, we fine-tune Θ with the fixed D
to obtain Θ̃ = {µ̃, s̃, r̃, α̃, h̃}, which renders the watermarked images Ĩ . Creators have the option
to fine-tune either the entire or a partial Θ using a self-defined mask M . The process proceeds as
follows, in accordance with Eq. (2):

m̃ = D(Ĩ), Ĩ[p] =
∑
i∈I

c̃iσ̃i

i−1∏
j=1

(1− σ̃j) (6)

3D distortion layers. Previous research on 3D-based digital watermarking (Yoo et al., 2022; Luo
et al., 2023b; Song et al., 2024) has primarily focused on distortions in 2D images, such as cropping
and JPEG compression, while overlooking the distortions inherent in 3D point cloud files that can
arise from transmission or malicious alterations. As a result, even though rendered images exhibit
robustness against various 2D distortions, compromised 3D files may not produce accurate water-
marked images. To bridge this gap, we introduce 3D distortion layers N , defined as follows:

Θ̂ = N (Θ̃), N = {Identity,GN,Dropout,Crop}. (7)

This innovative approach enables our framework to effectively account for distortions specific to
3D data, enhancing the reliability of watermark extraction. The Identity layer maintains Θ̃ un-
changed to ensure basic extraction capability in the absence of distortion. The Gaussian Noise (GN)
layer applies a Gaussian kernel with width σ to blur Θ̃, thereby enhancing robustness against minor
parameter variations. The Dropout layer randomly removes a fraction p of the points, increasing
resilience against specific pruning compressions. Lastly, the Crop layer eliminates consecutive in-
tervals corresponding to a fraction p to improve robustness against partial data loss.

Given that 3DGS lacks standardized compression methods such as JPEG, leading to a variety of
point cloud file formats, we deliberately exclude compression from the 3D distortion layers. How-
ever, robustness against specific compression techniques can still be attained by incorporating a
plug-and-play decoder within the 3DGS compression pipeline (Lee et al., 2024; Niedermayr et al.,
2024). This integration allows our framework to adaptively respond to diverse compression chal-
lenges, thereby enhancing the overall reliability of watermark extraction.

Training details. The training set is {I(i)
gt }n and the watermark message is m ∈ {0, 1}l. The

learnable parameters in fine-tuning stage are Θ = {µ, s, r, α,h}. After training, we can obtain the
watermarked image set {I(i)

wa}n rendered by Θ̃. During optimization, we minimize the BCE loss
between messages and adhere to the original constraints of the original 3DGS pipeline:

Lm = BCE(m, m̃), m̃ = D(Iwa) (8)
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Figure 4: Visual quality comparisons of each baseline. We display both the rendered images and
the corresponding residual images (× 10). WATER-GS demonstrates the optimal balance between
rendering quality and watermark extraction accuracy.

Lrgb = (1− β) · L1(Igt, Iwa) + β · LSSIM (Igt, Iwa), (9)

where β denote the balancing weight of L1 and LSSIM . The total is Ltot = Lrgb+γ · Lm, where γ
is utilized to balance the optimization between robustness and invisibility of watermark embedding.
During the fine-tuning process, we implement an adaptive density control strategy to facilitate the
splitting and merging of Gaussian points, analogous to the approach used in 3DGS.

4 EXPERIMENTS

In this section, we first detail the implementation of our framework, followed by comprehensive
experiments to evaluate the performance of our model. Additionally, we present a visual comparison
of the rendered images before and after watermark embedding. Finally, we conduct ablation studies
to explore the impact of watermark embedding positions within the 3DGS model and assess the
effectiveness of noise layers.

4.1 EXPERIMENTAL SETUP

Datasets. We conduct experiments on real-world datasets: LLFF (Mildenhall et al., 2019), Mip-
NeRF360 (Barron et al., 2021) and Tanks&Temples (Knapitsch et al., 2017). We choose the train
and truck scenes from the Tanks&Temples dataset, similar to the (Kerbl et al., 2023). We present
average values across all testing viewpoints in our experiments.

Evaluation Metrics. We evaluate the performance of our watermarking method from two perspec-
tives: robustness and imperceptibility. For robustness, we utilize the Bit Error Rate (BER) metric to
assess the extraction accuracy of the watermark message. To evaluate imperceptibility, we employ
metrics such as PSNR, MS-SSIM and VGG-LPIPS (Simonyan & Zisserman, 2014; Zhang et al.,
2018), which measure the distortion between rendered images from the raw and watermarked 3DGS
model.

Implementation Details. Our method fine-tunes the model for 10K to 30K iterations to embed
the watermark into pre-trained scene. The entire fine-tuning process takes approximately half to
multiple hours according to the size of scenes. The watermark decoder utilizes the HiDDeN (Zhu
et al., 2018) structure, trained on the COCO (Lin et al., 2014) dataset. Experiments are conducted
using NVIDIA GeForce RTX 3090 GPU and PyTorch.

Baselines. We compare our WATER-GS with three baselines for a fair assessment: 1) “HiDDeN
+ 3DGS”, which involves training the 3DGS model with watermarked images processed by HiD-
DeN (Zhu et al., 2018); 2) “MBRS + 3DGS”, which uses watermarked images processed by the
SOTA image watermark method MBRS (Jia et al., 2021); 3) “CONCAT + 3DGS”, which concate-
nates the watermark message with spherical harmonic (SH) coefficients, ensuring minimal impact
on image rendering.

4.2 QUALITATIVE RESULTS AND ANALYSIS

We first compare the reconstruction quality against all baselines, with results presented in Fig. 4.
The residual images between the rendered outputs and the ground truth have been magnified ten
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Table 1: Quantitative results of robustness performance under various 3DGS distortions. “Identity”
signifies no applied distortion. The results are averaged on the selected dataset scenes. Our proposed
method achieves the best performance across all settings.

Dataset Method Bit Error Rate (%) ↓
Identity GN Dropout Crop

LLFF

HiDDeN + 3DGS 47.50 48.13 47.66 47.43
MBRS + 3DGS 50.71 50.75 50.57 50.75

CONCAT+3DGS 43.13 43.25 42.95 42.95
Ours 3.26 4.86 3.93 4.32

MIP-NeRF360

HiDDeN + 3DGS 53.94 53.83 53.93 53.99
MBRS + 3DGS 50.78 50.81 50.75 50.79

CONCAT + 3DGS 59.84 59.88 59.83 59.93
Ours 9.22 20.77 10.09 10.77

Tanks&Temples

HiDDeN + 3DGS 47.92 48.02 47.92 47.86
MBRS + 3DGS 48.40 48.48 48.44 48.28

CONCAT + 3DGS 50.73 50.68 50.52 50.73
Ours 6.30 29.11 8.59 8.90

times for enhanced visibility. With the exception of the “CONCAT + 3DGS” method, all other ap-
proaches achieve high reconstruction quality. Notably, our method exhibits the lowest bit error rate
(BER) among all watermark embedding techniques, incurring minimal sacrifices in image quality.
Furthermore, despite the distortions present in the rendering point cloud, watermarks can still be
accurately extracted from the rendered images.

Figure 5: A visual comparison of the watermark
patterns pre- and post-rendering. The residual im-
ages indicate that the watermark pattern is dis-
rupted.

Watermarking Training Datasets. For meth-
ods that aim to transfer watermarks from train-
ing images to rendered images, although they
achieve nearly 100% extraction accuracy on
training datasets, their bit error rates (BER) are
significantly high for 3DGS rendered images.
The elevated error rates observed in “HiDDeN
+ 3DGS” and “MBRS + 3DGS” demonstrate
that the watermark cannot withstand the train-
ing of the 3DGS generative model. As illus-
trated in Fig. 5, we present a comparison of
the residual images before and after rendering,
showing that the rendering process disrupts the
watermark embedding pattern, resulting in ex-
traction failures. Consequently, training the
3DGS with watermarked images does not al-
low the 3DGS network to effectively learn the
watermark pattern.

Concatenating Watermarks with Attributes. Methods that employ an explicit encoder to concate-
nate watermarks with existing attributes significantly degrade the visual quality of rendered images.
Since each point’s attributes in the 3DGS point cloud file possess clear physical meanings, we avoid
embedding watermarks in parameters related to position. Instead, we embed the watermark within
the spherical harmonics (SH) coefficients h, which define color. However, the results indicate that
any explicit modifications to existing attributes can severely compromise the quality of rendered
images, rendering invisible watermark embedding impossible. A detailed analysis is provided Ap-
pendix C.1.

4.3 QUANTITATIVE RESULTS AND ANALYSIS

We conducted quantitative experiments using 48-bit messages, allowing for a high watermark ca-
pacity for 3D data (Luo et al., 2023b; Song et al., 2024). Tab. 1 presents the Bit Error Rate (BER)
across various point cloud distortions, demonstrating that our method consistently achieves the high-
est extraction accuracy compared to all baselines. The “HiDDeN + 3DGS” and “MBRS + 3DGS”
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Table 2: Quantitative results of extraction accuracy and reconstruction quality. “w/o DL” indicates
fine-tuning without distortion layers. Note that the quality of raw 3DGS rendered images is inferior
to that of NeRF. Red text indicates performance degradation, while green text signifies performance
improvement.

Method BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
NeRF N/A 30.38 0.952 0.036

CopyRNeRF 8.84 25.80 / 4.58 ↓ 0.830 / 0.122 ↓ 0.103 / 0.067 ↑
3DGS N/A 24.99 0.801 0.175

Ours w/o DL 5.10 23.35 / 1.64 ↓ 0.796 / 0.005 ↓ 0.188 / 0.001 ↑
Ours 2.83 22.77 / 2.22 ↓ 0.802 / 0.001 ↑ 0.190 / 0.015 ↑

Table 3: Ablation studies on the proposed 3D distortion layers. “w/o DL” indicates fine-tuning
without the 3D distortion layers. The watermark length is set to 48 bits.

Method Identity Gaussian Noise Dropout Crop
BER PSNR BER PSNR BER PSNR BER PSNR

Ours w/o DL 4.82% 21.95 25.62% 21.52 12.24% 21.29 11.82% 21.25
Ours 3.26% 21.83 4.86% 21.80 3.93% 21.65 4.32% 21.63

methods completely fail in watermark embedding, as a “BER ≥ 50%” indicates random guessing
during the extraction process. The “CONCAT + 3DGS” method shows some effectiveness in sim-
ple scenes from the LLFF (Mildenhall et al., 2019) dataset but fails to perform adequately in more
complex scenes.

Additionally, we compared our method to the NeRF-based watermarking approach CopyRN-
eRF (Luo et al., 2023b), conducting experiments under optimal settings for CopyRNeRF using
16-bit messages. As shown in Tab. 2, our method outperformed CopyRNeRF in extraction accu-
racy in both scenarios, with and without the 3D distortion layers. Furthermore, a fair comparison
of image quality is challenging, as the quality of raw 3DGS rendered images is generally inferior to
that of NeRF. However, considering the specific decline values of the indicators, our method demon-
strates less performance deterioration. Notably, experiments with CopyRNeRF indicated that 48 bits
represents the upper bound capacity, suggesting that the 3DGS format can offer superior coverage
compared to NeRF.

4.4 ABLATION STUDY

3D Distortion Layers. Ablation studies on 3D distortion layers are presented in Tab. 3. We observe
that the 3DGS fine-tuned without 3D distortion layers performs poorly when subjected to various
distortion types. Among these distortions, Gaussian noise has the most detrimental effect on the wa-
termark, while the distortion layers enhance extraction accuracy by 20.76%. The low BER reported
in Tab. 3 indicates that models can develop robustness to a range of 3D distortions when these are
incorporated into the fine-tuning process. Furthermore, we observe improvements in the quality of
images rendered from distorted 3DGS files when utilizing the 3D distortion layers.

Embedding Positions. Ablation studies on various fine-tuning methods of the 3DGS are presented
in Tab. 4. As described in Sec 2.2, the 3DGS file comprises Θ = {µ, s, r, α,h} and position
parameters xyz. The coefficients h consist of two parts: 0-order hdc, which determines ambient
and diffuse light; and the 1nd, 2nd and 3rd orders hrest, which govern specular light. The rotation

Table 4: Ablation studies on different watermark embedding positions of the proposed WATER-GS.
The watermark length is set to 48 bits.

Embedding Positions BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
xyz 39.10 23.61 0.773 0.211
hdc 13.03 23.95 0.783 0.206
hrest 10.47 24.46 0.788 0.199
ALL 5.10 22.85 0.769 0.188
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Table 5: Ablation studies on various 3DGS framework. Notice that the compression process of
Compact3D (Lee et al., 2024) compromises the integrity of the point cloud file and watermark
pattern. The watermark length is set to 48 bits.

Method BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
3DGS N/A 24.99 0.801 0.175

3DGS + WATERGS 5.10 23.35 0.796 0.188
2DGS N/A 24.89 0.812 0.189

2DGS + WATERGS 8.53 21.49 0.765 0.270
Compact3D N/A 24.53 0.792 0.189

Compact3D + WATERGS 9.85 21.70 0.743 0.275

Figure 6: The rendered images and localized detailed residual images (×10) different watermark
embedding positions.

factor r, scaling factor s and opacity factor α are activated by the normalization layer, exponential
layer and Sigmoid layer, respectively. Consequently, these three factors cannot be fine-tuned in-
dependently. Instead, we conduct experiments to separately fine-tune the position parameters xyz
and SH coefficients h. As shown in Fig. 6, fine-tuning the parameter hdc or hrest results in color
distortion in the image, while solely fine-tuning xyz does not enable full watermark embedding.
Therefore, fine-tuning all parameters achieves the optimal balance between extraction accuracy and
reconstruction quality. Additional qualitative comparisons can be found in Appendix C.2.

Adaption to diverse 3DGS variants. In our default configuration, we utilize the original 3D Gaus-
sian Splatting (3DGS) pipeline (Kerbl et al., 2023). However, WATER-GS is readily adaptable to
various 3DGS variants. As illustrated in Tab. 5, we further integrate the decoder with 2D Gaussian
Splatting (2DGS) (Huang et al., 2024a) and the Compact3D compression pipeline (Lee et al., 2024).
The results demonstrate that the watermark can be accurately extracted from 2DGS. In the case of
Compact3D, the watermark exhibits robustness developed during the fine-tuning stage, achieving a
90.15% extraction accuracy even when point cloud files are compressed.

5 CONCLUSION

In this paper, we present a novel plug-and-play approach for safeguarding the copyright of 3D
Gaussian Splatting (3DGS). Our method leverages a universal decoder, enabling creators to em-
bed unique signatures as watermarks into variants 3DGS models, which can be accurately extracted
from rendered images captured from any viewpoints. To enhance the robustness of the embedded
watermarks, we incorporate 3D distortion layers into the fine-tuning process, effectively mitigating
potential distortions encountered during rendering. To the best of our knowledge, WATER-GS is the
first method to address robust watermarking for 3DGS while pioneering the application of distor-
tion layers in 3DGS point cloud data. Experimental results validate the superiority of our approach
and demonstrate its seamless integration into diverse 3DGS variants. Future work will focus on
further enhancing the visual quality of watermarked 3DGS models and improving robustness under
complex real-world conditions.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Jonathan T. Barron, Ben Mildenhall, Matthew Tancik, Peter Hedman, Ricardo Martin-Brualla, and
Pratul P. Srinivasan. Mip-nerf: A multiscale representation for anti-aliasing neural radiance fields.
In 2021 IEEE/CVF International Conference on Computer Vision (ICCV), Oct 2021. doi: 10.
1109/iccv48922.2021.00580. URL http://dx.doi.org/10.1109/iccv48922.2021.
00580.

Yihang Chen, Qianyi Wu, Jianfei Cai, Mehrtash Harandi, and Weiyao Lin. Hac: Hash-grid assisted
context for 3d gaussian splatting compression. arXiv preprint arXiv:2403.14530, 2024a.

Zilong Chen, Feng Wang, Yikai Wang, and Huaping Liu. Text-to-3d using gaussian splatting. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 21401–
21412, 2024b.

Felipe ABS Ferreira and Juliano B Lima. A robust 3d point cloud watermarking method based on
the graph fourier transform. Multimedia Tools and Applications, 79(3):1921–1950, 2020.

Mohamed Hamidi, Aladine Chetouani, Mohamed El Haziti, Mohammed El Hassouni, and Hocine
Cherifi. Blind robust 3d mesh watermarking based on mesh saliency and wavelet transform for
copyright protection. Information, pp. 67, Feb 2019. doi: 10.3390/info10020067. URL http:
//dx.doi.org/10.3390/info10020067.

Binbin Huang, Zehao Yu, Anpei Chen, Andreas Geiger, and Shenghua Gao. 2d gaussian splatting
for geometrically accurate radiance fields. In ACM SIGGRAPH 2024 Conference Papers, pp.
1–11, 2024a.

Qinglong Huang, Yong Liao, Yanbin Hao, and Pengyuan Zhou. Noise-nerf: Hide information in
neural radiance fields using trainable noise. arXiv preprint arXiv:2401.01216, 2024b.

Zhaoyang Jia, Han Fang, and Weiming Zhang. Mbrs: Enhancing robustness of dnn-based water-
marking by mini-batch of real and simulated jpeg compression. In Proceedings of the 29th ACM
international conference on multimedia, pp. 41–49, 2021.

Ian T. Jolliffe and Jorge Cadima. Principal component analysis: a review and recent develop-
ments. Philosophical Transactions of the Royal Society A: Mathematical, Physical and En-
gineering Sciences, pp. 20150202, Apr 2016. doi: 10.1098/rsta.2015.0202. URL http:
//dx.doi.org/10.1098/rsta.2015.0202.

Nikhil Keetha, Jay Karhade, Krishna Murthy Jatavallabhula, Gengshan Yang, Sebastian Scherer,
Deva Ramanan, and Jonathon Luiten. Splatam: Splat track & map 3d gaussians for dense rgb-d
slam. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pp. 21357–21366, 2024.

Bernhard Kerbl, Georgios Kopanas, Thomas Leimkühler, and George Drettakis. 3d gaussian splat-
ting for real-time radiance field rendering. ACM Trans. Graph., 42(4):139–1, 2023.

Varsha Kishore, Xiangyu Chen, Yan Wang, Boyi Li, and Kilian Q Weinberger. Fixed neural network
steganography: Train the images, not the network. In International Conference on Learning
Representations, 2021.

Arno Knapitsch, Jaesik Park, Qian-Yi Zhou, and Vladlen Koltun. Tanks and temples: Benchmarking
large-scale scene reconstruction. ACM Transactions on Graphics (ToG), 36(4):1–13, 2017.

Georgios Kopanas, Thomas Leimkühler, Gilles Rainer, Clément Jambon, and George Drettakis.
Neural point catacaustics for novel-view synthesis of reflections. ACM Transactions on Graphics
(TOG), 41(6):1–15, 2022.
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A IMPLEMENTATION DETAILS

A.1 HYPER-PARAMETERS

Decoder network architecture. We use the network architecture proposed by HiDDeN (Zhu et al.,
2018). The encoder E consists of four stacked layers of convolution followed by ReLU activation
functions and the decoder D consists of seven stacked layers of convolution followed by ReLU
activation functions. The middle channels are set to 64. During training stage, the images are
cropped to 256× 256 and the model is trained for 300 epochs.

Distortion layer strength factors. For Gaussian noise, we add noise to position parameters xyz,
the kernel width σ is set to 0.01. For Dropout and Crop noise, we drop a percentage p = 10% of
points from original 3DGS parameters Θ. Creators can fine-tune this factors to change the strength
of distortion. Fine-tuning the model with stronger distortion degrees can enhance robustness of
watermark while sacrifice the image quality.

Loss weights. The total loss Ltot is consist of Lrgb and Lm, balanced by γ. We prefer to remain
hyper-parameters of raw frameworks unchanged and control the γ to fit different scenes and datasets.
In summary, we use a smaller γ for the fewer points 3DGS. In this paper, we set γ = 0.1 for
LLFF (Mildenhall et al., 2019) dataset and γ = 0.3 for others.

Fine-tuning iterations. Excessive training epochs can degrade image quality; therefore, we set the
training duration to range between 10,000 and 30,000 iterations. When the bit error rate (BER)
decreases to 0.0%, we implement early stopping of the fine-tuning process.

A.2 TIMING

Tab. 6 presents the average time required to train models for 10K iterations across various 3DGS
variants and datasets on a NVIDIA GeForce RTX 3090 GPU. We also investigated the use of wa-
termark messages of varying lengths and found that the fine-tuning time remains approximately
constant. Incorporating the 3D distortion layers results in a slowdown of the training speed due to
the relatively slow tensor replacement operations. Nevertheless, our method achieves a training time
of less than 1.5 hours, outperforming NeRF-based methods, which typically require multiple hours
for completion.

Table 6: Time in minutes for different 3DGS variants and datasets.

Method Time in minutes
LLFF Mip-NeRF360 Tanks&Temples

3DGS 4 6 4
3DGS + WATER-GS w/o DL 17 60 30

3DGS + WATER-GS 50 100 60
2DGS 15 20 18

2DGS + WATER-GS w/o DL 15 20 18
2DGS + WATER-GS 45 65 45

Compact3D 5 6 5
Compact3D + WATER-GS w/o DL 30 65 35

Compact3D + WATER-GS 55 100 55
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B ADDITIONAL QUANTITATIVE EXAMPLES

B.1 QUANTITATIVE RESULTS FOR MORE BIT LENGTHS

We examined the relationship between BER and four different watermark capacities, revealing that
increasing watermark bits has minimal impact on extraction accuracy. This stability arises because
our method fine-tunes the entire 3DGS structure for implicit watermark embedding, rather than
relying on specific parameter domains. Tab. 7, 8, 9 illustrate the performance of different watermark
lengths across the three datasets, respectively.

Table 7: Relationship between BER and watermark capacities. We show the results on dataset
LLFF (Mildenhall et al., 2019). Note that the 0.00 number is exactly zero.

Bit Number BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
0 bit N/A 24.99 0.801 0.175
8 bits 0.00 25.17 0.805 0.181

16 bits 2.83 22.77 0.802 0.190
32 bits 5.45 25.11 0.803 0.185
48 bits 3.26 21.83 0.769 0.258

Table 8: Relationship between BER and watermark capacities. We show the results on dataset Mip-
NeRF360 (Barron et al., 2021).

Bit Number BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
0 bit N/A 27.52 0.814 0.224
8 bits 8.88 25.17 0.823 0.353

16 bits 8.12 23.20 0.768 0.359
32 bits 10.89 24.79 0.866 0.307
48 bits 12.22 24.75 0.761 0.363

Table 9: Relationship between BER and watermark capacities. We show the results on dataset
Tanks&Temples (Knapitsch et al., 2017).

Bit Number BER (%) ↓ PSNR ↑ SSIM ↑ LPIPS ↓
0 bit N/A 23.90 0.844 0.183
8 bits 5.35 21.71 0.765 0.303

16 bits 6.56 19.30 0.734 0.352
32 bits 5.86 22.41 0.783 0.270
48 bits 6.30 19.96 0.768 0.308
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C ADDITIONAL QUALITATIVE EXAMPLES

C.1 QUALITATIVE RESULTS FOR CONCATENATING WATERMARKS WITH ATTRIBUTES

We concatenate watermark messages within the SH coefficients h, which define color and have
minor impact on image quality. 0-order hdc determines ambient and diffuse light. The 1nd, 2nd
and 3rd orders hrest govern specular light. As illustrated in Fig. 7, changing hdc influences the
structure and coarse feature of rendered images, while changing hrest affects reflection and fine-
grained details.

Figure 7: Qualitative comparison of concatenating watermark with different attributes.

C.2 QUALITATIVE RESULTS FOR VARIOUS EMBEDDING POSITIONS

WATER-GS offers creators the flexibility to fine-tune specific parameters while keeping others fixed.
Unlike the method “Concatenating Watermarks with Attributes”, our approach does not involve di-
rect value alterations; instead, we fine-tune specific parameters to implicitly embed watermarks. As
a result, even when adjusting the same parameters, the images Fig. 10 exhibit significantly smaller
distortions compared to those in Fig. 7.
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Figure 8: Qualitative comparison of fine-tuning different parameters for watermark embedding.
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C.3 QUALITATIVE RESULTS FOR 2DGS WATERMARK EMBEDDING

Figure 9: Qualitative comparison of watermark embedding with Compact3D framework. The wa-
termark length is set to 48 bits.
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C.4 QUALITATIVE RESULTS FOR COMPACT3D WATERMARK EMBEDDING

Figure 10: Qualitative comparison of watermark embedding with Compact3D framework. The
watermark length is set to 48 bits.

19


	Introduction
	Related Works
	3D Gaussian Splatting
	3D Digital watermark

	Method
	Plug-and-play Watermark Decoder
	Robust Watermark Embedding

	Experiments
	Experimental setup
	Qualitative results and analysis
	Quantitative results and analysis
	Ablation study

	Conclusion
	Implementation details
	Hyper-parameters
	Timing

	additional quantitative examples
	Quantitative results for more bit lengths

	additional qualitative examples
	Qualitative results for Concatenating Watermarks with Attributes
	Qualitative results for various embedding positions
	Qualitative results for 2DGS watermark embedding
	Qualitative results for Compact3D watermark embedding


