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L. Julián Lechuga López 1,2 leopoldo.lechuga@nyu.edu

Shaza Elsharief 2 se1525@nyu.edu

Dhiyaa Al Jorf 2 da2863@nyu.edu

Firas Darwish 2 fbd2014@nyu.edu

Congbo Ma 2 cm7196@nyu.edu

Farah E. Shamout 1,2 farah.shamout@nyu.edu

New York University 1, New York University Abu Dhabi 2

Abstract
Uncertainty Quantification (UQ) is pivotal in
enhancing the robustness, reliability, and in-
terpretability of Machine Learning (ML) sys-
tems for healthcare, optimizing resources and
improving patient care. Despite the emergence
of ML-based clinical decision support tools, the
lack of principled quantification of uncertainty
in ML models remains a major challenge. Cur-
rent reviews have a narrow focus on analyz-
ing the state-of-the-art UQ in specific health-
care domains without systematically evaluating
method efficacy across different stages of model
development, and despite a growing body of
research, its implementation in healthcare ap-
plications remains limited. Therefore, in this
survey, we provide a comprehensive analysis of
current UQ in healthcare, offering an informed
framework that highlights how different meth-
ods can be integrated into each stage of the
ML pipeline including data processing, train-
ing and evaluation. We also highlight the most
popular methods used in healthcare and novel
approaches from other domains that hold po-
tential for future adoption in the medical con-
text. We expect this study will provide a clear
overview of the challenges and opportunities of
implementing UQ in the ML pipeline for health-
care, guiding researchers and practitioners in
selecting suitable techniques to enhance the re-
liability, safety and trust from patients and clin-
icians on ML-driven healthcare solutions.

Data and Code Availability This literature re-
view does not rely on any specific dataset, as it syn-
thesizes findings from existing research on UQ in
healthcare. No new data was generated, and no code
was developed or available for sharing.

Institutional Review Board (IRB) This liter-
ature review on UQ in healthcare does not involve
human subjects, so IRB approval was not required.

1. Introduction

Machine Learning (ML) is revolutionizing healthcare
by enhancing diagnostic performance, personalizing
treatment plans, optimizing hospital operations, and
accelerating drug discovery, ultimately leading to im-
proved patient outcomes and more efficient and safe
medical practices (Alowais et al., 2023). Many sys-
tems have been developed to support clinical diag-
nosis (Browning et al., 2021), from analyzing medi-
cal images for anomaly detection (Zou et al., 2023),
to providing personalized treatment plans based on
patient-specific physiological and genetic characteris-
tics (Durso-Finley et al., 2023b).

However, due to the safety-critical nature of clinical
practice, the development of trustworthy and deploy-
able ML in healthcare requires the implementation
of robust Uncertainty Quantification (UQ) (Begoli
et al., 2019; Gruber et al., 2023). Variations in real-
world clinical environments affect the performance
of predictive systems and introduce uncertainty at
different stages of the ML pipeline: data noise and
distribution drift, bias and miscalibration of model
parameters, or evaluation of the model in an out-of-
distribution scenario, such as deployment in a dif-
ferent hospital (Azizmalayeri et al., 2025). By com-
plementing AI-driven healthcare systems with assess-
ments of the uncertainty in their predictions, meth-
ods can help better explain whether errors can be
attributed to randomness and noise or whether they
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Figure 1: Overview of distribution and characteristics of reviewed papers. (a) Prevalence of differ-
ent uncertainty quantification methods across the surveyed papers. (b) Distribution of studies according to
the machine learning pipeline stages: data processing, model training, and evaluation. (c) Code availability
rates across papers published in various conferences and journals. (d) Medical domains represented in the
reviewed studies, alongside their corresponding code availability.

are due to design choices made during model training
and development.

Furthermore, the development of UQ in ML for
healthcare can improve confidence in the adoption of
these tools by clinicians, patients, and institutions
alike (Kurz et al., 2022). Robust and informative
UQ diagnostics can help clinicians focus their atten-
tion on specific details of patient data, and distin-
guish between predictions made with high confidence
and those with substantial ambiguity, which allows
for better risk management (Ren et al., 2023). For
patients, understanding the degree of confidence asso-
ciated with their personalized predictions allows them
to weigh the risks and benefits of different interven-
tions, reduces the chances of inappropriate or inva-
sive treatment, and improves their trust in the model
(Durso-Finley et al., 2023b). This transparency is
vital for healthcare institutions, as it leads to bet-
ter informed decision-making, optimization of opera-
tions, reduction of misdiagnoses and incorrect treat-
ment recommendations, and most importantly, im-
proved patient care (Zou et al., 2023).

Unfortunately, real-world implementation of UQ
models in healthcare is still hampered by the lim-
ited development of tailored solutions for improving
these models (Ovadia et al., 2019; Kompa et al.,
2021). Limited underlying theory on how to best
adapt predictive uncertainty methods in clinical tasks
shows that the use of UQ in clinical applications
is not common practice (Begoli et al., 2019; Lam-
bert et al., 2024). In addition, since uncertainty in
healthcare applications originates at different stages,
it needs to be analyzed from the perspective of the
ML pipeline: data processing, model training, and
model evaluation. Therefore, there is a crucial need
to design and develop Uncertainty Quantification for
Machine Learning in Healthcare (UQML4H) to en-
able the implementation of trustworthy systems that
are adapted to robustly mitigate uncertainty during
the full ML design lifecycle. Our main goal is to
provide a comprehensive overview of State-of-the-Art
(SOTA) UQ methods in healthcare, clinical datasets,
tasks and domains, and to encourage the develop-
ment of new UQ methodologies that tackle specific
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challenges relevant to the nature of each medical do-
main.

1.1. Motivation

Most existing reviews in UQ cover a wide range of ap-
plications and domains, with narrow focus on health-
care. These studies highlighting UQ applications in
healthcare primarily focus on a single type of data
modality (i.e., medical imaging) (Huang et al., 2024a)
or a specific clinical task (Barbano et al., 2022). How-
ever, no previous studies pay particular attention to
analyzing UQ methods from an ML pipeline point
of view. Our work is intended to bridge SOTA re-
search in UQ and tailored clinical applications, with
an emphasis on analyzing each phase of model devel-
opment. Compared to existing work, our survey has
four main contributions:

1. We focus on recent SOTA literature on UQ from
both medical and nonmedical domains published
in the last four years, capturing extensive appli-
cations in healthcare (e.g., diagnosis, decision-
support systems, etc.) and methodological ad-
vances (e.g., theory, algorithms, optimization).

2. We distinguish and analyze UQ methods at each
stage of the ML pipeline: data processing (e.g.,
collection, labeling, alignment), model training
(e.g., architecture, tuning, loss design), and eval-
uation (e.g., inference, metrics, calibration).

3. We present a comprehensive taxonomy of UQ
methods categorized by domain, dataset, and
task, providing a practical reference for domain-
specific applications in healthcare.

4. We connect current methodological advances
with practical deployment considerations of UQ
in healthcare, identifying key gaps and outlining
future research directions and open challenges.

Scope of the Review

To this end, the reviewed papers (overview provided
in Figure 1) were selected using the following criteria:

• Recently published peer-reviewed work, (i.e.,
publication year ≥ 2020), and earlier seminal pa-
pers in UQ.

• Articles from top-tier AI conferences and medi-
cal journals that focus on the application or de-
velopment of UQ at any stage of the ML pipeline.

• Key information extracted: UQ methods, code
availability, clinical datasets and tasks, and spe-
cific healthcare domains targeted (e.g., oncology,
radiology, cardiology, etc.).

In Section 2, we present our main findings regard-
ing the applications of UQ in healthcare across each
stage of the ML pipeline, discussing both current ap-
plications and emerging opportunities. The section
concludes with a comparative analysis of different UQ
techniques and applications in healthcare, highlight-
ing the strengths and weaknesses of seven representa-
tive methods. Section 3, presents a thorough discus-
sion of open challenges and future research directions,
touching on details of deployment, fairness, regula-
tion, evaluation benchmarks, and a roadmap towards
safe UQ implementation in healthcare. Concluding
remarks are provided in Section 4.

In Appendix A, we provide a concise overview of
key UQ methodologies and identify application do-
mains closely linked to current SOTA developments
in machine learning. Furthermore, Appendix B (Ta-
ble B1) presents detailed information on 94 open-
source clinical datasets, grouped by medical domain,
currently used in the development and evaluation of
UQ methods. Appendix C (Table C1) summarizes
the main characteristics of the studies reviewed in
this survey, organized by ML pipeline stage and clin-
ical context.

We anticipate that this comprehensive collection
of resources will serve as a valuable reference for re-
searchers and practitioners aiming to advance UQ ap-
plications in healthcare.

2. Uncertainty Quantification in
Healthcare: Applications Across
the Machine Learning Pipeline

This section synthesizes key findings on the use of UQ
methods in healthcare across the ML pipeline, span-
ning data preprocessing, model training, and evalua-
tion. We highlight methods applied across diverse
clinical tasks, medical domains, and datasets, and
point to emerging trends from other fields that may
shape future developments. Figure 2 summarizes the
main insights, illustrating sources of uncertainty, ex-
pected outcomes, and representative UQ techniques
at each pipeline stage. Table C1 (Appendix C) pro-
vides detailed information on all reviewed studies dis-
cussed in this section. This synthesis offers a struc-
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Figure 2: UQ in the Clinical Machine Learning Pipeline. (a) Key sources of uncertainty identified
at each stage of the pipeline. (b) Expected outcomes of implementing UQ methods for clinical tasks. (c)
Relevant UQ techniques applied during data processing, model training, and evaluation.

tured overview of how UQ is currently integrated into
healthcare ML workflows.

2.1. Data Preprocessing

The data preprocessing stage is fundamental for ML
modeling, addressing challenges like noise, imbalance,
and incompleteness that increase uncertainty. UQ
methods at this stage focus on enhancing the quality
and reliability of inputs for subsequent stages. Tech-
niques include correcting label noise in imbalanced
datasets, UQ pseudo-labeling, and modeling uncer-
tainty with normalizing flows.

2.1.1. Applications

Although methods for data preprocessing in health-
care are limited, and the boundary between prepro-
cessing and early training stages may be ambiguous,
several studies have proposed UQ methods to en-
hance data reliability before training. For instance,
Angelopoulos et al. (2022) made use of a distribution-
free UQ method for image-to-image regression for
MRI and microscopy imaging, providing pixel-wise
uncertainty intervals to preprocess the input data
with formal statistical guarantees addressing uncer-
tainty. Similarly, Li et al. (2022a) improved the qual-

ity of data annotations using label probability dis-
tributions for tumor cellularity assessment in breast
cancer histological images. Das et al. (2024) pro-
posed AnoMed, a semi-supervised confidence guided
pseudo-label optimizer, to capture anatomical struc-
tures and underlying representations in chest X-rays.
In multichannel brain MRI, Tanno et al. (2019) intro-
duced a method to decompose predictive uncertainty
and quantify the effects of intrinsic and parameter
uncertainty of data. Working on echocardiography
images, Gu et al. (2024a) presented Re-Training for
Uncertainty (RT4U), a data-centric method to in-
troduce uncertainty to weakly informative inputs in
the data. Using diffusion probabilistic modeling, Oh
et al. (2024) used data augmentation and synthesis
to address domain shift issues, while Khader et al.
(2023); Adib et al. (2023); Iuliano et al. (2024) fo-
cused on generating high-quality synthetic data and
assessed the association between original and syn-
thetic data for 3D medical images, MRI and malaria
images, and ECG data.

Beyond specific applications, the effectiveness of
UQ methods at the data processing stage is also
shaped by the type of data modality and its res-
olution, which introduce distinct sources of uncer-
tainty and influence methodological suitability. For
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instance, uncertainty in MRI may arise from acquisi-
tion parameters or reconstruction artifacts (Edupu-
ganti et al., 2021; Zhao et al., 2024b), X-ray imag-
ing can suffer from low contrast and dose variability
(Cai et al., 2022; Gong et al., 2023a), and EHR data
is prone to missing values and documentation incon-
sistencies across institutions (Horii and Chikahara,
2023; Deng et al., 2025). In time-series data, higher
sampling rates can capture finer dynamics but risk
overfitting to noise; lower rates reduce noise sensi-
tivity but may miss short-term patterns (Puri et al.,
2022; Folgado et al., 2023).

To address this, UQ methods should be tailored
to modality-specific characteristics: Bayesian Neu-
ral Networks (BNNs) are well-suited for pixel-level
uncertainty in imaging, while deep ensembles are
more effective for structured EHR data (Caldeira
and Nord, 2020; Peng et al., 2020). Multi-scale UQ
approaches and ensemble techniques can also help
strike a balance between sensitivity and robustness
(Vranken et al., 2021; Hamedani-KarAzmoudehFar
et al., 2023). Data resolution also plays a pivotal
role, as high resolution imaging scans offer greater
detail but introduce noise and computational over-
head, whereas low-resolution data may omit clinically
relevant features, affecting the reliability of UQ es-
timates (Nehme et al., 2023; Fu et al., 2025). Fi-
nally, in multimodal settings, such as those involving
imaging and EHR, heterogeneous uncertainty sources
must be jointly modeled with techniques like hierar-
chical Bayesian models. Uncertainty-weighted fusion
can also account for these modality-specific variances,
enhancing the overall reliability of clinical predictions
(Fu et al., 2025).

2.1.2. Opportunities

Label Handling. This focuses on addressing noisy
and imbalanced datasets through adaptive label-
ing techniques. Relevant examples include uncer-
tainty quantification pseudo-labeling strategies for
semi-supervised learning that filter unreliable pseudo-
labels to enhance model robustness (Rizve et al.,
2021; Yan et al., 2022) and Uncertainty Correction
of Labels (UCL) proposed by Huang et al. (2022a) to
identify and correct mislabeled data.

Noise Reduction and Augmentation. These
methods attenuate data variance and calibrate noise
levels, preventing spurious uncertainty signals. Tech-
niques employing aleatoric uncertainty estimation
and UQ augmentation can help refine domain adapta-

tion by aligning source and target distributions (Yan
et al., 2022; Zhang et al., 2024b).

Input Transformations. Input transformation
methods are often used to improve uncertainty es-
timates. For example, normalizing flow ensembles
and the use of confidence score calibration dur-
ing preprocessing enables accurate representation of
both aleatoric and epistemic uncertainties (Berry
and Meger, 2023; Yang et al., 2024). These studies
demonstrate the meaningful integration of UQ into
the data preprocessing stage to mitigate the impact
of poor quality data, enhance reliability, improve an-
notation quality, and mitigate uncertainties before
training begins.

2.2. Model Training

This stage is crucial for integrating UQ, as it im-
pacts generalization and reliability of predictions.
UQ methods at this stage focus on capturing both
epistemic and aleatoric uncertainty to enhance model
robustness, reduce overfitting, and improve predictive
performance under uncertainty.

2.2.1. Applications

The training stage has seen the most development of
UQ methods, with various approaches used to im-
prove reliability and robustness in medical domains.

Evidential Deep Learning (EDL) has been widely
applied across different tasks for its ability to provide
meaningful uncertainty estimates while maintaining
high performance. For instance, Ren et al. (2023)
used EDL for joint image classification and segmen-
tation in ophthalmology and Yang et al. (2023a) em-
ployed it to improve segmentation reliability in gen-
eral surgery. In oncology, Dong et al. (2024) adopted
EDL for prostate cancer grading, while Jeong et al.
(2024) incorporated pixel-wise uncertainty into diffu-
sion models for adversarial colonoscopy image gener-
ation.

Bayesian methods have also emerged as prominent
UQ techniques at the training stage. Zhao et al.
(2022) applied Bayesian techniques for efficient uncer-
tainty estimation in cardiology segmentation tasks,
while Bayesian variational inference was leveraged by
Adams and Elhabian (2023) for super shape predic-
tion in cardiology. Additionally, sparse Bayesian net-
works were proposed by Abboud et al. (2024), to ef-
ficiently quantify uncertainty in skin cancer classifi-
cation and chest radiology segmentation.
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Monte Carlo-based approaches and ensemble meth-
ods are also commonly used for UQ during train-
ing. Monte Carlo (MC) Dropout was utilized by
Aljuhani et al. (2022) for histological image classifica-
tion in oncology. Ensemble methods were explored by
Kazemi Esfeh et al. (2022) on video frames to address
ejection fraction regression in cardiology. Similarly,
Wu et al. (2022) combined Bayesian and ensemble
techniques to predict remaining surgery duration in
ophthalmology using surgical video frames, produc-
ing a prediction and uncertainty estimation in the
same inference run. In another vision application,
Zhao et al. (2024a) combined Bayesian methods with
ensembles for uncertainty-guided segmentation tasks
in cardiology.

Beyond these core methods, several innovative
techniques have been introduced to address domain-
or task-specific challenges. For example, uncer-
tainty attention modules were employed by Xie et al.
(2022c) to handle ambiguous boundary segmenta-
tion in cardiology and fetal ultrasound. Uncertainty-
weighted class activation maps were leveraged by
Fu et al. (2025) for weakly-supervised segmentation
in neonatal medicine. Epistemic and aleatoric un-
certainties were explicitly modeled by Xiang et al.
(2022a), who employed these techniques for super-
vised and unsupervised learning in segmentation
tasks within pancreatology and cardiology. Lar-
razabal et al. (2023) proposed regularization tech-
niques, such as the use of maximum entropy calibra-
tion to improve segmentation reliability in radiology
and cardiology. Moreover, contrastive learning and
latent space comparisons were developed by Judge
et al. (2022a), enabling robust uncertainty estimation
across multiple imaging datasets.

Entropy-based methods are also frequently em-
ployed for UQ. Sharma et al. (2024) introduced
entropy-driven self-distillation learning to enhance
classification performance in ophthalmology, oncol-
ogy, and skin cancer applications. Gaussian prob-
ability distributions were leveraged by Judge et al.
(2023a), addressing challenges in cardiology and chest
X-ray image segmentation, while Li et al. (2023a)
proposed a Dirichlet distribution classifier for cur-
riculum learning in skin cancer and COVID-19 image
classification tasks.

Other notable methods include the use of autoen-
coders by Lennartz and Schultz (2023a), who in-
troduced a segmentation distortion measure to im-
prove uncertainty estimation under domain shifts in
neurology imaging. Generative adversarial networks

(GANs) have also been adapted by Upadhyay et al.
(2021), who introduced Uncertainty-Guided Progres-
sive GANs (UP-GAN) for image-to-image translation
tasks in medical imaging. Hung et al. (2024) em-
ployed cross-slice attention and evidential critical loss
for prostate cancer detection using MRI scans. Fi-
nally, Browning et al. (2021) used deep reinforcement
learning to estimate uncertainty for pathology land-
mark detection in orthopedics. Zou et al. (2022) uti-
lized subjective logic theory to achieve trusted brain
tumor segmentation in neurology-oncology.

2.2.2. Opportunities

Architecture-Level Approaches. Recent ad-
vancements focus on novel architectures to address
specific challenges for UQ. Rudner et al. (2022) in-
troduced tractable function-space variational infer-
ence for BNNs, resulting in improved computational
efficiency while maintaining robust uncertainty esti-
mates. Mao et al. (2021b) proposed UAS-Net, an ar-
chitecture that adapts sampling based on uncertainty
estimation to help handle noisy data and refine depth
estimation accuracy. More commonly, existing archi-
tectures are modified to adapt UQ methods to specific
applications. For example, Zhang et al. (2022c) in-
tegrated transformers with uncertainty modeling us-
ing attention mechanisms that adapt based on un-
certainty levels in the data. Similarly, Zhu et al.
(2022) designed a depth completion network that in-
corporates uncertainty into the architectural layers,
and Ma (2024) integrated UQ into the GAN architec-
ture with data augmentation techniques to improve
model stability and performance. MC dropout has
also found widespread use across a variety of appli-
cations due to its simplicity and effectiveness. For
example, Tölle et al. (2024) introduced a federated
uncertainty-weighted averaging method, combining
Bayesian methods with MC dropout to address di-
verse label distributions in federated learning sys-
tems. Similarly, an uncertainty-driven dropout was
introduced by Feng et al. (2021) to enhance the ro-
bustness of Graph Neural Networks (GNN) through
stochastic techniques.

Loss Modification. Modifying loss functions en-
ables the explicit incorporation of uncertainty into
ML models, enhancing their robustness and relia-
bility. For instance, Warburg et al. (2020) intro-
duced a Bayesian triplet loss to generate stochastic
embeddings for image retrieval tasks. Similarly, Do
et al. (2021) proposed loss modifications for semi-
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supervised learning that adapt to uncertain labels,
effectively reducing overfitting to noisy data. In
the context of GNNs, Feng et al. (2021) developed
adaptive loss functions that respond dynamically
to adversarial perturbations based on uncertainty.
Caldeira and Nord (2020) investigated how different
loss functions, such as Mean Squared Error (MSE)
and log-likelihood, influence uncertainty estimation
and model robustness in Bayesian frameworks.

These approaches highlight the growing focus on
embedding UQ directly into model design, presenting
potential avenues of research that can significantly
improve the design and development of robust, tai-
lored UQ methods for model training in healthcare
applications.

2.3. Model Evaluation

The evaluation stage is key for assessing how UQ
translates into real-world insights, focusing on model
confidence, calibration, and robustness. Uncertainty
decomposition techniques can also help distinguish
between epistemic and aleatoric uncertainty, offering
deeper insights into model behavior and guiding clin-
ical improvements at the inference stage.

2.3.1. Applications

Recent advances have focused on improving pre-
dictive uncertainty estimation, Out-Of-Distribution
(OOD) detection, and interpretability. For instance,
Hu et al. (2021a) decomposed prediction error into
random and systematic components, proposing a
two-step method that estimates target labels and er-
ror magnitude, evaluating the method on an MRI
reconstruction task. Teichmann et al. (2024) intro-
duced a statistical method for OOD detection and
for improving the precision of contouring target struc-
tures and organs-at-risk, showing that epistemic un-
certainty estimation is highly effective for radiother-
apy workflows. Kushibar et al. (2022) introduced
an image-level uncertainty metric to improve uncer-
tainty estimation in segmentation tasks compared to
the commonly used pixel-wise metrics such as entropy
and variance, validating their method on oncology
and cardiology applications. To help in medical im-
age understanding, Chen et al. (2024a) proposed an
efficient conformal prediction method along with an
uncertainty explanation method to identify the most
influential training samples, offering a more inter-
pretable uncertainty estimate for organs and blood
imaging datasets.

In orthopedic imaging applications, Skärström
et al. (2024) aligned model uncertainty estimates
with intra-reader variability, demonstrating reliabil-
ity comparable to human annotators, and providing
calibrated uncertainty maps to enhance interpretabil-
ity in vertebral fracture assessment. Yang et al.
(2022b) considered the information present in anno-
tations introducing a multi-confidence mask, to pre-
dict regions with varying uncertainty levels in lung
nodule segmentation, suggesting that regions caus-
ing segmentation uncertainty are not random but are
related to disagreements in radiologist annotations.
Similarly, Konuk et al. (2024) argued that current
uncertainty evaluation metrics fall short in clinical
contexts, and proposed an evaluation framework to
inform joint human-AI systems. To tackle overconfi-
dent predictions, Popordanoska et al. (2021) investi-
gated the relationship between calibrated predictions
and volume estimation in medical image segmenta-
tion, validating their findings on glioma and ischemic
stroke lesion volume estimation. For example, to ad-
dress the lack of UQ methods that are adapted to
precision medicine, Durso-Finley et al. (2023b) used
Bayesian deep learning to assess model uncertainty in
MRI scans for multiple sclerosis, correlating predic-
tive uncertainty with treatment options to enhance
clinical decision-making. Finally, in an effort to im-
prove the evaluation of UQ methods on real-world
applications, Band et al. (2022) built an open-source
benchmark for diabetic retinopathy detection tasks.
Their benchmark uses a set of task-specific reliability
and performance metrics to evaluate Bayesian meth-
ods on safety-critical scenarios, reflecting the com-
plexities of real-world clinical data.

In EHR-based applications, Horii and Chikahara
(2023) estimated heterogeneous treatment effects us-
ing a Bayesian Gaussian-process-based partially lin-
ear model, enabling fine-grained UQ in observa-
tional data. Deng et al. (2025) integrated varia-
tional dropout and deep ensembles to enhance both
calibration and counterfactual decision-making. To
capture temporal dynamics, Hess et al. (2024) mod-
eled patient trajectories through a Bayesian neural
controlled differential equation framework, quantify-
ing both model and outcome uncertainty. Addition-
ally, Huang et al. (2024b) employed Gaussian random
fuzzy numbers within an evidential regression model
to simultaneously estimate epistemic and aleatoric
uncertainties for time-to-event prediction.
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2.3.2. Opportunities

Post-hoc Calibration. Methods such as test-time
augmentation are used to improve model calibra-
tion by generating diverse inputs for model evalua-
tion to improve generalization (Hekler et al., 2023).
Dirichlet-based models also help adjust the model’s
output by recalibrating probabilities (Shen et al.,
2023; Kopetzki et al., 2021). Additionally, Li et al.
(2022b) proposed a response-scaling method of the
input to improve the numerical stability of UQ meth-
ods, and enhancing the overall reliability of the pre-
dictions.

Bayesian, Ensemble and Probabilistic Meth-
ods. Monte Carlo methods have been used exten-
sively across different domains to provide uncertainty
estimates by simulating dropout during inference
(Zheng et al., 2021; Bethell et al., 2024; Oberdiek
et al., 2022; Wagh et al., 2022). Moreover, Yao et al.
(2020) used Bayesian stacking during inference to
construct a weighted average of posterior distribu-
tions. Additionally, Dai et al. (2023) designed loss
functions that integrate uncertainty consistency with
Bayesian ensemble methods, enabling robust pseudo-
labeling and improved performance in settings with
limited supervision.

2.4. Comparative Evaluation of UQ Methods
in Clinical Applications

In this section, we compare and highlight seven
widely used UQ techniques, discussing strengths,
limitations, and suitability for healthcare applica-
tions based on key criteria such as predictive perfor-
mance, calibration, scalability, robustness, and com-
putational cost.

BNNs model both epistemic and aleatoric uncer-
tainty but are computationally intensive and diffi-
cult to scale (Antorán et al., 2021; Morales-Álvarez
et al., 2021). They have been applied to medical im-
age classification, disease progression modeling, and
decision support (Adams and Elhabian, 2023; Zhao
et al., 2024b). GPs provide well-calibrated estimates
but do not scale well to large datasets. In healthcare,
they are used for disease progression prediction, time-
series forecasting, and biomarker discovery (Wang
and Rockova, 2020; Peluso et al., 2024). Ensemble
methods quantify uncertainty via inter-model vari-
ability, improving robustness in image segmentation,
classification, and anomaly detection, though they
lack a principled Bayesian formulation and are com-

putationally costly (Dusenberry et al., 2020; Vranken
et al., 2021). Evidential Deep Learning captures both
types of uncertainty in a single pass and is used in
autonomous diagnostics and decision support, but it
may yield overconfident predictions without proper
regularization (Shi et al., 2024; Hung et al., 2024).
Conformal Prediction offers distribution-free confi-
dence intervals based on past errors and is applied
in risk assessment and predictive modeling, although
its guarantees rely on the assumption that past data
distributions hold (Dutta et al., 2023; Stutts et al.,
2023). Bayesian Deep Ensembles improve calibration
and epistemic uncertainty estimation over standard
ensembles, but their high computational cost limits
real-time use (Wilson and Izmailov, 2020). Monte
Carlo Dropout approximates Bayesian inference with
lower overhead and is widely used in imaging and
predictive modeling, though its estimates depend on
the choice of dropout rate and may not fully cap-
ture uncertainty (Abdar et al., 2021; Bethell et al.,
2024). While many of these methods demonstrate
strong empirical performance, their practical adop-
tion in healthcare requires careful consideration of
trade-offs between computational cost, scalability, in-
terpretability, and robustness to ensure reliable clin-
ical deployment.

Our systematic analysis reveals that strategically
integrating UQ into ML pipelines in healthcare,
whether during data processing, model training, or
evaluation, has tremendous potential to enhance clin-
ical workflow efficiency and ensures that uncertainty
is addressed at the right stage.

3. Open Challenges and Future
Research

Expanding Clinical Dataset Diversity

Despite a growing use of UQ methods in health-
care, most applications remain concentrated on med-
ical imaging, particularly MRI (Bernard et al., 2018),
CT (Heller et al., 2021), and X-rays (Nguyen et al.,
2020), limiting generalizability across other health-
care domains. While relevant imaging applications
such as skin cancer detection (Ren et al., 2024a) and
brain tumor segmentation (Fuchs et al., 2021) are
well-studied, research into other modalities, such as
sensor data and ECG, remains limited. Decentral-
ized learning approaches, including federated, swarm,
and split learning, can offer privacy-preserving solu-
tions for efficient datasharing in healthcare AI (An-
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tunes et al., 2022). Key directions include devel-
oping standardized UQ frameworks for decentralized
settings, improving calibration across heterogeneous
non-iid datasets, and designing lightweight UQ meth-
ods to mitigate communication and computational
overhead (Antunes et al., 2022; Nguyen et al., 2022).
While federated learning applications exist in health-
care (Nguyen et al., 2022), further research is needed
to fully extend UQ into decentralized frameworks.

Future work should prioritize diversifying datasets
and clinical tasks to broaden UQ applicability (Loftus
et al., 2022) and explore multimodal UQ methods
(Dutta et al., 2023; Jung et al., 2024) for more robust
and realistic clinical models.

Analyzing Sources of Uncertainty

Most research focuses on quantifying predictive un-
certainty (Lakshminarayanan et al., 2017), but few
studies address understanding its origins, an essen-
tial step for trustworthy AI systems. Efforts should
focus on identifying whether uncertainty stems from
data noise (Alizadehsani et al., 2024), model specifi-
cation issues (Do et al., 2021), or training data limi-
tations (Huang et al., 2022a; MacDonald et al., 2023).
Understanding these sources can guide better clinical
decision support and model design.

Building a Unified Framework for UQ Across
the ML Pipeline

Our analysis shows that UQ is typically applied in
isolation at different ML stages, particularly dur-
ing training (Abboud et al., 2024; Aljuhani et al.,
2022), with little integration across preprocessing
(Angelopoulos et al., 2022) and evaluation (Hu et al.,
2021b). This fragmentation leads to uncertainty
propagation and compounded errors (Valdenegro-
Toro et al., 2024). A unified pipeline-oriented ap-
proach would enable systematic uncertainty manage-
ment, categorizing and evaluating methods at each
ML stage, identifying gaps where specific uncertain-
ties remain unaddressed (Gruber et al., 2023; Jürgens
et al., 2024) and guiding the development of holistic
solutions.

Developing Tailored UQ Methods for
Healthcare

Current UQ studies often focus on empirical gains
without advancing theoretical foundations or un-
derstanding limitations in clinical contexts (Durso-

Finley et al., 2023b; Teichmann et al., 2024). A bal-
anced approach addressing both theory and applica-
tion is critical. Further refinement of popular meth-
ods such as deep ensembles (Abdollahi et al., 2021;
Gu et al., 2021), MC dropout (Bethell et al., 2024),
and BNNs (Herzog et al., 2020) is needed, alongside
development of novel adaptations for underexplored
healthcare domains.

Enhancing Interpretability in UQ for
Healthcare

Interpretability of UQ in clinical settings remains un-
derdeveloped. Although uncertainty and noise are of-
ten intertwined, distinguishing true uncertainty (i.e.,
aleatoric, epistemic) from noise due to data varia-
tions (e.g., incorrect measurements, missing labels)
or model training (e.g., parameter selection) is cru-
cial for actionable insights (Xiang et al., 2022b; Zhang
et al., 2023a). Yet, no consensus exists on clini-
cally meaningful UQ metrics, and many approaches
lack clinician input. Research still heavily focuses
on training-stage uncertainty, with limited explo-
ration at inference and deployment, where clinical
decisions occur (Angelopoulos et al., 2022; Kushibar
et al., 2022; Konuk et al., 2024; Leibig et al., 2022).
Stronger interdisciplinary collaboration between AI
researchers and clinicians is needed, to ensure UQ
methods deliver clinically actionable information.

Mitigating Fairness and Bias Challenges

Bias in AI-driven healthcare arises from multiple
sources, including data (e.g., underrepresentation
of certain populations), algorithmic (e.g., model-
ing choices amplifying disparities), and selection bi-
ases (e.g., systematic exclusions in data collection)
(Tripepi et al., 2010; Gianfrancesco et al., 2018; Chen
et al., 2024b). Evaluating uncertainty across demo-
graphic subgroups can reveal discrepancies in model
confidence, identifying populations for which pre-
dictions are systemically unreliable (Bozkurt et al.,
2020), therefore adjusting decision thresholds to en-
sure consistent predictive performance across diverse
patient cohorts and clinical settings (Ojha et al.,
2025). While efforts to mitigate bias are gaining trac-
tion, current UQ methods often lack systematic eval-
uations across diverse demographic groups. Future
research should prioritize stratified uncertainty anal-
yses to ensure models maintain consistent reliability
across age, sex, ethnicity, and disease subpopulations.
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Ensuring Safety and Risk Management in
Clinical Applications

The risk profile of healthcare applications dictates
the required level of UQ rigor, reliability and inter-
pretability, since decisions can have life-altering con-
sequences for patients (Huang et al., 2024a). In well-
ness applications (e.g., fitness trackers, general health
monitoring), UQ can improve transparency as errors
have lower stakes despite the potential of mislead-
ing information for the user (Zou et al., 2023). In
safety-critical domains such as radiology or surgery,
UQ must provide high reliability and clinical guar-
antees (Khalighi et al., 2024). Regulatory frame-
works should differentiate between wellness tools and
safety-critical AI, enforcing stronger UQ integration
where patient safety is more critical. Adaptive meth-
ods such as conformal prediction and deep ensembles
(Zhou et al., 2024; Thompson et al., 2025) can sup-
port real-time clinical decision-making, ensuring un-
certainty aligns with dynamic clinical contexts. In
addition, thresholds for uncertainty alarms should be
adapted based on clinical application and risk level,
with regulatory standards working towards enforcing
safeguards to ensure AI reliability in safety-critical
settings.

Establishing a Standardized Framework for
Evaluation

A structured framework to evaluate UQ methods in
healthcare is essential, given the diversity of clinical
tasks, datasets, and models (Barandas et al., 2024b;
Seoni et al., 2023a; Lanini et al., 2024). To address
challenges such as inconsistent evaluation metrics
(Seoni et al., 2023a), limited generalizability (Baran-
das et al., 2024b), and lack of OOD benchmarking
(Barandas et al., 2024b), we propose a framework
comprising four core components. The first com-
ponent focuses on standardized performance-based
metrics for uncertainty-aware predictions. Although
many studies assess UQ indirectly via task perfor-
mance (e.g., classification, segmentation) (Barandas
et al., 2024b; Tabarisaadi et al., 2024), evaluation
protocols should consistently report traditional met-
rics such as accuracy, precision-recall, F1-score, and
AUC. The second component emphasizes human-
machine interaction metrics, particularly selective
prediction. UQ enables selective deferral of uncertain
cases to human experts, improving clinical decision-
making (Barandas et al., 2024b). Comparative eval-
uations should assess deferral strategies and their im-

pact, especially in high-risk scenarios. The third
component addresses calibration analysis to ensure
the clinical reliability of uncertainty estimates. Well-
calibrated predictions are critical to prevent mislead-
ing outputs (Barandas et al., 2024b; Lanini et al.,
2024; Chen et al., 2024c). Metrics such as Expected
Calibration Error (ECE) and Brier scores should be
systematically reported across clinical tasks, yet are
often overlooked (Chen et al., 2024c; Xia et al., 2023).
The fourth component involves OOD detection to
assess model robustness under distributional shifts.
Given the frequent domain shifts in healthcare ap-
plications, evaluation should explicitly test models’
ability to distinguish in-distribution from OOD sam-
ples (Barandas et al., 2024b; Xia et al., 2023). Meth-
ods such as controlled data perturbations (Xia et al.,
2023) can facilitate systematic OOD benchmarking
on clinical datasets. While domain-specific adap-
tations may be necessary, adopting a standardized
evaluation framework would substantially improve re-
producibility, robustness, and trustworthiness of UQ
methods, particularly for long-term clinical deploy-
ment.

Integrating UQ into Regulatory Frameworks

Current AI healthcare regulations emphasize trans-
parency, reliability, risk management, and patient
safety principles, although they rarely explicitly
mention UQ (Schmidt et al., 2024). The FDA,
Health Canada, and the UK’s MHRA have issued
“Transparency for Machine Learning-Enabled Med-
ical Devices: Guiding Principles,” emphasizing in-
terpretability, reliability, and adaptability, which are
core principles underlying the objectives of UQ (Food
et al., 2024). Additionally, the World Health Or-
ganization (WHO) has highlighted the importance
of regulatory oversight in AI-driven health applica-
tions, emphasizing transparency and risk mitigation
as central elements (Tsaneva-Atanasova et al., 2025).
In particular, UQ can optimize workflows by en-
abling uncertainty-adapted triage and optimization
risk stratification, ensuring ambiguous cases receive
additional scrutiny before critical decisions are made.
Experts have also argued that AI regulations should
explicitly require uncertainty-aware metrics to ensure
the safe deployment of AI models, alongside task-
specific continuous monitoring protocols (Chua et al.,
2023). In the future, holistic regulatory frameworks
should include benchmarks for calibration, OOD de-
tection, and selective deferral.
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Addressing Deployment Challenges

While UQ in healthcare AI has been extensively stud-
ied from a theoretical perspective, its real-world clin-
ical deployment remains limited. Most current re-
search emphasizes potential benefits and challenges
but offers limited practical implementation strategies.

Several key barriers must be addressed to trans-
late UQ advances into clinical practice. First, real-
time clinical decision support requires UQ methods
that are computationally efficient and scalable, ca-
pabilities that many existing techniques lack (Verma
et al., 2021). Second, healthcare data quality and ac-
cessibility issues, such as noise, incompleteness, and
privacy restrictions, complicate the development of
reliable uncertainty estimates (Zhang et al., 2022a).
Decentralized learning approaches offer promising so-
lutions by enabling robust training without sharing
raw data across institutions (Yuan, 2024). Third, the
lack of open science practices, including limited code
and model sharing (Figure 1c), hinders transparency,
reproducibility, and comparative evaluation. Finally,
the absence of standardized UQ evaluation frame-
works in healthcare leads to inconsistencies across
studies, complicating clinical translation. Addressing
these barriers requires closer collaboration between
ML researchers and clinicians to align UQ with real-
world clinical needs and operational constraints.

Focused efforts on computational efficiency, data
robustness, open benchmarking, and standardized
evaluation can significantly advance the integration
of UQ into clinical AI workflows, ultimately improv-
ing trust, reliability, and patient outcomes. Address-
ing these challenges highlights the need for a struc-
tured roadmap to guide future research and facilitate
the practical deployment of uncertainty-aware AI sys-
tems in clinical settings.

Defining a Roadmap for Future Research

Building on the identified challenges and regula-
tory considerations, the shift from theoretical UQ
research development to real-world clinical deploy-
ment requires strategic advancements in evaluation,
interpretability, communication, and integration into
decision-support systems. We outline four actionable
research directions to facilitate this transition:

1. Standardizing UQ Evaluation Metrics:
The lack of consistent evaluation metrics across
clinical tasks hinders comparability. Report-
ing guidelines should mandate standardized as-

sessment of uncertainty calibration, coverage er-
ror, out-of-distribution OOD detection, ensuring
that uncertainty is evaluated alongside perfor-
mance metrics in a structured manner.

2. Contextualizing UQ with Task-Specific
Safety Thresholds: UQ must be aligned with
the safety-critical nature of specific clinical ap-
plications. Regulatory bodies and clinical ex-
perts should define impact-sensitive uncertainty
thresholds to ensure that AI models meet appro-
priate patient safety standards.

3. Enhancing Interpretability and Clinical
Trust in UQ: Uncertainty estimates must be
both clinically meaningful and interpretable.
Developing intuitive visualizations and fostering
close collaboration with clinicians on UQ inter-
pretation can bridge the gap between AI model
outputs and real-world clinical decision-making.

4. Integrating UQ into Assistive AI and De-
cision Support: AI systems should leverage
UQ to highlight high-uncertainty cases, allow-
ing clinicians to exercise greater caution where
needed. Future efforts should prioritize inter-
pretable, impact-sensitive UQ methods devel-
oped collaboratively with clinicians and patients
to ensure practical utility.

4. Conclusion

In this survey, we reviewed and synthesized recent ad-
vancements in UQ methods for healthcare, providing
a comprehensive analysis of their application across
the ML pipeline. We discussed popular methodolo-
gies, key clinical domains, relevant medical datasets,
and outlined current challenges alongside promising
future research directions. We emphasize the need
for an integrated and systematic approach to incor-
porate UQ across all stages of model development
for clinical applications. We encourage researchers
to evaluate proposed algorithms across diverse medi-
cal datasets, integrate UQ techniques throughout the
ML pipeline, and conduct detailed analyses of un-
certainty sources to more effectively mitigate them.
Our recommendations aim to bridge existing research
gaps and guide future work in UQML4H, ultimately
supporting the development of trustworthy, reliable,
and clinically meaningful ML systems.
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Xiaoyu Gong, Shuai Lü, Jiayu Yu, Sheng Zhu, and
Zongze Li. Adaptive estimation q-learning with
uncertainty and familiarity. In Proceedings of the
Thirty-Second International Joint Conference on
Artificial Intelligence, IJCAI ’23, 2023b. ISBN 978-
1-956792-03-4. doi: 10.24963/ijcai.2023/417. URL
https://doi.org/10.24963/ijcai.2023/417.

Cornelia Gruber, Patrick Oliver Schenk, Malte
Schierholz, Frauke Kreuter, and Göran Kauer-
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tos, Rachel B. do Esṕırito Santo, Telma L.S.G.
Macedo, Tania R.P. Canuto, and Lúız F.S. de Bar-
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Appendix A. Foundations of Uncertainty Quantification in Machine Learning

This appendix provides a brief overview of key UQ methods developed across different machine learning
applications. We do not aim at a comprehensive review, as previous work already covered the theoretical
foundations of UQ in great depth (Gruber et al., 2023; Liu et al., 2018b; Seoni et al., 2023b). Instead, we
focus on presenting key methods and trade-offs relevant for readers interested in applying UQ techniques,
particularly in healthcare contexts as described in Section 2. Figure A1 summarizes the common UQ
approaches mapped to each stage of the machine learning pipeline.

Uncertainty Quantification in the Machine Learning Pipeline
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Figure A1: Uncertainty quantification across the ML pipeline. Key UQ methods from different
domains applied at each stage: data processing, model training, and evaluation.

A.1. Probabilistic Methods

These approaches represent uncertainty using probability distributions and statistical models, providing a
mathematical framework for modeling variability and randomness in the data and model architecture.

Bayesian Neural Networks (BNNs). BNNs learn distributions over network weights rather than relying
on fixed point estimates, providing a principled Bayesian framework for modeling uncertainty. Training is
computationally expensive due to intractable posterior inference, often requiring approximations that may
affect calibration (Blundell et al., 2015; Gal and Ghahramani, 2016). Inference can also be slow depending on
the approximation method used. BNNs have been applied to clinical tasks such as outcome prediction and
survival analysis, where quantifying model confidence is critical (Wang et al., 2020b; Herzog et al., 2020).

Gaussian Processes (GPs). GPs are non-parametric models that define distributions over functions
fitting the data, offering strong uncertainty estimates, especially for small datasets. They provide exact
Bayesian inference but scale poorly (O(n3) complexity), limiting applicability to large-scale problems (Diet-
terich, 2024; Liu et al., 2018b). GPs have been employed in modeling disease trajectories and personalized
medicine applications (Futoma, 2018; Puri et al., 2022).

Ensemble Methods. Ensemble techniques improve predictive performance and uncertainty estimation by
aggregating outputs from multiple models (Dietterich, 2000). Approaches include deep ensembles (Lakshmi-
narayanan et al., 2017), bagging (Rokach, 2010), and snapshot ensembles (Zhou, 2012). Ensembles require
training multiple models independently, resulting in high memory and training costs, and inference overhead
from multiple forward passes (Dietterich, 2000). They have demonstrated success in diagnostic tasks such
as pneumonia detection from chest X-rays and sepsis prediction (Shilo et al., 2020; Valk et al., 2021).
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A.2. Non-Probabilistic Methods

These methods quantify uncertainty without relying on explicit probability distributions, often using bounded
sets or evidence-based frameworks.

Evidential Deep Learning (EDL). EDL incorporates uncertainty estimation into the learning process by
modeling evidence through Dirichlet distributions. EDL methods typically avoid sampling-based inference,
leading to faster training and single-pass inference while maintaining theoretical rigor (Sensoy et al., 2018).
They have been applied to disease classification tasks, enabling models to flag uncertain predictions for
clinical review and improving AI-driven diagnostic safety (Deng et al., 2023).

Fuzzy Logic. Fuzzy logic captures uncertainty by modeling partial membership across multiple classes,
useful for handling imprecise or vague information. Training complexity varies with rule complexity but is
generally lower than probabilistic approaches; inference is fast but lacks probabilistic confidence estimates
(Zadeh, 1988; Kosko and Isaka, 1993). In healthcare, fuzzy logic has been applied to clinical decision systems
where test results or symptom categories are inherently ambiguous (Nguyen et al., 2015; Gürsel, 2016).

A.3. Hybrid Methods

These methods are combinations of different probabilistic and non-probabilistic approaches for UQ that
leverage the strengths of each framework.

Bayesian Deep Ensembles. Combine the strengths of ensemble learning and Bayesian learning, lever-
aging the diversity of multiple indepoendently trained models with Bayesian principles while incorporating
priors or randomized initialization (Wild et al., 2023; Abulawi et al., 2024). They have been used in the
diagnosis of chronic diseases (Abdollahi et al., 2021) and prediction of medication adherence (Gu et al.,
2021).

Conformal Prediction. By constructing prediction sets or intervals that contain the true label with a
user-specified confidence level, conformal predictors offer a formal measure of uncertainty with guaranteed
coverage probabilities (Angelopoulos and Bates, 2021). This approach has been employed to enhance the
confidence in predictions for skin lesions (Lu et al., 2021) and genomics (Papangelou et al., 2024).

A.4. Key Domains

In reviewing SOTA UQ methods, several key application domains emerge and can be summarized as follows.

Mathematical Foundations. This represents the backbone of the UQ field, focusing on developing rig-
orous theoretical frameworks, probabilistic models, and algorithmic proofs to enhance uncertainty modeling,
model calibration, and learning stability (Wang et al., 2021; Pei et al., 2022; Ghosh et al., 2023; Arora et al.,
2024). Innovative approaches include normalizing flows, function space priors, and infinite-width neural net-
works to improve both epistemic and aleatoric uncertainty estimation (Bae et al., 2021; Adlam et al., 2020;
Berry and Meger, 2023; Schnaus et al., 2023). Studies aiming to produce more reliable and interpretable
predictions focus on methods such as conformal prediction, test time augmentation, mutual information,
temperature scaling, and ensemble learning (Kuleshov and Deshpande, 2022; Hekler et al., 2023; Li et al.,
2023b; Wang et al., 2023; Stutts et al., 2023).

Optimization. Closely linked to mathematical foundations, optimization is a widely studied domain to
refine model performance, calibration, and generalization. Techniques such as gradient-based optimization,
regularization strategies, and novel loss functions are employed to mitigate overfitting and calibrate predic-
tions during training (Heiss et al., 2021; Xia et al., 2021; Dai et al., 2023; Daheim et al., 2023).

Computer Vision (CV). CV is a major application domain where UQ methods are applied to critical
tasks such as crowd counting, image segmentation, depth estimation, image denoising, multi-view stereo, and
medical imaging (Qu et al., 2021; Mao et al., 2021a; Manor and Michaeli, 2023; Li et al., 2023b; Kahl et al.,
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2024; Wang et al., 2022a). Other applications focus on identifying ambiguous or out-of-distribution data,
object tracking, image-to-image regression, vision-matting and facial expression recognition (Wang et al.,
2020a; Zhang et al., 2021; Nussbaum et al., 2022; Angelopoulos et al., 2022; Zhang et al., 2022b; Wu et al.,
2023b).

Natural Language Processing (NLP). Relevant methods in NLP domain focus on uncertainty at the
level of token-level prediction, text generation, dialogue retrieval, code generation, and LLM fine-tuning,
addressing challenges related to confidence estimation and calibration both during data processing and
model training (Malinin and Gales, 2020; Hou et al., 2023; Xiong et al., 2023; Johnson et al., 2023b; Gupta
et al., 2024; Lee et al., 2024; Liu et al., 2024).

Reinforcement Learning (RL). Primarily used to optimize the exploration-exploitation trade-off, im-
prove policy robustness, enable multitasking in offline RL, and enhance Q-learning in uncertain environments
(Wu et al., 2021; Liu et al., 2022; Xie et al., 2022a; Bai et al., 2024). Other methods include Bayesian RL,
meta-learning, and UQ exploration, which improve the reliability of adaptive learning in dynamic environ-
ments (Li et al., 2021a; Gong et al., 2023b; Zhang et al., 2024a).

Graph Neural Networks (GNNs). GNNs, known for modeling complex relational data, are explored
for UQ in applications such as molecular modeling, adversarial robustness and social network analysis (Shan-
thamallu et al., 2021; Feng et al., 2021; Yu et al., 2023; Wollschläger et al., 2023; Trivedi et al., 2024).

Multimodal Learning. The development of UQ methods in multimodal learning has been limited by
the lack of high-quality, large-scale multimodal datasets, resulting in being constrained to highly specialized
applications such as text-to-image person reidentification, sensing in soft robotics systems, malware detection
and traffic trajectory planning (Brown et al., 2020; Ding et al., 2021; Zhao et al., 2024c; Lafage et al., 2024). In
healthcare, current studies include depression and stress detection, sentiment analysis, mortality prediction,
clinical imaging segmentation, and mRNA classification (Foltyn and Deuschel, 2021; Han et al., 2022; Ahmed
et al., 2023; Bezirganyan, 2023; Huang et al., 2025).

Emerging Fields. The application of UQ remains limited in several research areas, including: (1) Genera-
tive adversarial networks (GANs) in addressing vulnerabilities to adversarial attacks and enhancing resilience
against uncertainty manipulation (Hu et al., 2021c; Galil and El-Yaniv, 2021; Schweighofer et al., 2023), (2)
federated learning and (3) contrastive learning, being used independently in handling noisy, heterogeneous
data while ensuring data privacy and model generalizability (Plassier et al., 2023; Kotelevskii et al., 2024;
Wang et al., 2024). Additionally, evidential deep learning has gained increasing attention in recent years for
its potential integration into clinical decision support systems to enhance medical diagnostics and risk as-
sessment (Deng et al., 2023; Ashfaq et al., 2023; Li et al., 2024; Jürgens et al., 2024; Liu and Ji, 2024). These
research areas reflect a dynamic, interdisciplinary effort to develop safe and robust ML models. Given the
importance of UQ in high-stakes decision-making, we focus on its development and impact in the healthcare
domain across each stage of the ML pipeline.
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Appendix B. Medical Datasets for Uncertainty Quantification in Healthcare

A wide range of medical datasets has been developed to support machine learning research across diverse
clinical tasks and conditions. These datasets serve as critical benchmarks for training, validation, and evalua-
tion, enabling the development and assessment of uncertainty quantification models in healthcare. Table B1
presents a structured overview of open-access datasets, categorized by medical domain, along with their
frequency of use across the reviewed studies. A key observation from our analysis is the strong reliance on
standardized clinical datasets, largely driven by the practical constraints of medical data accessibility, sug-
gesting that dataset availability often outweighs theoretical considerations in shaping UQ research directions.
The table also highlights the primary clinical task associated with each dataset, offering a comprehensive
reference for researchers integrating UQ methods into medical applications.

Private Datasets. In addition to public datasets, many studies leverage institution-specific private
datasets, particularly for imaging-based applications and rare disease research. Notable examples include
endoscopic submucosal dissection procedures, knee MRI for musculoskeletal analysis (Browning et al., 2021),
MRI-to-PET translation (Upadhyay et al., 2021), fetal brain MRI for neurodevelopmental assessment (Fu
et al., 2025), sleep pattern monitoring (Kang et al., 2021), and specialized cardiology (Adams and Elhabian,
2023) and oncology datasets, such as ovarian and prostate cancer imaging (Konuk et al., 2024; Dong et al.,
2024). Although not openly accessible, these datasets provide valuable insights into specialized clinical
domains, where UQ methods contribute to enhancing diagnostic confidence and decision support.

Table B1: Summary of Open-Access Healthcare Datasets for Uncertainty Quantification Research

Dataset Clinical Task No. of Papers∗

Multi-domain

MIMIC-III (Johnson et al., 2016) Electronic health records 1

eICU (Pollard et al., 2018) Multi-center critical care database 1

FastMRI (Zbontar et al., 2018) Knee, brain, prostate, breast classification 2

MedMNIST (Yang et al., 2023b) Biomedical classification & segmentation 1

CPRD (Conrad et al., 2018) Electronic health records 1

TOP (Fu et al., 2022) Clinical trial outcome prediction 1

BioVid (Werner et al., 2017) Pain assessment 1

PAMAP2 (Reiss and Stricker, 2012) Activity monitoring 1

USC Alcohol Concentration (Saldich et al., 2020) Blood alcohol concentration estimation 1

MIMIC-IV (Johnson et al., 2023a) Time-to-Event Prediction, CATE Estimation 2

Microscopy

TEMCA2 (Zheng et al., 2018) Electron microscopy of adult fly brain 1

BSCCM (Pinkard et al., 2024) Single white cell microscopy 1

MitoEM (Wei et al., 2020) 3D Mitochondria instance segmentation 1

Kasthuri++ (Casser et al., 2020) Mitochondria segmentation 1

Lucchi++ (Casser et al., 2020) Mitochondria segmentation 1

Cardiology

ACDC (Bernard et al., 2018) MRI segmentation 5

HMC-QU (Degerli et al., 2021) Myocardial infarction detection in ECG 2

Echonet-Dynamic (Ouyang et al., 2019) Cardiac cycle assessment 2

ECG5000 (Dau et al., 2019) Congestive heart failure detection 1

PhysioNet/CinC Challenge 2020 (Alday et al., 2020) Cardiac abnormality detection in ECG 1

M&Ms (Campello et al., 2021) Multi-disease cardiac segmentation 4

CPSC2018 (Liu et al., 2018a) ECG classification 1
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Dataset Clinical Task No. of Papers∗

TMED 2 (Huang et al., 2022b) ECG classification 2

PTB ECG Database (Bousseljot et al., 1995) Myocardial infarction detection in ECG 1

Atrial Segmentation Challenge (Xiong et al., 2021) Atrial segmentation 1

CAMUS (Leclerc et al., 2019) Echocardiographic Image Segmentation 6

UPL (Wu et al., 2023a) Heart MRI segmentation 1

UCI Heart-Disease (Janosi et al., 1988) Heart disease classification 1

UCR Time Series Archive (Dau et al., 2019) Heart Disease Detection in ECG 1

CVSim (Heldt et al., 2010) Simulating the Dynamics of the Human
Cardiovascular System

1

Gastroenterology

CholecSEG8k (Hong et al., 2020) Cholecystectomy segmentation 1

DeepOrgan (Roth et al., 2015) Pancreas segmentation 1

Kvasir-Seg (Jha et al., 2020) Colorectal polyp segmentation 1

PolypDB (Silva et al., 2014) Wireless capsule endoscopy detection 1

Neurology

IXI (London, 2008) Brain MR Images from Healthy Subjects 1

ISLES 2018 (Winzeck et al., 2018) Ischemic stroke lesion segmentation 1

WMH Segmentation (Kuijf et al., 2019) White matter hyperintensities segmentation 1

Calgary-Campinas-359 (Souza et al., 2018) Brain segmentation 1

BRAVO (Vollmer et al., 2014) Evaluating laquinimod in RRMS 1

OPERA1 (Hauser et al., 2017) Evaluating Treatment Effects in RMS 1

DEFINE (Gold et al., 2012) Evaluating BG-12 in RMS 1

WU-Minn HCP (Van Essen et al., 2013) Characterization of brain connectivity 1

HCP Lifespan Studies (Harms et al., 2018) Diffusion MRI images 1

INTERGROWTH (Papageorghiou et al., 2018) 3D Ultrasound fetal brain volumes 1

Prisma (Alexander et al., 2017) MRI Image Enhancement 1

IDH-Glioma-MRI (Figini et al., 2018) IDH Prediction in Brain MRI Images 1

Oncology

BCDR (Moura et al., 2013) Benchmarking for Breast Cancer Diagnosis 1

BreastPathQ (Petrick et al., 2021) Breast tumor cellularity assessment 1

ISIC 2018-2019 (Hardie et al., 2018) Skin lesion detection 7

Breast Histopathology (Kaggle) (Janowczyk, 2016) Breast Tumor Histopathology 1

KiTS19-21 (Heller et al., 2021) Kidney CT segmentation 2

WDBC (Wolberg William and W, 1993) Breast cancer classification 1

LiTS (Bilic et al., 2023a) Liver tumor segmentation 1

Bone Metastates (Lin et al., 2016) Bone tumor segmentation 1

HAM10000 (Tschandl et al., 2018) Skin lesion detection 2

BraTS 2018-2019 (Hardie et al., 2018) Brain tumor segmentation 4

The Cancer Genome Atlas (Abeshouse et al., 2017) Different Types of Tumor Detection 1

ISPY I (Garrucho et al., 2024) Breast Cancer Tumor Segmentation 1

OrganCMNIST (Bilic et al., 2023b) Liver Tumor Segmentation 1

Derm-Skin (DERM) (Pacheco et al., 2020c) Skin Cancer Detection 1

SkinCon (Ren et al., 2024b) Skin Cancer Detection 1

ClinSkin (Pacheco et al., 2020a) Skin Cancer Detection 1

PAD-UFES-20 (Pacheco et al., 2020b) Skin Cancer Detection 1

QUBIQ 2021 (Žukovec et al., 2021) Skin Cancer Detection 1
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Dataset Clinical Task No. of Papers∗

BrainMRI (Nickparvar, 2021) Brain Tumor Detection 1

HECKTOR (Oreiller et al., 2022) Head & neck tumor segmentation in PET/CT 1

Tumor Growth Model Geng et al. (2017) Time-to-Event Prediction, CATE Estimation 1

GBSG Royston and Altman (2013) Time-to-Event Prediction, CATE Estimation 1

SUPPORT Knaus et al. (1995) Time-to-Event Prediction, ITE Estimation 1

Ophthalmology

Cataract-101 (Schoeffmann et al., 2018) Cataract Surgery Videos 1

EyePACS (EyePACS, 2015) Diabetic retinopathy detection 2

APTOS 2019 (Karthik and Dane, 2019) Diabetic retinopathy detection 2

REFUGE (Orlando et al., 2020) Glaucoma assessment 1

DPL (Chen et al., 2021) Fungus Image Segmentation 1

LAG (Li et al., 2019) Glaucoma Detection 1

Diabetic Retinopathy (Kaggle) (Dugas et al., 2015) High-resolution retina images 1

Pulmonology

ChestX-ray8 (Wang et al., 2017) Pulmonary disease detection 2

TBX11K (Pan et al., 2022) Tuberculosis Diagnosis 1

Shenzhen Chest X-ray (Jaeger et al., 2014) Pulmonary disease detection 1

LIDC-IDRI (Armato III et al., 2011) Lung nodule detection & segmentation 2

JSRT (Shiraishi et al., 2000) Lung Nodules Classification 2

RSNA (Shih et al., 2019) Pneumonia Detection 1

VinDr-CXR (Nguyen et al., 2020) Chest X-Ray Disease Detection 2

CXAD (Cai et al., 2022) Chest X-Ray Disease Detection 1

Radiology

SUPERB (Johansson et al., 2020) Vertebral Fractures Diagnosis 1

HC18 (van den Heuvel et al., 2018) Fetal Head Circumference Measurement 1

TN-SCUI (Xie et al., 2022b) Thyroid Segmentation & Classification 1

BloodMNIST (Acevedo et al., 2020) Disease Classification 1

Kvasir-SEG (Jha et al., 2020) Polyp Segmentation 1

FSM (Yang et al., 2022a) Polyp Segmentation 1

PICAI (Saha et al., 2023) Prostate Cancer Detection 1

B-Fract (Wang et al., 2022b) Hairline fracture detection 1

Low-Dose CT Images (Moen et al., 2021) Low-dose CT denoising 1

* Number of papers in our survey that use the dataset.
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Appendix C. Healthcare Studies Organized by ML Pipeline Stage

Table C1 summarizes the UQ healthcare studies reviewed in this survey. Each study is grouped by medical
domain and annotated with the corresponding ML pipeline stage at which UQ methods are applied. We
also report the specific clinical tasks addressed and the datasets utilized. Notably, most studies implement
UQ at the model training stage, with a predominant focus on image classification and segmentation tasks.

Table C1: Summary of Healthcare Studies Implementing Uncertainty Quantification Methods

Reference Data Train Eval UQ Method Task Datasets

Cardiology

(Gu et al., 2024a) ✓ - - Conformal Prediction Classification

TMED-2,
CIFAR-10-Derived,

Private Aortic
Stenosis∗

(Oh et al., 2024) ✓ ✓ - Acoustic Diffusion
Method

Segmentation Echonet-Dynamic,
HMC-QU, CAMUS

(Zhao et al., 2022) - ✓ - Bayesian Learning Segmentation ACDC, MnM

(Zhao et al., 2024a) - ✓ - Bayesian & Ensemble
Learning

Segmentation ACDC

(Vaseli et al., 2023) - ✓ - Prototype Based
Models

Classification TMED-2

(Lu et al., 2023) - ✓ - Uncertainty Masks in
Prototype Learning

Segmentation TBAD

(Jahmunah et al., 2023) - ✓ -
Dirichlet Distribution

Classifier
Time-Series
Classification

Physikalisch-
Technische

Bundesanstalt
database

(Adams and Elhabian,
2023)

- ✓ - Bayesian Learning &
Variational inference

Shape Prediction Private Left Atrium
Dataset from UUtah∗

(Kazemi Esfeh et al.,
2022)

- ✓ - Ensemble Learning Regression EchoNet-Dynamic

(Zhang et al., 2024c) - ✓ - Displacement and
Variance Estimators

Segmentation ACDC, CAMUS,
Private 3D Echo∗

(Barandas et al.,
2024a)

- ✓ ✓ Monte Carlo Dropout
& Ensemble Learning

Classification PhysioNet/CinC
Challenge 2020

(Vranken et al., 2021) - - ✓
Monte Carlo Dropout

& Variational
Inference

Time-Series
Classification

CPSC2018-Dynamic,
UMCU-Triage∗,
UMCU-Diagnose∗

Neurology

(Tanno et al., 2019) ✓ ✓ - Heteroscedastic Noise
& Variational Dropout

Image Enhancement WU-Minn HCP,
Lifespan, Prisma †

General Surgery

(Yang et al., 2023a) - ✓ ✓ Evidential Learning Segmentation CholecSeg8K, Private
Endoscopy Dataset∗

Ophthalmology

(Hu et al., 2021a) ✓ - ✓ Calibration Error
Estimation

Classification EyePACS, FastMRI

(Ren et al., 2023) - ✓ - Evidential Deep
Learning

Classification &
Segmentation

REFUGE, ISPY I
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Reference Data Train Eval UQ Method Task Datasets

(Leibig et al., 2016) - ✓ - Monte Carlo Dropout Classification
Kaggle Diabetic

Retinopathy Detection
Dataset

(Wu et al., 2022) - ✓ ✓ Ensemble & Bayesian
Learning

Surgery Time
Estimation

Cataract-101

(Band et al., 2022) - ✓ ✓ Bayesian Learning Classification EyePACS, APTOS

Orthopedics

(Browning et al., 2021) - ✓ - Q-Learning Detection Private Knee MRI∗

(Skärström et al.,
2024)

- ✓ ✓ Likelihood Scores Fracture Analysis &
Classification

SUPERB

(Teichmann et al.,
2024)

- ✓ ✓ Monte Carlo Dropout Segmentation Private Organs
Dataset∗

Oncology

(Li et al., 2022a) ✓ ✓ - Label Probability
Distribution

Tumor Cellularity
Scoring

BreastPathQ

(Aljuhani et al., 2022) - ✓ - Monte Carlo Dropout Classification TCGA

(Luo et al., 2021) - ✓ -
Rectified Pyramid

Consistency
Segmentation

Private
Nasopharyngeal
Carcinoma∗

(Zou et al., 2022) - ✓ - Logic Theory Segmentation BraTS

(Hung et al., 2024) - ✓ - Evidential Deep
Learning

Classification PICAI

(Zepf et al., 2024) - ✓ -
Laplacian

Segmentation Network
Segmentation

ClinSkin,
PAD-UFES-20,
QUBIQ 2021 †

(Dong et al., 2024) - ✓ - Evidential Deep
Learning

Image Grading Private Prostatic
Cancer Dataset∗

(Ren et al., 2024a) - ✓ - Conformal Prediction Classification SkinCON

(Thiagarajan et al.,
2022)

- ✓ - Bayesian Learning Classification Breast Histopathology
Kaggle

(Schott et al., 2024) - ✓ - Localized Gradients Segmentation LiTS, Bone Metastates

(Buddenkotte et al., 2023) - ✓ -
Bayesian & Ensemble

Learning
Segmentation

KiTS19, Private
Ovarian Cancer CT

Scans∗

(Hu et al., 2020) - ✓ - Gaussian Process Radiogenomics EGFR
amplification

Private Self-Recorded
Data∗

(Abdar et al., 2021) - ✓ - Monte Carlo Dropout
& Ensemble Learning

Classification ISIC 2019, HAM10000

(Zhou and Zhu, 2023) - ✓ - Monte Carlo Dropout Segmentation BraTS 2018 & 2019

(Lennartz and Schultz,
2023b)

- ✓ - Active Selection
Sampling

Segmentation DPL, FSM, UPL

(Sahlsten et al., 2024) - ✓ ✓ Bayesian Learning Segmentation
HECKTOR, Private

U-Texas Cancer
Center∗

(Peluso et al., 2024) - - ✓ Deep Abstaining
Classifier

Clinical Text
Classification

NCI SEER Report
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Reference Data Train Eval UQ Method Task Datasets

(Hamedani-
KarAzmoudehFar
et al., 2023)

- - ✓
Monte Carlo Dropout

& Ensemble Learning
Classification WDBC

(Horii and Chikahara,
2023) - ✓ ✓

Bayesian Gaussian-
Orocess-based UQ

Framework

CATE Estimation Synthetic, ACIC

(Deng et al., 2025) - ✓ ✓ Approximate Bayesian
UQ

CATE Estimation Simulated, MIMIC-IV

(Li et al., 2021b) - - ✓ Monte Carlo CATE Estimation CVSim, Cancer
Growth

(Hess et al., 2024) - ✓ ✓
Bayesian Neural

Controlled Differential
Equation

CATE Estimation

Simulated,
Pharmacokinetic-
pharmacodynamic

Tumor Growth Model

(Brouwer et al., 2022) - ✓ ✓
Uncertainty-Aware

Latent Neural ODE

Individualized
treatment effect

Estimation

Synthetic,
Cardiovascular System

Modeling,
Pharmacodynamics

Model

(Huang et al., 2024b) - ✓ ✓
Evidential Regression

Network
Time-to-Event
Prediction

Synthetic, Simulated,
METABRIC, GBSG,

SUPPORT,
MIMIC-IV

Pulmonology

(Li et al., 2023a) - ✓ - Dirichlet Distribution
Classifier

Classification ISIC18, Chest XRay8

(Yang et al., 2022b) - ✓ - Attention Masks for
Uncertainty

Segmentation LIDC-IDRI

Specialized Applications

(Ji et al., 2024) - ✓ - PCA Based
Uncertainty Weighting

Pain Assessment Biovid, Private Apon
Dataset∗

(Kang et al., 2021) - ✓ - Shannon Entropy Sleep Pattern
Assessment

Private Sleep Pattern
Dataset∗

(Lu et al., 2024) - ✓ -
Hierarchical

Interaction Network
Clinical Trial

Approval Prediction

TOP clinical Trial
Approval Prediction

Benchmark

(Dusenberry et al., 2020) - ✓ - Bayesian & Ensemble
Learning

Intensive Care Unit MIMIC-III, eICU

(Oszkinat et al., 2023) - ✓ -
Residual-Augmented

Loss Function

Blood Alcohol
Concentration
Estimation

Alcohol Concentration
Data

(Jeong et al., 2024) - ✓ -
Pixel-Wise

Uncertainty for
Diffusion Model

Image Generation &

Adversarial Attacks

Kvasir-SEG,

ETIS-Larib Polyp DB

(Li et al., 2021c) - ✓ ✓ Gaussian Processes Classification CPRD

(Konuk et al., 2024) - ✓ ✓ Entropy & Confidence
Based Uncertainty

Classification Private OMLC-RS∗

(Durso-Finley et al.,
2023a) - - ✓

Bayesian Causal

Models

Factual Error
Correlation with

Uncertainty

BRAVO, OPERA 1-2,

DEFINE †
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Reference Data Train Eval UQ Method Task Datasets

Medical Imaging

(Lee et al., 2023) ✓ - - Diffusion Probabilistic
Modeling

Noise Reduction Private MR Dataset∗

(Khader et al., 2023) ✓ - - Diffusion Probabilistic
Modeling

Data Generation ADNI, Breast MRI

(Iuliano et al., 2024) ✓ ✓ - Diffusion Probabilistic
Modeling

Data Generation NLM Malaria

(Adib et al., 2023) ✓ ✓ - Diffusion Probabilistic
Modeling

Data Generation MIT-BIH Arrhythmia

(Angelopoulos et al.,
2022)

✓ ✓ - Pixel-wise Uncertainty
Intervals

Segmentation BSCCM, TEMCA2,
FastMRI

(Das et al., 2024) ✓ ✓ -
Confidence Guided

Pseudo-Label
Optimizer

Segmentation
VinDr-CXR,

TBX11K, B-Fract

(Scalco et al., 2024) - ✓ -
Bayesian & Ensemble

Learning
Segmentation

Kidney Tumor
Segmentation
Challenge 2021

(Judge et al., 2023b) - ✓ - Gaussian Probability
Distributions

Segmentation CAMUS, JSRT,
Private US Dataset∗

(Lennartz and Schultz,
2023a)

- ✓ - Distance
Regularization

Segmentation Calgary-Campinas-
359, ACDC, M&MS

(Larrazabal et al.,
2023)

- ✓ - KL Divergence Segmentation Atrial Segmentation
Challenge, WMH

(Xiang et al., 2022a) - ✓ - Unsupervised Learning Segmentation
DeepOrgan, 2018

Atria Segmentation
Challenge

(Judge et al., 2022b) - ✓ - Contrastive Learning Segmentation CAMUS, HMC-QU,
Shenzen †

(Xie et al., 2022c) - ✓ - Uncertainty Attention
Module

Segmentation CAMUS, TN-SCUI,
HC18

(Fu et al., 2025) - ✓ - Uncertainty Weighted
Class Activation Maps

Segmentation Private Fetal Brain
Dataset∗

(Abdar et al., 2023) - ✓ - Monte Carlo Dropout Classification
Retinal OCT, Lung

CT, Pneumonia Chest
X-Ray

(Upadhyay et al.,
2021)

- ✓ - Uncertainty-Guided
GAN

Classification IXI, Private PET to
CT Dataset∗

(Sharma et al., 2024) - ✓ - Entropy Driven
Distillation Learning

Classification HAM10000, APTOS

(Qendro et al., 2021) - ✓ - Ensemble Learning Classification
Benchmarking

ECG5000, EEG,
ISIC2018

(Abboud et al., 2024) - ✓ - Bayesian Learning Classification &
Segmentation

ISIC, ChestMNIST,
LIDC-IDRI

(Samareh and Huang,
2019)

- ✓ - Contemporaneous
Longitudinal Index

Degenerative Disease
Modeling

Private Alzheimer’s
Dataset∗

(Ramesh et al., 2024) - ✓ -
Multi-head Geometric

Transformations 3D Pose Prediction
INTERGROWTH

Fetal Brain
Ultrasound
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Reference Data Train Eval UQ Method Task Datasets

(Chen et al., 2024a) - ✓ ✓ Conformal Prediction
Classification &
Segmentation

ISIC 2018,
BloodMNIST,
OrganCMNIST

(Gong et al., 2023a) - ✓ ✓ Bayesian Learning &
Knowledge Distillation

Image Denoising Low-Dose CT Image

(Popordanoska et al.,
2021)

- ✓ ✓ Model Calibration Segmentation BraTS, ISLES

(Kushibar et al., 2022) - ✓ ✓ Ensemble Learning Segmentation BCDR, MnM

(Shi et al., 2024) - ✓ ✓
Dempster-Shafer

Theory
Segmentation

MitoEM-(R,H),
Kasthuri++,
Lucchi++ †

(Gu et al., 2024b) - ✓ ✓ Ensemble Learning Segmentation
RSNA Pneumonia,
VinDr-CXR, Brain

MRI †

(Yang et al., 2022b) - ✓ ✓ Uncertainty Attention
Masks

Segmentation LIDC-IDRI

(Zhang et al., 2023b) - ✓ ✓ Monte Carlo Dropout
& Ensemble Learning

Segmentation Heart-Disease,
ISIC2019, PAMAP2

* Private datasets for specific medical applications, †Evaluation on more than 3 datasets.
Classification and segmentation refer to imaging based tasks unless specified otherwise.
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