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Abstract

Large Language Models (LLMs) have provided
incredible tools when it comes to text genera-
tion. These generative capabilities bring us
to a point where LLMs can provide useful in-
sights in policy making or agency operations.
In this paper, we introduce a new task con-
sisting of generating recommendations which
can be used to inform future actions and im-
provements of agencies work within private
and public organisations. The paper presents
the first benchmark and coherent evaluation for
developing recommendation systems to inform
organisation policies. This task is clearly differ-
ent from usual product or user recommendation
systems, but rather aims at providing a basis
to suggest policy improvements based on the
conclusions drawn from reports. Our results
demonstrate that state-of-the-art LLMs have
the potential to emphasize and reflect on key
issues and learning points within generated rec-
ommendations.

1 Introduction

Recent large language models (Brown et al., 2020;
Chowdhery et al., 2023; Touvron et al., 2023) have
shown exceptional abilities in text generation tasks
such as summarisation (Zhang et al., 2024; Xie
etal., 2023) and story generation (Tang et al., 2022;
Razumovskaia et al., 2024), achieving results com-
parable to human-created text. Given the ability of
LLMs to understand instructions written in natu-
ral language (‘prompts’), the majority of work is
focused on utilising prompt-based approaches for
adapting pre-trained models to different domains
and tasks (Viswanathan et al., 2023; Plaza-del Arco
etal., 2023).

The continuous advancements in the creation
of bigger and more powerful language models
have led to further research into how these models
can be utilised for more specialised tasks (Huang
et al., 2024), usually performed by domain ex-
perts, such Court View Generation (CVGQG) in the

legal domain (Li et al., 2024; Yue et al., 2021; Wu
et al., 2023). CVG is a natural language generation
(NLG) task, which aims to generate court views
based on the plaintiff claims and the fact descrip-
tions related to a given court case (Li et al., 2024).
Research in the area have shown promising results
of using pre-trained language models coupled with
prompting techniques (Yue et al., 2021; Wu et al.,
2023). Li et al. (2024) take this research further
by proposing a method for incorporating domain
knowledge and guidance within pre-trained lan-
guage models. The method achieved better results
for the CVG task, compared to generic language
models. This work shows the need for further atten-
tion into developing approaches which harness the
power of LLMs and the expertise of domain experts
in order to improve text generation for more chal-
lenging and specialised domains. However, work
in this area is still limited with the majority of re-
search being related to the field of Legal Artificial
Intelligence (Legal Al). This paper presents the first
step towards expanding research into harnessing
LLMs for more domain-specific and specialised
NLG tasks such as recommendation generation
for informing policy making and improving agen-
cies work across the provision of public services.
It is a challenging task, different from standard
text generation tasks such as story completion and
product recommendation, due to the fast changing
requirements within the private and public sector
organisations, and the highly diverse, dynamic and
specialised terminology and structure of related
documents.

Our contributions are as follows: (1) We present
a new task within the field of NLG related to incor-
porating LLLMs into the public services in order to
support practitioners into writing a set of recom-
mendations, related to a given incident or identified
problem, which can be used to inform the design of
better delivery services for vulnerable individuals.
(2) We make available two datasets for the task.



The ‘UK Care Homes’ reports reflecting on the
quality of care homes for vulnerable adults within
UK and the ‘US Children’s Bureau’ reports which
assess the quality of foster care and adoption ser-
vices in US. (3) We perform extensive evaluation
of the performance of models for recommendation
generation, using similarity measures, LLM-based
evaluation, and human-based evaluation. Results
from these analysis show the potential of LLMs for
the given task and also highlight the discrepancy
between the different evaluation measures and the
need for developing evaluation approaches better
fitted for this particular NLG task.

2 Recommendation Generation Dataset

Task Description. Local authorities and commu-
nity safety partnerships often need to produce re-
ports in order to reflect on public services or iden-
tify and describe related events that precede a se-
rious incident, for example involving a child or
vulnerable adult. A key role of these documents is
to reflect on agencies’ roles and the application of
current practices in social care provision and crime
prevention. These reports, despite being quite di-
verse in structure and topics, need to contain key
lessons learned (evidence) of good or bad practices
that are used to derive a set of (recommendations).
These recommendations are disseminated (indepen-
dent of the reports) across relevant institutions in
order to inform the development of policy mak-
ing for improving service delivery across different
governmental sectors. The development of these
recommendations can be bias and a resource- con-
suming task, resulting very often in the creation
of bad quality content. In this paper, we explore
if and how LLMs can be used to support practi-
tioners in writing high quality recommendations
(see example in Figure 1). Specifically, given an
evidence of lessons learned, our task consists of
generating a recommendation which reflect on and
it is consistent with the provided information.

Dataset Creation. We collected two datasets, con-
sisting of reports reviewing agencies work related
to the provision of services to vulnerable individ-
uals. The ‘UK Care Homes’ ! dataset consists of
reports produced by The UK Care Inspectorate in
order to reflect on the quality of care homes for
vulnerable adults in UK. The US Children’s Bu-
reau dataset > consists of reports that assess the
quality of foster care and adoption services in US.

"UK Care Inspectorate:www. careinspectorate. com
2Children’s Bureau: https://www.acf.hhs.gov/ch

EVIDENCE

Educational attainment of looked after children East Lothian
Council, in general, delivers very good educational attainment
for all of its children and young people. The relatively poor
average tariff (published by the Scottish Government) figure for
looked after children relates to a small number of young people,
whose educational attainment was included in the data set.....
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Based on the findings from the report
which highlights the efforts of East Lothian
Council in improving the educational
attainment of looked after children several
recommendations can be made to further
enhance the work and services related to
children services and adult services.These

dations focus on ining and
improving educational outcomes leveraging
collaboration and providing comprehensive
support systems: Enhanced Data
Monitoring and Analysis

East Lothian Council should strive to
improve the educational attainment of
looked after children. In the event of
progress that is not satisfactory senior
managers in Education Services and in
Childrens Services should take timely
remedial action.

Figure 1: An example of human- and GPT- generated
recommendations given an evidence.

Both datasets are publicly available to download
via their websites.

The two datasets consist of 70 reports and 216
recommendations in total (see Table 1), which is
a relatively small collection. However, consider-
ing that these reviews are produced only when a
specific event occurs such as an incident, our collec-
tion represents a good subset of the total number of
reports available. For the purposes of our analysis,
we have extracted the evidence from the reports as
these contain sufficient information for generating
recommendations, and this setting can help pre-
vent possible LLM hallucinations with irrelevant
information from the reports. Further, reports for
both datasets have an average length above 7,000
tokens (see Table 1) which makes processing in
their entirety a challenging task, subject to future
research. Both datasets will be publicly released
upon acceptance.

‘ H Care Homes ‘ US Children Bureau

# reports 22 48
#recs 94 122
Avg number of recs per report 4 2
Avg tokens (recs) 34 118
Avg tokens (evidence) 742 254
Avg tokens (reports) 9,567 7,943

Table 1: Dataset statistics (recs=recommendations)

3 Experimental Setting

3.1 Recommendation Generation

The aim of the paper is to analyse the feasibility of
incorporating LLMs within the process of writing
recommendations for improving public services
and agencies work based on evidence collected
from previous good and bad practices. For these


www.careinspectorate.com
https://www.acf.hhs.gov/cb

Data Model H Bert-Score (F1) ‘ Rouge-L (F1) ‘ Bleu Score ‘ GPT-based eval. | LLaMA-based eval.
UK Care Homes GPT4-0 || 0.497 (£0.035) | 0.143 (£0.055) | 0.004 (£0.015) 1.957 1714
LLaMA 3 || 0.525 (£0.038) | 0.171 (£0.062) | 0.007 (£0.02) 1.902 1.728
. GPT4-0 || 0.551 (£0.049) | 0.204 (+0.053) | 0.021(%0.033) 2.692 2.101
US Children’s Bureau = Nr =1 545 (1:0.049) | 0.196 (£0.058) | 0.012 (10.023) 2350 2.000

Table 2: Averaged evaluation results across generated recommendation per dataset based on similarity metrics

(‘eval.’ refers to evaluation).

purposes, we use the OpenAl GPT4-o0 model as it is
known to be one of the most powerful NLP models
available. Further, we use LLaMA 3 model with
8 billion parameters, pre-trained with instructions,
downloaded from HuggingFace (Wolf et al., 2019).
We generate recommendations using prompting in
zero-shot settings where the model is given a de-
scription of the task and an evidence. For creating
the prompt, we followed examples provided by
OpenAl and Meta. In addition, we followed design
principles described in (Reynolds and McDonell,
2021) for creating self-explanatory prompts which
are easy and intuitive to use from user perspective.

Prompt for generating recommendations

Provide a recommendation for improving
agencies work and services related to chil-
dren care and children services. The recom-
mendation should cover topics mentioned in
the given evidence without deviating from
the topics mentioned and not writing any
fact which is not present here.
Evidence:[Evidence]

3.2 Evaluation

We evaluate the generated recommendations using
three types of evaluation measures, i.e., similarity
metrics, LLM-based evaluation, and human-based
evaluation. This allows us to capture different as-
pects of how well the models perform for recom-
mendation generation as well as allow analysis into
the suitability of these measures for evaluating Nat-
ural Language Generation (NLG) tasks.

Automatic Metrics. We use traditional reference-
based evaluation metrics like BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004) which mea-
sure the extent to which generated content matches
the n-grams of the reference text. In particular,
we use ROUGE-L to measure the longest com-
mon sub-sequence (LCS). In addition, we use
BERTScore (Zhang et al., 2019), an embedding-
based method which uses embedding representa-
tions of the reference and the target text to compute
semantic similarity between them. This metric

could be better suited to the varying size of recom-
mendations. Nonetheless, we anticipate that these
automatic metrics may have shortcoming when it
comes to the evaluation and therefore, we propose
both an additional automatic LLM-based metric
and a human evaluation.

LLM-based Evaluation.We use a prompt-based
approach (Gao et al., 2024) and GPT4-o model for
measuring the factual alignment between the ref-
erence and target recommendations. The prompt
is created following the same principles used for
recommendation generation in Section 3.1. Within
the prompt we specify the evaluation criteria based
on a 3-point Likert scale where 1 refers to the lack
of any factual alignment between the recommenda-
tions and 3 refers to a complete factual alignment
between them. We use the same scale for the hu-
man evaluation to allow comparison between the
evaluation approaches.

Prompt for evaluating recommendations

You are given two recommendations (Rec-
ommendation 1 and Recommendation 2).
Your task is to measure the factual align-
ment between the two recommendations us-
ing a scale from 1 to 3 where 1 refers to the
lack of any factual alignment between the
recommendations and 3 refers to a complete
factual alignment between them.
Evaluation Form: Answer by starting with
’Rating:’ and then give the explanation of
the rating on the next line by *Rationale:

. 7

Human Evaluation. For conducting human evalu-
ation, we followed principles described in (Chhun
et al., 2022) and (Li et al., 2024). In this way we
outlined 4 main criteria for conducting the evalu-
ation: (1) Fluency— measures the quality of the
text including grammatical errors and repetitions;
(2) Coherence — measures whether the recom-
mendation makes logical sense. (3) Relevance to
the evidence— measures whether the recommen-
dation matches the given evidence; (4) Relevance
to the human-created recommendation — mea-
sures the factual alignment between the two rec-



ommendations (we use the same criteria for LLM-
based evaluation to allow comparison between the
two measures);

During evaluation, participants are given the gen-
erated recommendation, the evidence used to gen-
erate the recommendation, and the human-created
recommendation. Each recommendation is evalu-
ated by two subject matter experts using a 3-point
Likert scale where 1 is worst and 3 is best. Finally,
considering the highly specialised nature of the
datasets which require domain experts for evalua-
tion, we performed these experiments for 50 ran-
domly selected recommendations across the two
datasets.’

4 Results and Analysis

Automatic Evaluation. Table 2 shows results of
recommendation generation based on automatic
metrics. The similarity metrics, especially Bleu
Score and Rouge-L show quite low results across
the datasets and models in comparison to LLM-
based evaluation. This highlights the limitations
of these traditional automatic metrics to capture
the factual correctness of generated text as well
as semantic similarities for more complex NLG
tasks. In contrast, LLM-based evaluation (regard-
less of model used) shows a good quality of gen-
erated recommendations regarding factual consis-
tency with the gold standard. Specifically, the av-
erage score between GPT4-o and LLaMA for the
UK Care Homes for recommendations generated
using GPT4-o is 1.836 and for LLaMA-generated
recommendations is 1.815. For the US Children’s
Bureau dataset, the average scores for GPT4 and
LLaMA are 2.397 and 2.175, respectively. The re-
sults suggest a better performance for GPT4-0 and
thus we use recommendations generated with this
model to perform human evaluation. Overall, eval-
uation results show a better performance for the US
Children’s Bureau dataset which can be attributed
to the fact that the ‘evidence’ for these documents
are shorter passages in comparison to the UK Care
Home dataset. Another potential reason is the re-
gional differences between the two datasets where
the US-based reports cover a bigger and potentially
better represented location within the training set
of these models.

Human Evaluation. Figure 2 shows a good over-
all performance of GPT4-o for recommendation
generation across both datasets where the average
score across the majority of criteria is above 2. The

3Instructions available in the appendix.

Human Evaluation
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Figure 2: Results from human-based evaluation.

finding, from the previous section, that GPT4-o
performs better for the US-based dataset is also
confirmed by the human evaluators. These results
also show higher overall score for the ‘relevance
to the evidence’-based criteria versus ‘relevance
to the human-created recommendation’ (0.5 dif-
ference in score). This suggests that a strength of
LLMs in NLG is in providing a different perspec-
tive for the task/input which can be useful to users,
versus simply recreating the human gold standard.
This also highlights the need for more task-targeted
and purpose-oriented evaluation metrics.

Finally, Table 3 shows a decent similarity and
correlation between human and LLM-based eval-
uation measures, using both GPT and LLaMA as
evaluators. Nonetheless, this is limited to a few
samples and there may still be biases such as model
preferring their own generations (Kocmi and Feder-
mann, 2023), which may emerge in a larger settings
that we have not analysed in this work.

Dataset GPT-based eval. | LLaMA-based eval. | Human eval.
UK Care Homes 1.957 1.714 1.656
US Children’s Bureau 2.692 2.101 2.000

Table 3: Comparison between LLM- and Human-based
evaluation in reference with criteria (4) (relevance to
human recommendation.

5 Conclusions

This paper presents the first work towards incor-
porating LLMs for more domain-specific and spe-
cialised NLG tasks such as recommendation gen-
eration for informing policy making and improv-
ing agencies work related to the provision of pub-
lic services. We present two datasets relevant to
the task and perform an evaluation of the perfor-
mance of GPT4-o and LLaMA 3 across the two
datasets using zero-shot prompting. LLM-based
and human-based evaluations of GPT4-0’s output
show promising results where human evaluators
found the majority of generated recommendations
to be relevant to the given evidence as well as co-
herent and fluent in their structure and content.



6 Limitations

This study was the first approximation to use LLMs
for recommendation generation to support policy
making and agency work. As such, it comes with
its own limitations. First, the datasets are avail-
able in English only which limits their usage to
only English based tasks. Second, analyses are per-
formed for two models in zero-shot settings. As
future work we plan on extending these analysis
to understand how the performance of models can
be improved for the given task. Finally, the corpus
consists of two datasets of a relatively small size.
In future, we plan to extend it by including reports
from diverse sources.
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A Appendix
B Human Evaluation

The instructions, given to the subject matter ex-
perts, who participated in the human evaluation are
illustrated in Figure 3. Further, Figure 4 shows
results from GPT-based evaluation categorised by

Number of recommendations per score

score. 100
80
Your task is to evaluate Al generated recommendations 60
('Generated Recommendation') following the given criteria: 40
20
(1) Fluency: measures the quality of the text ('Generated 0 I — l I I
Recommendation') including grammatical errors and repetitions; score ! score2 score

m UK Care Homes  m US Children’s Bureau

(2) Relevance to the evidence: measures whether the 'Generakdgure 4: Comparison of results from GPT-based evalu-

Recommendation' matches its clue; ation between the two datasets, ie, Care home reports
and US reports (‘US data’).

(3) Relevance to the human-created recommendation measures

the factual alignment between the two recommendations

('Generated Recommendation' and the 'Human Recommendation') -

- Note: if the recommendation is "good" related to the 'Relevance to

the clue' criteria but very different to the human recommendation,

the score should be 1.

(4) Coherence: measures whether the recommendation makes
logical sense;

Please evaluate each 'Generated Recommendation' within the given
excel file using a 3-point scale where 1 is worst and 3 is best.

Figure 3: Instructions for human evaluation.
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