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Abstract

Multimodal reward models (RMs) are critical in
RLHF and RLAIF, where they serve as judges in
aligning foundation models (FMs) with desired
behaviors. Despite their significance, these mul-
timodal judges often undergo inadequate evalua-
tion of their capabilities and biases, which may
lead to potential misalignment and unsafe fine-
tuning outcomes. To address this issue, we in-
troduce MJ-BENCH, a novel benchmark which
incorporates a comprehensive preference dataset
to evaluate multimodal judges in providing feed-
back for image generation models across four key
perspectives: alignment, safety, image quality,
and bias. Specifically, we evaluate a large vari-
ety of multimodal judges including smaller-sized
CLIP-based scoring models, open-source VLMs
(e.g. LLaVA family), and close-source VLMs
(e.g. GPT-40, Claude 3) on each decomposed sub-
category of our preference dataset. Experiments
reveal that close-source VLLMs generally provide
better feedback, with GPT-40 outperforming other
judges in average. Compared with open-source
VLMs, smaller-sized scoring models can provide
better feedback regarding text-image alignment
and image quality, while VLMs provide more ac-
curate feedback regarding safety and generation
bias thanks to their stronger reasoning capabilities.
Further studies in feedback scale reveal that VLM
judges can generally provide more accurate and
stable feedback in natural language (Likert-scale)
than numerical scales.

1 Introduction

Recent advancements in multimodal foundation models
(multimodal FMs) have facilitated extensive deployment
of a variety of capable text-image generation models and
vision-language models (VLMs) (Achiam et al., 2023; Team
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et al., 2023; Rombach et al., 2022). However, multimodal
FMs, especially text-to-image models, often suffer from is-
sues such as (1) text-image misalignment, where the model
generates plausible entities in the image that contradict the
instruction (often known as hallucination) (Rohrbach et al.,
2018); (2) unsafe content, where the model produces harm-
ful or inappropriate output, including toxic, sexual, or vio-
lent content (Wang et al., 2024); (3) low-quality generation,
where the model generates images with blurry or unnatural
artifacts (Lee et al., 2024b); and (4) biased and stereotypical
output, where the model produces biased output that either
favors or opposes certain demographic groups (Wan et al.,
2024; Zhou et al., 2022).

To illustrate the extent of reliability issues, existing works
seek to instantiate a multimodal judge (Chen et al., 2024a;
Zhou et al., 2024) to provide feedback on the model’s output.
This feedback can be used for inference-time guidance (Yao
et al., 2024; Chen et al., 2024c) or training-based align-
ment (Black et al., 2023; Prabhudesai et al., 2023). The
judges can be categorized into two types, (1) CLIP-based
score models (Radford et al., 2021), where the feedback
is directly a text-image alignment score from the vision-
language pretrained models. These models are typically
smaller in size but unbalanced-aligned across different eval-
uation objectives (e.g. while these models are better at
text-vision alignment, they could be extremely unsafe and
biased) (Shen et al., 2021). (2) VLMs, which are larger in
scale yet more capable and comprehensive, typically incor-
porate a CoT step and provide feedback on various scales,
such as numerical or Likert scales (Chiang & Lee, 2023).

Although these multimodal FMs can evaluate generated
outputs to some extent, they inherently have limitations. Un-
derstanding these limitations and behaviors is crucial when
deploying these multimodal FMs as judges. Existing evalu-
ations of multimodal FMs primarily focus on their genera-
tion capabilities (Goyal et al., 2017; Singh et al., 2021; Yue
et al., 2024; Bakr et al., 2023; Lee et al., 2024b), rather than
their evaluation capabilities. Unfortunately, these models
could significantly differ in generative task and classifica-
tion task as a judge (Cobbe et al., 2021; Uesato et al., 2022),
which makes it hard to transfer the conclusions of previous
observations. To bridge this gap, we propose MJ-BENCH,
a novel benchmark to evaluate multimodal FMs as a judge
for image generation task, where we incorporates a com-
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prehensive preference dataset covering four perspectives
that extensively require feedback, i.e., text-image alignment,
safety, image quality, and generation bias. Specifically,
each perspective is further decomposed into multiple impor-
tant subcategories to holistically evaluate these multimodal
judges. Notably, each datapoint in MJ-BENCH consists of
an instruction and a pair of chosen and rejected images.

Specifically as shown in Fig. 1 and §3, we find that (1)
close-source VLMs are better at providing feedback across
different scales, with GPT-40 outperforming other judges in
average; (2) VLMs can provide better feedback with both
images fed simultaneously, and open-sourced VLMs gener-
ally provide better feedback in Likert scale, while struggling
in quantifying them in numbers; (3) smaller-sized scoring
models can provide better feedback than open-source VLMs
regarding text-image alignment and image quality thanks to
a more extensive pertaining over text-vision corpus. On the
contrary, VLMs can provide more accurate feedback regard-
ing safety and bias, thanks to their reasoning capabilities.

2 MJ-BENCH

In this section, we detail the design philosophy and con-
struction of the dataset for evaluating multimodal judges.
While numerous textual preference evaluations exist, image
preference datasets are scarce and often lack clear struc-
ture and categorization. To address this, we have curated a
high-quality dataset in MJ-BENCH, where each data point
consists of an image preference pair evaluated from four
distinct perspectives. The dataset aims to provide a compre-
hensive evaluation framework focusing on objectives that
are critical for aligning text-to-image models, specifically
text-image alignment, safety, image quality, and bias. Each
perspective is further divided into various sub-categories,
allowing for nuanced evaluations across different levels of
difficulty and diversity. Importantly, we ask human experts
to validate all data points and verify each preference label.
An overview of the dataset is presented in Fig. 2.

2.1 Overview of MJ-BENCH Dataset

Our primary insight for evaluation is that an effective re-
ward model should consistently and accurately assign credit
to instances of good or bad content. When presented with
two answers, one verifiably superior to the other for factual
or evident qualitative reasons (e.g., accurately generating
objects as instructed), an optimal reward model should in-
variably select the more accurate answer 100% of the time.
To evaluate this, each datapoint in MJ-BENCH is a triplet
(I, M, M,,), consisting of an instruction I, a chosen image
M, and a rejected image M,,.

Specifically,  for
and quality, we
{(I*, MI}, M}, ..

text-image alignment,  safety,
curate the dataset D, =

(I My, Mp)},  where  for  each

(I, M) pair, the score of the reward model is computed.
The pair is classified as a ‘win’ if the score of the prompt
with the selected verified completion exceeds the score
of the rejected verified completion, as shown in Fig. 3(a).
Then, to evaluate generation bias, we curate a dataset that
encompasses various occupation/education types, each
consisting of a combination of different demographic
representation groups (e.g., age, race, gender, nationality,
and religion). We consider multiple representations
in each demographic group d; and pair them with
each other, resulting in all possible combinations, i.e.
Dy = {(IZ,Mélxdjm) lj=1,...,M}.

2.2 Dataset Curation

We detail the design philosophy and curation of each per-
spective subset in MJ-BENCH dataset. The summary of
the dataset is detailed in Table ?? of Appendix ?? Inspired
by Wang et al. (2024), we summarize the most studied
alignment objectives and feedback provided by multimodal
judges into four categories, i.e. text-image alignment, safety,
quality, and generation bias.

Alignment. We aim to assess the multimodal judges in
providing accurate feedback based on the alignment of
the generated images w.r.t. the corresponding instruction.
Specifically, we break down the alignment task into five
verifiable sub-objectives: (1) object: The image must in-
clude the objects mentioned in the instruction; (2) attribute:
The image should accurately reflect instructed attributes,
such as color, material, and shape; (3) action: The actions
of the entities should be accurately depicted; (4) location:
The spatial relationships and geometrical locations of ob-
jects should be correct; (5) count: The number of objects
should match the instruction. We expect a proficient multi-
modal judge to differentiate between two images w.r.t. these
sub-objectives and to prefer the image that more accurately
meets them. The dataset collection procedure is detailed
in Appendix B.1.

Safety. Safety is a critical objective for text-to-image mod-
els, as they usually incorporate a large corpus of training
data that may include potentially harmful content (e.g. toxic,
violent, sexual, disgusting), which may be reflected in their
output if unaligned. Following Lee et al. (2024b), we sum-
marize the unsafe output in text-to-image models into two
categories: toxicity and not safe for work (NSFW). We
detail the dataset collection procedure in Appendix B.2.

Quality. Numerous studies aim to enhance the quality and
aesthetics of images produced by text-to-image models by
incorporating feedback from a multimodal judge (Black
et al., 2023; Prabhudesai et al., 2023). Given the subjective
nature of aesthetics, we assess image quality with three
proxies: human faces, human limbs, and objects. We expect
the judge to differentiate between their normal and distorted
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Figure 1: We evaluate a large variety of multimodal judges on MJ-BENCH dataset which contains specialized preference
pairs over four major perspectives, where each perspective is further decomposed into fine-grained subcategories. The

feedback of the multimodal judges in three different scales are studied and compared.

forms in these categories. The dataset collection procedure
is detailed in Appendix B.3.

Bias. Multimodal FMs often display generation biases in
their training datasets, showing a preference for certain de-
mographic groups in specific occupations or educational
roles (e.g., stereotypically associate PhD students with In-
dian males and nurses with white females). To mitigate
these biases, many existing FMs have been adjusted based
on feedback from multimodal judges, sometimes to an exces-
sive extent (Team et al., 2023). Given that the reward model
inherently limits how well FMs can be aligned, it is crucial
to evaluate the generative biases of these judges themselves.
Specifically, we categorize the potential bias types into oc-
cupation and education, where each one encompasses a
variety of subcategories, as shown in Fig. 6. The dataset
collection procedure is detailed in Appendix B.4.

2.3 Evaluation Metrics

Evaluating Preference. MJ-BENCH mainly evaluates pref-
erence of the multimodal judges via accuracy. Specifically,
we obtain the preference from multimodal judges via two
methods, as shown in Fig. 3, where we input the instruc-
tion and a single image to the CLIP-based scoring models
or single-input VLMs and obtain two scores, respectively.
Then we assign a true classification label when the chosen
score is higher than rejected by a threshold margin (studied
in Fig. 7). Higher accuracy indicates the judge aligns better
with the human preference and is thus more capable.

Evaluating Bias. To quantitatively evaluate feedback
bias across different demographic groups, we employ
three metrics: (1) ACC (Accuracy), defined by ACC =
%‘w, where a pair is considered accurate
if their reward difference is below a predefined thresh-

old; (2) GES (Gini-based Equality Score), calculated as
GES = 1 — G, where G = ZIZQ;AL;;}M measur-
ing the inequality in score distribution; (3) NDS (Normal-

ized Dispersion Score), given by NDS = 1 — NSD, where

NSD = % and o =
dispersion relative to the mean. These three metrics are
critical as they provide a comprehensive assessment of bias,
with ACC focusing on pairwise accuracy, GES on the equal-
ity of score distribution, and NDS on the consistency of
score dispersion, ensuring a thorough analysis of fairness

across all demographic groups.

LS (zi — p)?, assessing score

3 Evaluation Result

MJ-BENCH systematically evaluates a wide range of multi-
modal reward models on each subset specifically curated to
evaluate each of their individual judging performance.

Multimodal Reward Models MJ-BENCH incorporates a
large variety of multimodal judges across two categories,
a) Score models (SMs), which directly outputs a scalar
reward based on text-image alignment, where we consider
the following six: CLIP-v1 (Hessel et al., 2021), BLIP-
v2 (Li et al., 2023), PickScore-v1 (Kirstain et al., 2023),
HPS-v2.1 (Wu et al., 2023), ImageReward (Xu et al., 2024),
and Aesthetics (represented as <) in all the tables). and b)
Vision-language reward models), with VLMs varying pa-
rameter from 7 billion to 25 billion. Specifically we consider
two types of VLMs, 1) Single-input VLMs: two scores are
obtained via prompting the VLMs separately and compare
with a threshold, where we evaluate the whole spectrum
of LLaVA family (Liu et al., 2023b;a; 2024), Instructblip-
7b (Dai et al., 2024), MiniGPT4-v2-7b (Zhu et al., 2023),
and Prometheus-vision family (Lee et al., 2024a) (repre-
sented as ©). 2) Multi-input VLMs, where we input both
images and prompt them using analysis-then-judge (Chi-
ang & Lee, 2023) to first conduct a CoT analysis through
the image pairs and obtain the preference. This category
includes three open-source VLMs, i.e. Qwen-VL-Chat (Bai
et al., 2023), InternVL-chat-v1-5 (Chen et al., 2024b), and
Idefics2-8b (Laurencon et al., 2024) (represented as #), and
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Figure 2: Overview of the proposed MJ-BENCH dataset. To comprehensively evaluate the judge feedback provided by
multimodal reward models for image generation, our preference dataset is structured around four key dimensions: text-image
alignment, safety, image quality and artifacts, bias and fairness, each further decomposed into multiple sub-scenarios.

four close-sourced models, i.e. GPT-4V, GPT-40, Gemini-
Ultra, and Claude-3-Opus (represented as &).

What are the capabilities and limitations of different
types of judges? We report the average performance of
each type of multimodal judge across all four perspectives
in Appendix C.2. Besides, we systematically analyze the re-
ward feedbacks in three different scales, i.e. numerical scale
with range [0, 5], numerical scale with range [0, 10], and
Likert scale '. The individual performance of all the stud-
ied judges across each fine-grained sub-category is detailed
in Appendix C. Specifically, we find that (1) close-sourced
VLMs generally perform better across all perspectives, with
GPT-40 outperform all other judges in average. (2) Multi-
input VLMs are better as a judge than single-input VLMs.
And interestingly, open-sourced Internvl-chat even outper-
forms some close-sourced models in alignment.

How consistent is the preference of the judges w.r.t. dif-
ferent input image order? We evaluate open-source VLMs
w.r.t. the order of images in multiple input. As shown in
Table 4, both InternVL-chat and Qwen-VL-chat exhibit sig-
nificant inconsistencies across different input image order.
Given the distribution of the MJ-BENCH, we denote that
Qwen-VL-chat tends to prefer the latter image, whereas
InternVL-chat-v1-5 prefers the former. A detailed quali-
tative analysis in the Appendix. Surprisingly, Idefics2-8B
demonstrates better consistency in all areas except Safety,

'We study the most common Likert scale ranging from [Ex-
tremely Poor, Poor, Average, Good, Outstanding].

regardless of single or multiple image inputs.

In which scale can the judges more accurately provide
their feedbacks? We study two different feedback type
covering four numerical scales and two Likert scales to
evaluate and select the optimal scoring metric. As shown
in Table 5, we find that open-source VLMs provide better
feedback in Likert scale, and generally struggle to quantify
their feedback in numbers, while closed-source VLMs are
more consistent acorss different scales. In average, VLM
judges can generally provide better feedback in 5-point
Likert scale and numerical ranges of [0, 10].

How confident are these judges in providing such feed-
backs? We study the confidence of score models in provid-
ing their preference. We evaluate their confidence by varying
the tie threshold and use accuracy as a proxy. Specifically,
we observe that PickScore-v1 consistently exhibit better ac-
curacy and can distinguish chosen and rejected images by a
larger margin, indicating more confidence in providing feed-
back. Contrarily, while HPS-v2.1 outperforms other models
in Table 17, its accuracy drops significantly as we increase
the threshold, indicating large variance in its prediction.

4 Conclusion

We propose MJ-BENCH, a comprehensive benchmark for
evaluating multimodal reward models as judge across text-
image alignment, safety, artifact, and bias objective. Our
findings reveal that closed-source VLMs excel in providing
comprehensive feedback, while smaller scoring models are
better at text-image alignment and quality assessment.
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A Related Works

A.1 Multimodal Foundation Models and Benchmarks

Multimodal FMs include both image-to-text (Achiam et al., 2023; Liu et al., 2023a;b; Zhu et al., 2023) and text-to-image
models (Ho et al., 2020; Razzhigaev et al., 2023; Witteveen & Andrews, 2022). A variety of benchmarks have been
established to evaluate the capabilities and limitations of these models (Goyal et al., 2017; Singh et al., 2021; Yue et al.,
2024; Bakr et al., 2023; Lee et al., 2024b). However, most of these benchmarks primarily assess the generation capabilities
of multimodal FMs, rather than their evaluation capacity to serve as evaluative judges. As noted by Uesato et al. (2022), FMs
may exhibit significantly different performance in generative task compared to classification tasks, such as providing reward
feedback. This distinction complicates the direct application of generative benchmarks to their evaluative roles. Moreover,
while Chen et al. (2024a) investigates FMs as judges, their study heavily relies on datasets from generative evaluations and
primarily considers textual responses from vision-language models (VLMs), which offers a limited perspective. To address
this gap, we curate MJ-BENCH, a comprehensive benchmark dataset and an evaluation framework, which facilitates the
assessment of multimodal FMs as judges from four distinct perspectives.

A.2 Reward Models and RLHF

The reward feedback provided by multimodal judges typically evaluates the extent of modality alignment in multimodal
models across various applications (Christiano et al., 2017; Ziegler et al., 2019; Stiennon et al., 2020; Ouyang et al., 2022;
Wau et al., 2023; Wallace et al., 2023; Midjourney, 2024; Bai et al., 2022). These reward models usually provide such
feedback by learning from preference data (Knox et al., 2022). For example, reward models like CLIP (Radford et al., 2021)
and BLIP (Li et al., 2023) score are pretrained on multimodal data via contrastive learning which aims to enhance text-image
alignment (Hessel et al., 2021; Black et al., 2023). HPS-v2.1 and PickScore-v1 are pretrained on human preference data
and are usually used to align for better visual quality (Wu et al., 2023; Kirstain et al., 2023; Murray et al., 2012). These
rewards can either be used to (a) directly incorporate into the decoding process to provide signals for pruning (Yao et al.,
2024) or beam search (Huang et al., 2023; Chen et al., 2024c); or (b) to align the multimodal foundation models via RLHF
or RLAIF (Sun et al., 2023b;a). Although these reward models have been widely used, a systematic understanding of their
strengths and limitations is still lacking in the field. Our work focuses on systematically evaluating them to provide insights
into their capabilities and guide future development.

B Additional Details of MJ-BENCH

B.1 Alignment Dataset Collection

We leverage LLaVA-NeXT-34B to select preference pairs from three public dataset to construct a high-quality subset for
each of the five sub-objectives. Further we manually review to ensure its correctness.

B.2 Alignment Dataset Collection

In MJ-BENCH, we decompose safety alignment into two sub-objectives, i.e., toxicity, and NSFW. There data collection
details are as followed.

« Toxicity. In MJ-BENCH, we categorize toxicity into three categories, i.e. (1) crime, where the image depicts or incites
violence or criminal activity; (2) shocking, where the image contains content that is shocking or terrifying, as shown
in Fig. 2; (3) disgust, where the image is inherently disgusting and disturbing. To construct the dataset of toxicity, we
follow three steps: (1) Select rejected prompts from the Inappropriate Image Prompts (I2P) dataset (Schramowski et al.,
2023) according to these categories using GPT-3.5; (2) For each prompt, we use GPT-3.5 to identify and remove the
1-2 most toxic words, creating the chosen prompt; (3) We then generate a pair of images, chosen and rejected, using the
SDXL model and have human experts verify each preference pair.

* NSFW. To comprehensively evaluate multimodal judges on their feedback regarding NSFW content, we categorize
image generation risks into three types: (a) Evident, where the images prominently feature NSFW content, making
them easily detectable; (b) Subtle, where the images contain harmful content in less obvious ways (e.g., only a small
portion is NSFW); (c) Evasive, where the prompts are designed to circumvent model restrictions (e.g., attempting to
generate nudity under the guise of European artistic style). Initially, we collect NSFW images identified as rejected
from various existing datasets and websites. Subsequently, we employ image inpainting techniques (Razzhigaev et al.,
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2023) to conceal the inappropriate areas with contextually appropriate objects, thus creating the chosen images, as
demonstrated in Fig. 2.

(@) (b)

— Col Analysis: Rating: Likert scale:
: Rubrics
Score 1>Score2 WinY) | Preferen nerator IMAGE-1 is better than IMAGE-2 IMAGE-1:9 IMAGE-1: Very good
|Score 1-Score 2| <{, Tie Input: Score 1, Score 2 because the cat is more accurately  |MAGE-2: 6 IMAGE-2: Average Alignment: Assess how accurately the
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Score 1<Score 2 Lose g the overalllighting and shadow are ..~ Preference: 1 Ristorence if all elements, including the object ...
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Figure 3: We obtain feedback from multimodal judges via two methods: (a) Separately input the chosen or rejected image
and the textual instruction into the reward models (e.g. CLIP-based models and single-input VLMs) and generate the
preference by comparing their difference with a threshold; (2) Input both images and the instruction to the reward model
(multi-input VLMSs) and obtain its preference via Analyze-then-Judge. We provide different rubrics for each perspective and
consider the rating in both numeric and likert scale.

The development and deployment of text-to-image generation models, especially those based on diffusion techniques,
present significant ethical and safety challenges. Ensuring that the generated content adheres to acceptable standards and
avoids harmful, offensive, or inappropriate imagery is crucial. This section outlines the methods used to create benchmarks
for testing the performance of reward models on violent, self-harm, shocking, and sexual images.

Sexual ContentWe gather images from various sources including: NSFW data source URLs 2, the NSFW image classifica-
tion dataset °, and Google Images using specific keywords such as "naked man" and "naked woman". We utilize NudeNet *
to detect and classify sexually explicit content in images. This model helps identify images that require further processing to
ensure they meet safety standards. After identifying sensitive regions in the images, we use advanced inpainting techniques,
specifically Kandinsky (Shakhmatov et al., 2023), to replace inappropriate regions with safe imagery. Following inpainting,
we review the images to ensure that the modifications meet safety standards and maintain image quality. We then organize the
processed images along with their originals into a structured dataset containing 472 image pairs. This dataset is subsequently
used to evaluate the performance of reward models in ensuring safety from sexual content.

ToxicityWe first utilize 12p benchmark (Schramowski et al., 2023) as the base dataset, we selected data where the "hard"
field equals 1, and then conducted a statistical analysis of the distribution of prompt toxicity scores in the base dataset based
on a combination of scores for "inappropriate”, "nudity"”, "sd_safety", and "prompt_toxicity", as shown in Figure 4. To
ensure that the constructed dataset has a higher toxicity level, we extracted prompts with an average score greater than 0.4 as
the seed dataset. Then, we utilized the prompts in Table 1, allowing GPT4-turbo to refine them into safer versions. Here, we
refer to the prompts before refinement as negative prompts and the refined ones as positive prompts. Because the GPT API
might filter out some prompts due to security protocols, we have screened out the empty prompts that were not successfully
filtered. Next, for better statistics, we use the prompts in Table 2 to label and classify the filtered prompt pairs, primarily
extracting the three subclasses: "Crime", "Shocking", and "Disgust”. Later, the obtained dataset {positive prompt, negative
prompt} was inputted into the Stable Diffusion XL model to generate corresponding safe images and unsafe images. These
were then manually screened to obtain the final dataset.

B.3 Quality Dataset Collection

We initially collect chosen images from two sources: generations from Stable Diffusion XL (SDXL) and real-world human
pose images from the MPII dataset (Andriluka et al., 2014). MJ-BENCH utilizes two methods to create the rejected image:

2https ://github.com/EBazarov/nsfw_data_source_urls

*https://huggingface.co/datasets/DarkyMan/nsfw-image-classification/viewer/default/
train?p=1

*nttps://github.com/vladmandic/nudenet
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Figure 4: The distribution of toxicity scores in the original dataset, where toxicity score is the average sum of scores for
each category.

Table 1: Prompt for filtering toxic keywords: using GPT4-turbo to filter the original negative seed prompts into their
corresponding positive versions.

Filtering the original negative seed prompts into their corresponding positive versions by removing any inappropriate,
violent, harmful, or unsettling content.

Negative Prompt:

{Negative prompt}

s she sk sk sk sk ske sk sk sk st sk sk sk sk sk ste st sfe sfe sfe sfe sfe sfe sfe s she she sfe sk she sk sk ske sk sk sk sk sk sk ke sk sie sk sie ste sfe st sfe sfe sfe s sfe sfe s she she sk sk sk sk sk sk sk siokokokokotoiokofoiotkoekokok
Requirements:

1. Do not change the original sentence format before and after modification.

2. Do not change the overall scenario described by the input negative prompt before and after modification.
3. Directly output the positive prompt without any additional statements.

Output Format:

Positive prompt.

(a) distortion: We employ GroundingDino (Liu et al., 2023c¢) to identify human hands, faces, limbs, and torsos, mask a
randomly selected region, and then use an inpainting model to generate a distorted version of the human figure. (b) Blur: We
simulate two common real-world blurring scenarios— defocused, where incorrect camera focus produces an out-of-focus
effect, and motion, where rapid movement results in a streaked appearance. These scenarios are critical as they represent
real-world imaging challenges and contribute significantly to the training data for text generation models (Lin et al., 2014).

B.4 Bias Dataset Collection

Aiming to analyze the bias in multimodal judges holistically, we incorporate a wide range of occupation subcategories,
including female dominated, male dominated, lower social-economic status, and higher social-economic status, in total 80
occupations; and 3 education subcategories, i.e., law, business & management, science & engineering, and art & literature,
in total 60 majors. For occupation, We consider five dimensions to vary the demographic representations in [range], i.e.,
AGE [3], RACE [6], GENDER [3], NATIONALITY [5], and RELIGION [4]. Then we pair them with each other, resulting
in 3 X 6 x 3 X 5 x 5 combinations for each occupation. For education, we consider three dimensions with the most severe
bias, i.e., AGE [3], RACE [6], and GENDER [3], which result in 3 X 6 x 3 combinations. Specifically, we source the
initial image from Hall et al. (2024) and SDXL generation and then adopt image editing to obtain the variations for each

10



MJ-BENCH: Is Your Multimodal Reward Model Really a Good Judge?

"

Table 2: Prompt for labeling prompt pairs dataset: using GPT API to automatically filter out the three subclasses "Crime,'
"Shocking," and "Disgust" from the dataset, along with prompts from other categories.

Forget your entire previous instruction and please categorize the prompt I provided by marking it into the "Crime"
"Shocking" "Disgust" three subcategories, and if you can’t tell or think that the prompt I provided doesn’t fall into any
of those categories then categorize it as "Other".

s she she sk sk sk sk sk sk sk sk sk sk sk st st sie st st sfe sfe sfe sfe sfe sfe s sfe sfe s she she she sk sk ske sk sk sk sk sk sk ke sk sk sk sie s ste ste sfe sfe st sfe sfe s sfe sfe s sfe sfe sk sk sk sk sk sk sk skoskokokokor koo

Input Prompt:

{Negative prompt}

sk sk sk sk ske sk sk sie sk sk stk sk sk st st sk st st sk sk sk sk sk sk sk sk sk sk sk sk sk sk st sioskostostiotoskoko kot st sk sk sk sk sk sk skosk sk skoskoskoskoskoskokokokotolokoiorokoiokokokokok kg

Requirements:

Direct output of categories, no need to have redundant commands.

Output Format:

{categories 1, categories 2}.

a8V

W

mg pesnaoyeq

Oty &
e ce
A anfa

Figure 5: Dataset distribution of MJ-BENCH. Each perspective contains a diverse set of subcategories to holistically evaluate
the performance of multimodal judges.

occupation and education.

We expect an unbiased judge to provide the same score across all representation variation for each occupation or education.
Specifically, we present the occupation description and each image separately to the judge and ask it to provide an unbiased
score of how likely the occupation is being undertaken by the person.

Considering the intersectionality of demographic bias, we try to balance the images generated by representing different
groups based on age, gender, and race. In some sub-scenarios, we also include nationality and religion to capture geo-
cultural variance. For each subsection, three images are presented: the first depicts the most stereotypical image of a certain
occupation or education, while the other two showcase less represented groups. The goal is to disentangle and diversify
perceptions of age, race, gender, etc., ensuring better representation and mitigating potential harm that disproportionately
affects less major communities across intersecting identities

In the occupation scenario, we divided occupations into four categories: Female-Dominated, Male-Dominated, Lower
Socioeconomic Status, and Higher Socioeconomic Status. In the education scenario, domains are categorized as Business,
Law and Management, Science and Engineering, and Arts and Literature. Each category includes three professions or
specialities, illustrating images with varied demographic features. For example, in the professional scenario, we balance out
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the representation when women are rarely depicted as doctors, lawyers, or NFL players, while men with dark skin are often
shown in lower socioeconomic occupations. We strive to balance equity through diverse group representation.

Our study is among the few that incorporate non-binary gender presentations in T2I model generations while encouraging
future researchers to explore more diverse and marginalized groups. This highlights the importance of belonging and
representation among users. Future research could also focus on more descriptors related to social units and emotions. For
instance, prompts like "happy family" often produce stereotypically heteronormative images of family, whereas there could
be other possibilities such as homosexual families and polyamorous families. These subsections require more granularity in
classification and a balanced approach to avoid reinforcing stereotypes.

C Evaluation Result

C.1 Main Result

Table 3: Evaluation of three types of multimodal judges across four perspectives on MJ-BENCH dataset. The average
accuracy (%) with and without ties are provided for alignment, safety, and artifact. We evaluate preference biases over three
metrics, i.e. accuracy (ACC), normalized dispersion score (NDS), Gini-based equality score (GES). The best performance
across all models is bolded.

Alignment Safety Artifact Bias

Avg w/ tie Avg w/o Tie|Avg w/ tie Avg w/o Tie| Avg w/ tie Avg w/o Tie| ACC NDS GES
CLIP-v1¢ 38.1 59.5 12.7 33.3 34.4 68.4 57.4 76.3 86.9
BLIP-v2¢ 17.3 38.8 44.0 65.6 7.5 36.5 68.7 83.7 91.3
PickScore-v1® 58.8 64.6 37.2 42.2 83.8 89.6 31.0 66.5 81.1
HPS-v2.1¢ 47.3 70.1 18.8 41.3 67.3 93.5 55.0 77.9 87.6
ImageReward® 50.9 64.7 24.9 38.7 63.5 81.8 40.9 73.7 85.3
Aesthetics 32.4 52.7 27.0 53.6 69.6 92.5 61.4 85.7 92.1
LLaVA-1.5-7b% 22.0 50.8 24.8 50.2 12.4 51.6 83.7 70.4 88.7
LLaVA-1.5-13b 10.3 51.9 30.7 60.7 23.3 61.2 69.7 74.3 88.6
LLaVA-1.6-mistral-7b% 31.3 62.7 15.2 40.9 45.8 73.2 69.9 643 854
LLaVA-1.6-vicuna-13b¥ 29.1 60.3 27.9 45.6 36.8 62.5 56.3 64.0 82.7
Instructblip-7b” 17.1 49.8 26.4 46.9 25.2 64.1 53.1 80.8 91.2
MiniGPT4-v2% 32.8 51.2 25.7 60.1 36.7 47.8 32.6 67.0 83.3
Prometheus-Vision-7b” 18.8 63.9 7.1 58.8 23.4 67.7 495 434 744
Prometheus-Vision-13b¥ 11.8 64.3 3.6 71.4 8.7 67.9 66.3 46.3 76.8
Qwen-VL-Chat® 52.1 31.6 26.8 7.1 23.6 24.6 71.9 62.8 86.2
Internvl-chat-v1-5* 55.3 67.6 6.3 60.0 66.3 65.1 254 69.6 843
Idefics2-8b* 32.6 43.5 13.6 52.0 46.1 68.9 42.1 58.7 794
GPT-4-vision® 66.1 67.0 26.5 97.6 90.4 96.5 79.0 80.4 93.2
GPT-40% 61.5 62.5 35.3 100.0 97.6 98.7 65.8 82.5 92.8
Gemini Ultra® 67.2 69.0 13.1 95.1 55.7 96.7 55.6 753 88.6
Claude 3 Opus® 57.1 55.9 13.4 78.9 11.9 70.4 57.7 65.6 85.0

Table 4: Comparison of open-source judges w.r.t. different input modes. Specifically, we study VLMs with single image
input, pairwise image input (pair-f), and pairwise image input in reverse order (pair-r). The best performance is in bold.

Alignment Safety Artifact
single pair-f pair-r \ single pair-f pair-r \ single pair-f pair-r
Qwen-VL-Chat® 29.1 31.1  73.0 33.5 6.8 60.1 19.8 5.7 41.5
Internvl-chat-v1-5* 32.8 75.8 34.8 20.1 5.9 4.6 38.8 91.8 40.7
Idefics2-8b* 30.2 32.6 326 27.3 13.7 32.6 40.2 49.0 432
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Table 5: Performance comparison of multimodal judges w.r.t. different ranges of numerical scale and likert range. The
results are evaluated on alignment perspective, where we consider four numerical ranges, i.e. [0, 1], [0, 5], [0, 10], [0, 100].
The best performance across all models is bolded.

Numerical Likert
[0,11 [0,5] 1[0,10] [0,100] | 5-likert 10-likert
LLaVA-1.5-7b" 15.0 26.7 220 18.3 5.3 10.3
LLaVA-1.5-13b" 9.7 120  10.3 20.5 2.6 6.8
LLaVA-NeXT-mistral-7b" 20.8 27.1 31.3 29.3 36.0 38.6
LLaVA-NeXT-vicuna-13b” | 18.3  26.7  29.1 17.2 28.7 17.2
Instructblip-7b” 15.0 209 17.1 17.6 11.9 16.8
MiniGPT4-v2" 20.4 289 328 20.9 16.0 28.7
Prometheus-Vision-7b" 3.8 16.7 18.4 15.7 28.7 31.3
Prometheus-Vision-13b" 19.7 11.5 11.8 11.2 11.0 6.9
Qwen-VL-Chat® 26.7 346  31.1 26.9 55.5 30.6
Internvl-chat-v1-5* 33.0 276 758 35.3 73.3 18.9
Idefics2-8b* 14.6 16.6  32.6 32.6 41.2 25.6
GPT-4-vision® 63.2 61.2  66.1 67.2 60.2 63.0
GPT-40* 639 61.3 615 62.8 56.3 60.3
Gemini Ultra® 59.3 673  67.2 60.1 51.4 57.8
Claude 3 Opus® 60.7 455  57.1 49.4 56.1 62.4
Overall | 303 323 37.6 3233 | 356 31.7

C.2 Detailed Result
D Human Evaluation Setup

D.1 MJ-Bench Rating App

The MJ-Bench Rating App has been meticulously designed to facilitate the collection of human feedback on Al-generated
images from fine-tuned models. This application provides a user-friendly interface, enabling individuals, regardless of their
technical background, to effortlessly understand its operation and contribute valuable insights.

D.1.1 USER INSTRUCTIONS AND INTERFACE

Upon launching the application, users are greeted with a start page that introduces the basic usage rules. Users are instructed
to input a numerical rating between 1 and 10, reflecting how well each image matches the given description.

From the second page onward, the application displays a description of the images at the top of the page, reiterating the
rating rules. Users can view multiple groups of images awaiting their ratings. For each description, images generated by
different fine-tuned models are presented, and users input their ratings in the provided text boxes. The application also
allows users to revisit and adjust their ratings at any time.

D.1.2 REPORT GENERATION AND DATA PROCESSING

At the conclusion of the rating process, the application automatically generates a report summarizing the user’s ratings.
Users can access this report by clicking the "Report" button or close the application by clicking "x".

The collected ratings are processed by a custom script designed to evaluate the performance of each fine-tuned model. The
ratings are considered relative, with the ranking of models holding greater significance than individual scores. This approach
allows for the identification of ties and facilitates a comprehensive evaluation of each model’s effectiveness based on user
feedback.

By leveraging the MJ-Bench Rating App, we aim to gather substantial human insights to refine Al-generated image models,
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Table 6: The detailed evaluation result of all multimodal judges on alignment perspective. The feedback are provided in
numerical scale of range [0, 10]. Specifically, we study their individual performance over five alignment objectives: object
(existence), attribute, action, location, and count. The best performance across all models is bolded.

\Object Attribute  Action Location Count Avg

LLaVA-1.5-7b" 20.7 25.2 23.1 18.2 17.9 22.0
LLaVA-1.5-13b" 17.7 13.5 11.8 16.5 8.9 10.3
LLaVA-NeXT-mistral-7b" 25.9 30.0 41.9 33.8 35.7 31.3
LLaVA-NeXT-vicuna-13b¥ 25.9 27.4 31.6 38.9 32.1 29.1
Instructblip-7b" 17.1 17.4 16.2 13.1 21.4 17.1
MiniGPT4-v2" 37.5 30.9 30.8 32.5 39.3 32.8
Prometheus-Vision-7b" 19.5 15.2 16.2 22.1 26.8 18.8
Prometheus-Vision-13b" 14.3 10.9 94 11.7 16.1 11.8
Qwen-VL-Chat® 30.7 29.1 35.9 29.9 32.1 31.1
Internvl-chat-v1-5* 73.3 74.8 78.6 80.5 78.6 75.8
Idefics2-8b® 35.5 31.7 30.8 29.9 30.4 32.6
GPT-4-vision* 68.1 62.9 64.1 67.1 73.2 66.1
GPT-40* 62.2 57.2 64.1 63.2 67.9 615

Gemini Ultra® 71.7 65.1 63.2 64.5 67.8  67.2
Claude 3 Opus"’ 64.9 38.9 44 .4 55.3 55.4 597.1

ultimately contributing to the development of more accurate and reliable Al systems.
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Table 7: The detailed evaluation result of all multimodal judges on alignment perspective. The feedback is provided in the
numerical scale of range [0, 5]. Specifically, we study their individual performance over five alignment objectives: object
(existence), attribute, action, location, and count. The best performance across all models is bolded.

Object Attribute Action Location Count Avg

LLaVA-1.5-7b% 27.1 25.7 28.2 26.0 26.8 26.8
LLaVA-1.5-13b" 11.2 14.5 12.8 7.8 14.3 12.1
LLaVA-NeXT-mistral-7b" 27.9 28.3 29.1 24.7 25.0 27.0
LLaVA-NeXT-vicuna-13b" 28.7 21.3 31.6 28.6 26.8 27.4
Instructblip-7b" 19.9 20.9 25.6 18.2 19.6 20.8
MiniGPT4-v2" 27.5 26.1 32.5 37.7 26.8 30.1
Prometheus-Vision-7b" 18.7 13.5 14.5 19.5 25.0 18.2
Prometheus-Vision-13b" 12.4 11.3 94 11.7 12.5 11.5
Qwen-VL-Chat*® 30.3 34.8 39.3 40.3 35.7 36.1
Internvl-chat-v1-5% 24.7 28.7 25.6 29.9 37.5 29.3
Idefics2-8b*® 17.1 17.0 13.5 14.3 19.6 16.3
GPT-4-vision*® 45.3 46.3 413 48.3 483 459
GPT-40* 44.2 45.3 433 53.4 51.3 48.6

Gemini Ultra® 31.7 29.7 23.7 39.7 32.7 29.9
Claude 3 Opus"’ 24.9 28.9 25.9 31.2 29.2 26.3

Table 8: The detailed evaluation result of all multimodal judges on alignment perspective. The feedback are provided in
the following Likert scale: [Extremely Poor, Poor, Average, Good, Outstanding]. Specifically, we study their individual
performance over five alignment objectives: object (existence), attribute, action, location, and count. The best performance
across all models is bolded.

\Object Attribute  Action Location Count Avg

LLaVA-1.5-7b% 19.1 17.8 20.5 16.9 25.0 19.2
LLaVA-1.5-13b" 22.7 21.3 22.2 15.6 17.9 21.1
LLaVA-NeXT-mistral-7b" 19.1 17.8 16.2 10.4 12.5 16.8
LLaVA-NeXT-vicuna-13b¥ 22.7 21.3 17.1 20.8 16.1 20.7
Instructblip-7b" 22.3 20.9 17.1 15.6 7.10 19.2
MiniGPT4-v2" 21.1 27.0 22.2 23.4 23.2 23.5
Prometheus-Vision-7b" 21.9 17.4 21.4 18.2 5.40 18.7
Prometheus-Vision-13b" 15.1 13.9 12.8 11.5 5.40 13.3

Qwen-VL-Chat® 22.7 22.6 22.2 20.8 26.8 227
Internvl-chat-v1-5% 19.9 17.8 20.5 20.8 26.8  20.0
Idefics2-8b*® 27.9 24.8 26.5 27.3 28.6  26.7
GPT-4-vision* 46.3 49.7 39.7 48.6 50.7  43.1
GPT-40* 46.6 45.5 41.9 53.0 50.0  47.2
Gemini Ultra® 27.9 29.4 20.2 35.7 295 319
Claude 3 Opus® 28.8 26.3 22.6 35.7 33.0 298
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Figure 6: The detailed bias preference dataset in MJ-BENCH dataset from different dimensions. Specifically, our bias
evaluation suite encompasses two distinct scenarios, i.e. occupation and education, each covering a diverse variety of

subcategories. For each occupation or education, we incorporate a comprehensive and fine-grained set of images that iterate
over all possible demographic representations.
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Figure 7: Accuracy of score models on text-image alignment with different tie thresholds. Specifically, we denote tie as
a false prediction and calculate the average accuracy accordingly. We evaluate the accuracy across text-image alignment,
quality, and safety perspective. All rewards are normalized.
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Figure 8: Accuracy without tie of score models on text-image alignment with different fie thresholds. Specifically, we filter
out those predictions labeled with tie and calculate the average accuracy accordingly. We evaluate the accuracy across
text-image alignment, quality, and safety perspective. All rewards are normalized.
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Figure 9: App start Page

Figure 10: App rating page
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Table 9: The detailed evaluation result of all multimodal judges on safety perspective. The feedback are provided in
numerical scale of range [0, 10]. Specifically, we study their individual performance over two alignment objectives: toxicity
(crime, shocking, and disgust) and NSFW (evident, evasive, and subtle). The best performance across all models is bolded.

Toxicity NSFW
Crime Shocking Disgust Avg ‘ Evident Evasive Subtle Avg
CLIP-v1® 89.7 96.6 97.6 94.4 20.8 4.50 16.6 7.90
BLIP-v2¢ 6.90 0.00 4.80 4.50 58.4 51.1 35.7 49.1
PickScore-v1¢ 89.7 82.8 88.1 86.5 3.10 48.2 2.10 32.2
HPS-v2.1¢ 89.7 86.2 85.7 87.6 1.10 30.8 0.6 15.1
ImageReward® 96.6 96.6 95.2 95.5 31.1 10.2 27.4 18.2
Aesthetics® 51.7 58.6 64.3 57.3 14.6 55.2 14.2 37.5
LLaVA-1.5-7b% 44.8 41.4 47.6 43.8 35.7 21.2 17.6 26.3
LLaVA-1.5-13b% 31.0 31.0 40.5 33.7 40.8 29.9 33.6 34.7
LLaVA-NeXT-mistral-7b" 20.7 24.1 19.0 21.3 35.7 14.1 23.3 25.6
LLaVA-NeXT-vicuna-13b" 44.8 37.9 52.4 43.8 40.9 25.1 27.8 36.5
Instructblip-7b¥ 31.0 34.5 40.5 39.3 36.9 24.2 30.6 33.7
MiniGPT4-v2% 41.4 62.1 42.9 48.3 39.6 21.4 36.5 32.6
Prometheus-Vision-7b% 0.00 0.00 0.00 0.00 10.3 6.80 4.30 7.10
Prometheus-Vision-13b¥ 0.00 0.00 0.00 0.00 6.50 4.10 4.20 5.30
Qwen-VL-Chat® 27.6 13.8 31.0 24.7 18.9 7.60 6.3 11.6
Internvl-chat-v1-5% 34.5 10.3 28.6 25.8 23.3 10.6 7.20 16.2
Idefics2-8b% 58.6 44.8 57.1 52.8 32.9 13.2 19.5 20.2
GPT-4-vision® 75.9 69.0 81.0 76.4 69.5 43.2 32.5 44.1
GPT-40% 86.2 96.6 95.2 92.1 72.3 51.7 38.9 54.3
Gemini Ultra® 65.5 41.4 78.6 64.0 31.6 19.1 10.3 22.7
Claude 3 Opus"’ 62.1 37.9 50.0 50.6 10.5 6.20 3.60 8.30

Table 10: The detailed evaluation result of all multimodal judges on safety perspective. The feedback is provided in
numerical scale of range [0, 5]. Specifically, we study their individual performance over two alignment objectives: toxicity
(crime, shocking, and disgust) and NSFW (evident, evasive, and subtle). The best performance across all models is bolded.

Toxicity NSFwW
Crime Shocking Disgust Avg ‘ Evident Evasive Subtle Avg
LLaVA-1.5-7b" 10.3 20.7 19.0 15.7 13.5 11.2 5.10 7.60
LLaVA-1.5-13b" 13.8 10.3 23.8 16.9 16.9 11.2 8.90 12.7
LLaVA-NeXT-mistral-7b" 20.7 17.2 16.7 16.9 15.6 8.70 5.30 9.30
LLaVA-NeXT-vicuna-13b” | 31.0 27.6 31.0 27.0 19.2 14.3 10.7 15.5
Instructblip-7b” 20.7 31.0 16.7 24.7 16.8 12.4 5.60 13.0
Prometheus-Vision-7b" 6.90 0.00 7.10 4.50 10.9 4.30 2.10 5.90
Prometheus-Vision-13b¥ 0.00 0.00 0.00 0.00 9.30 2.50 1.30 4.90
Qwen-VL-Chat® 31.0 34.5 21.4 30.3 31.6 24.9 16.3 25.3
Internvl-chat-v1-5% 24.1 6.90 23.8 19.1 19.5 10.3 6.80 13.0
Idefics2-8b*® 44.8 41.4 54.8 47.2 29.1 10.6 8.60 16.8
GPT-4-vision* 69.0 72.4 73.8 70.8 63.5 49.6 33.8 52.3
GPT-40% 75.9 82.8 92.9 84.3 70.1 50.6 36.2 54.3
Gemini Ultra® 48.3 69.0 73.8 65.2 53.9 45.2 31.2 47.7
Claude 3 Opus*® 13.8 6.90 7.10 10.1 459 32.6 26.8 38.3
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Table 11: The detailed evaluation result of all multimodal judges on safety perspective. The feedback is provided in
the following Likert scale: [Extremely Poor, Poor, Average, Good, Outstanding]. Specifically, we study their individual
performance over two alignment objectives: toxicity (crime, shocking, and disgust) and NSFW (evident, evasive, and subtle).
The best performance across all models is bolded.

Toxicity NSFW
Crime Shocking Disgust Avg ‘ Evident Evasive Subtle Avg
LLaVA-1.5-7b% 10.3 31.0 26.2 20.2 14.2 9.90 6.80 9.70
LLaVA-1.5-13b" 13.8 24.1 23.8 18.0 16.9 10.5 9.60 15.6
LLaVA-NeXT-mistral-7b" 27.6 17.2 21.4 21.3 26.9 9.30 6.70 19.5
LLaVA-NeXT-vicuna-13b" | 34.5 27.6 40.5 32.6 26.8 13.9 11.5 19.7
Instructblip-7b® 34.5 20.7 31.0 29.2 239 12.6 5.90 16.8
Prometheus-Vision-7b" 27.6 20.7 28.6 24.7 10.4 4.90 2.70 25.6
Prometheus-Vision-13bY 0.00 0.00 4.80 2.20 9.80 3.00 1.50 5.60
Qwen-VL-Chat® 34.5 41.4 42.9 38.2 32.2 24.0 16.6 30.1
Internvl-chat-v1-5% 0.00 3.40 2.40 2.20 2.80 1.00 0.70 1.30
Idefics2-8b* 37.9 10.3 38.1 29.2 20.2 10.0 7.1 16.7
GPT-4-vision*® 10.3 24.1 31.0 22 64.0 50.1 344 54.4
GPT-40* 34.5 48.3 50.0 46.1 69.6 50.9 359 50.3
Gemini Ultra® 41.4 44.8 66.7 52.8 53.5 45.6 31.9 51.5
Claude 3 Opus*® 10.3 3.40 4.80 5.60 45.6 324 27.0 35.2
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Table 12: The detailed evaluation result of all multimodal judges on quality perspective. The feedback are provided in
numerical scale of range [0, 10]. Specifically, we study their individual performance over two alignment objectives: distortion
(including human face, human limb, and object), and blurry (including defocused and motion). The best performance across
all models is bolded.

Distortion Blurry
Human Face Human Limb Object Avg ‘ Defocused Motion Avg
CLIP-v1®¢ 26.6 17.2 34.0 19.3 50.6 63.7 56.7
BLIP-v2¢ 3.60 2.00 1.10 1.90 8.30 47.2 15.0
PickScore-v1¢ 83.4 68.2 92.1 79.3 80.6 93.4 86.6
HPS-v2.1¢ 60.4 37.1 80.3 51.7 85.7 94.6 88.6
ImageReward® 314 34.4 40.2 33.3 77.4 86.6 82.1
Aesthetics® 78.7 57.1 51.3 52.1 90.1 93.4 91.6
LLaVA-1.5-7b" 13.6 7.30 9.20 10.2 7.10 19.1 13.1
LLaVA-1.5-13b" 20.1 14.6 13.3 16.4 18.0 34.0 26.1
LLaVA-NeXT-7b" 28.4 27.8 19.0 30.1 41.7 66.1 53.9
LLaVA-NeXT-13b" 18.9 27.8 12.0 20.5 40.6 45.4 43.0
Instructblip-7b” 12.4 9.30 21.0 13.3 32.3 31.1 31.7
MiniGPT4-v2¢ 39.6 39.1 42.0 40.0 33.4 374 35.4
Prometheus-Vision-7b" 16.6 17.9 14.1 16.4 22.3 30.3 26.3
Prometheus-Vision-13b" 7.10 4.60 7.20 6.20 9.40 10.6 10.0
Qwen-VL-Chat® 14.2 15.9 9.40 13.6 0.90 2.10 1.40
Internvl-chat-v1-5% 97.0 95.4 97.1 97.1 89.7 89.7 89.7
Idefics2-8b* 29.6 25.8 2.30 21.7 70.6 46.9 58.7
GPT-4-vision® 87.6 57.6 83.1 75.7 98.8 99.3 99.2
GPT-40% 99.4 78.2 100 93.8 100 100 100
Gemini Ultra® 73.4 32.5 61.0 55.7 86.5 97.3 93.9
Claude 3 Opus® 26.6 19.3 10.7 17.6 89.6 93.3 92.7
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Table 13: The detailed evaluation result of all multimodal judges on quality perspective. The feedback are provided in
numerical scale of range [0, 5]. Specifically, we study their individual performance over two alignment objectives: distortion
(including human face, human limb, and object), and blurry (including defocused and motion). The best performance across
all models is bolded.

Distortion Blurry
Human Face Human Limb  Object Avg ‘ Defocused Motion Avg
LLaVA-1.5-7b" 0.00 0.00 0.00 0.00 2.90 11.3 7.80
LLaVA-1.5-13b” 0.00 0.00 0.00 0.00 249 36.9 32.9
LLaVA-NeXT-mistral-7b" 11.2 13.9 1.00 8.70 56.3 73.2 61.1
LLaVA-NeXT-vicuna-13b" 18.3 17.9 17.0 17.7 27.7 343 28.8
Instructblip-7b~ 9.50 3.30 19.0 10.6 10.0 10.2 9.60
Prometheus-Vision-7b" 20.1 15.2 12.0 15.8 26.3 29.5 27.5
Prometheus-Vision-13b" 7.10 5.30 7.00 6.50 9.70 11.5 10.9
Qwen-VL-Chat*® 249 21.2 7.00 17.7 18.3 19.6 18.9
Internvl-chat-v1-5* 21.9 24.5 1.00 15.8 93.7 96.6 95.7
Idefics2-8b* 444 33.1 9.0 28.8 88.3 68.6 75.9
GPT-4-vision*® 86.3 54.1 79.2 72.4 90.8 93.3 91.2
GPT-40* 98.6 73.5 100 90.4 91.6 96.7 93.0
Gemini Ultra® 71.6 29.9 59.8 50.7 80.7 90.8 83.9
Claude 3 Opus® 21.6 16.9 9.30 16.6 85.3 93.3 87.7

Table 14: The detailed evaluation result of all multimodal judges on quality perspective. The feedback is provided in
the following Likert scale: [Extremely Poor, Poor, Average, Good, Outstanding]. Specifically, we study their individual
performance over two alignment objectives: distortion (including human face, human limb, and object), and blurry (including
defocused and motion). The best performance across all models is bolded.

Distortion Blurry
Human Face Human Limb Object Avg | Defocused Motion Avg
LLaVA-1.5-7b" 0.00 0.00 0.00 0.00 1.80 10.6 6.50
LLaVA-1.5-13bY 0.00 0.00 0.00 0.00 18.7 29.7 24.9
LLaVA-NeXT-mistral-7b" 10.8 14.2 1.30 9.10 56.7 73.0 61.3
LLaVA-NeXT-vicuna-13b¥ 19.6 14.3 13.9 16.8 25.8 27.3 26.6
Instructblip-7b~ 9.80 3.00 18.7 10.9 9.80 9.90 9.50
Prometheus-Vision-7bY 19.8 15.6 12.2 16.0 26.0 29.2 27.2
Prometheus-Vision-13b” 7.40 5.10 7.30 6.80 9.40 11.7 11.1
Qwen-VL-Chat® 25.2 21.6 6.70 17.4 18.8 20.1 19.3
Internvl-chat-v1-5% 22.1 24.2 120 160 94.2 96.1 953
Idefics2-8b* 40.9 29.6 10.1 27.0 90.2 67.5 79.2
GPT-4-vision*® 86.9 54.4 78.7 71.5 90.6 93.5 93.6
GPT-40* 98.2 71.1 89.9 83.6 91.8 96.1 91.6
Gemini Ultra® 71.3 30.5 59.2 48.8 80.6 90.9 79.5
Claude 3 Opus*® 21.3 17.2 9.5 14.0 85.9 93.1 83.7
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Table 15: The detailed evaluation result in terms of ACC (accuracy) for all multimodal judges on bias perspective. The
feedback is provided in numerical scale with range [0, 10]. Specifically, we separately report the bias w.r.t. different
demographic identifications, i.e. age, gender, race, nationality, and religion.

|Age Gender Race Nationality Religion Avg

CLIP-v1® 572 578 555 59.5 60.8 57.7
BLIP-v2¢ 69.6 68.5 65.9 68.6 74.7 68.5
PickScore-v1¢ 304 31.1 30.8 31.7 33.0 31.1
HPS-v2.1¢ 529 553 557 55.0 62.4 55.3
ImageReward 41.8 40.4 36.8 39.5 52.8 40.4
Aesthetics® 594 62.0 64.2 624 61.0 62.0
LLaVA-1.5-7b" 80.8 83.9 84.6 84.9 88.1 84.0
LLaVA-1.5-13b" 67.0 70.1 68.9 72.7 75.1 70.1
LLaVA-NeXT-mistral-7b% | 71.8 70.8 70.8 67.8 78.3 70.8
LLaVA-NeXT-vicuna-7b" | 54.3 56.7 57.0 56.1 64.8 56.6
Instructblip-7b¥ 52.5 53.6 53.6 52.0 61.1 53.6
MiniGPT4-v2" 31.8 322 319 34.1 28.3 322
Prometheus-Vision-7b" 43.8 504 54.4 53.6 44.9 50.4
Prometheus-Vision-13b" 65.1 65.8 63.4 65.7 77.1 65.8
Qwen-VL-Chat* 70.8 71.5 72.3 72.2 68.1 71.5
Internvl-chat-v1-5* 40.0 41.3 42.1 42.0 39.8 41.3
Idefics2-8b*® 374 42.7 45.3 46.9 35.2 42.7
GPT-4-vision*® 76.7 79.1 77.4 81.0 86.5 79.1
GPT-40% 60.9 66.6 69.1 68.2 69.6 66.6
Gemini Ultra® 48.7 56.9 62.9 60.0 49.9 56.9
Claude 3 Opus"‘ 53.9 58.2 62.1 59.0 54.0 58.2
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Table 16: The detailed evaluation result in terms of Normalized Dispersion Score (NDS) for all multimodal judges on bias
perspective. The feedback is provided in numerical scale with range [0, 10]. Specifically, we separately report the bias
w.r.t. different demographic identifications, i.e. age, gender, race, nationality, and religion. The best performance across all
models is bolded.

|Age Gender Race Nationality Religion Avg

CLIP-v1? 73.6 752 731 79.1 78.4 75.2
BLIP-v2¢ 85.3 83.6 827 81.8 87.5 83.6
PickScore-v1¢ 653 667 664 67.3 69.4 66.7
HPS-v2.1¢ 758 782 795 78.6 79.3 78.2
ImageReward 73.9 73.2 70.9 73.0 80.2 73.2
Aesthetics® 853 859 863 85.8 86.2 85.9
LLaVA-1.5-7b% 676 714 758 68.4 77.3 71.4
LLaVA-1.5-13b" 719 748  76.6 74.0 80.6 74.8
LLaVA-NeXT-mistral-7b" | 68.4 64.6 62.4 59.7 78.1 64.6
LLaVA-NeXT-vicuna-7b% | 63.2  64.1  62.5 63.8 74.2 64.1
Instructblip-7b¥ 80.8 80.6  80.3 79.0 85.4 80.6
MiniGPT4-v2% 68.1 672 662 67.0 69.3 67.2
Prometheus-Vision-7b% 47.2 42.5 37.8 40.0 54.2 42.5
Prometheus-Vision-13b" 54.2 447 36.0 39.3 65.7 447
Qwen-VL-Chat® 624 623 623 63.1 58.9 62.3
Internvl-chat-v1-5% 740 741  73.6 73.9 76.6 74.1
Idefics2-8b*® 55.1 592  61.7 62.8 51.0 59.2
GPT-4-vision*® 812 802 776 79.9 88.2 80.2
GPT-40% 812 827 828 83.2 86.1 82.7
Gemini Ultra® 726 758 784 77.0 72.3 75.8
Claude 3 Opus® 633 66.1 675 66.9 66.8 66.1
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Table 17: The detailed evaluation result in terms of Gini-based Equality Score (GES) for all multimodal judges on bias
perspective. The feedback is provided in numerical scale with range [0, 10]. Specifically, we separately report the bias w.r.t.
different demographic identifications, i.e. age, gender, race, nationality, and religion.

|Age Gender Race Nationality Religion Avg

CLIP-v1¢ 73.6 75.2 73.1 79.1 78.4 75.2
BLIP-v2¢ 92.2 91.3 90.7 90.4 93.1 91.3
PickScore-v1¢ 80.5 81.2 81.0 81.6 82.6 81.2
HPS-v2.1¢ 86.4 87.8 88.5 88.0 88.5 87.8
ImageReward 85.5 85.0 83.6 84.8 89.0 85.0
Aesthetics® 91.9 92.1 92.4 92.1 92.3 92.1
LLaVA-1.5-7b" 87.4 88.9 90.1 88.7 90.7 88.9
LLaVA-1.5-13b" 87.5 88.8  88.9 89.5 90.1 88.8
LLaVA-NeXT-mistral-7b% | 86.4 85.8 85.8 84.1 90.2 85.8
LLaVA-NeXT-vicuna-7b” | 82.1 82.8 82.4 82.5 87.8 82.8
Instructblip-7b¥ 91.0 91.2 91.1 90.4 93.8 91.1
MiniGPT4-v2% 83.7 83.3 82.8 83.4 84.1 83.3
Prometheus-Vision-7b¥ 74.9 74.3 73.1 74.2 77.3 74.3
Prometheus-Vision-13b¥ | 79.2 76.0 72.7 74.1 85.1 76.0
Qwen-VL-Chat® 85.9 86.0 86.0 86.4 83.8 85.9
Internvl-chat-v1-5% 86.9 87.2 87.1 87.3 88.0 87.2
Idefics2-8b*® 77.0 79.7 81.3 82.0 74.4 79.8
GPT-4-vision*® 93.0 93.2 92.2 934 96.4 93.2
GPT-40% 91.8 92.9 93.1 93.3 94 .4 92.9
Gemini Ultra® 86.6 89.0 90.8 90.0 86.2 89.0
Claude 3 Opus"‘ 83.2 85.2 86.5 85.8 84.8 85.2
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Table 18: The detailed evaluation result of all multimodal judges on bias perspective. The feedback are provided in different
scales including numerical scales ([0-5], and [0-10]) and Likert scale: [Extremely Poor, Poor, Average, Good, Outstanding].
We study the average ACC, NDS, and GES score for each model across all occupations/educations. The best performance
across all models is bolded.

Numerical [0-5] Numerical [0-10] Likert scale
ACC NDS GES | ACC NDS GES | ACC NDS GES
LLaVA-1.5-7b" 80.8 64.6 877 | 471 773 90.1 | 81,5 824 942
LLaVA-1.5-13b" 555 775 90.0 | 37.8 787 894 | 612 784 91.0

LLaVA-NeXT-mistral-7b%” | 72.1 712 883 | 586 654 84.1 | 59.1 683 86.1
LLaVA-NeXT-vicuna-13b¥ | 493 68.1 852 | 426 69.6 849 | 535 731 87.6
Instructblip-7b¥ 587 853 915 | 53.6 80.6 91.1 | 71.5 845 943
MiniGPT4-v2% 356 692 795 | 326 670 833 | 385 393 689
Prometheus-Vision-7b” 495 434 744 | 521 379 73.0 | 474 253 64.6
Prometheus-Vision-13b" 663 463 768 | 682 233 694 | 67.6 474 776

Qwen-VL-Chat® 71.8 763 913 | 30.1 70.6 857 | 459 749 88.0
Internvl-chat-v1-5% 410 741 872 | 254 69.6 843 | 59.2 83.6 92.6
Idefics2-8b* 419 687 844 | 421 667 834 | 61.6 865 939
GPT-4-vision* 79.1 802 932 | 415 864 93.7 | 587 698 8&7.1
GPT-40% 66.6 827 929 | 262 742 865 | 743 792 922
Gemini Ultra® 569 758 89.0 | 362 724 85.6 | 745 784 916
Claude 3 Opus® 582 66.1 852 | 521 595 821 | 574 83.6 925
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