
Reasoning Court: Combining Reasoning, Action, and Judgment for
Multi-Hop Reasoning

Anonymous ACL submission

Abstract001

While large language models (LLMs) have sig-002
nificantly advanced tasks such as question an-003
swering and fact verification, they continue004
to grapple with hallucinations and reasoning005
errors, especially in multi-hop tasks that re-006
quire integrating information from multiple007
sources. Current research primarily follows008
two approaches: (1) retrieval-based methods,009
which ground reasoning in external data to mit-010
igate hallucinations, and (2) reasoning-based011
techniques, which enhance logical consistency012
through improved prompting strategies. In this013
paper, we introduce Reasoning Court (RC), a014
novel framework where LLM agents iteratively015
reason and act, generating distinct reasoning-016
action-observation trajectories. These trajec-017
tories are then evaluated by a judge, who se-018
lects the most factually grounded and logically019
coherent final answer based on the reasoning020
paths. If neither answer is satisfactory, the021
judge synthesizes a new answer using the evi-022
dence and reasoning provided by both agents.023
This process ensures that the final response024
is both evidence-based and logically consis-025
tent, significantly reducing reasoning flaws.026
Our evaluations on HotpotQA, MuSiQue, and027
FEVER demonstrate that RC consistently out-028
performs state-of-the-art approaches.029

1 Introduction030

Large language models (LLMs) have demonstrated031

significant improvements in multi-step reasoning032

and problem-solving, enabling them to handle com-033

plex question-answering tasks with increased accu-034

racy (Aksitov et al., 2023; Smit et al., 2024; Yao035

et al., 2023). However, despite these advancements,036

LLMs continue to face challenges in multi-hop rea-037

soning, where integrating information from multi-038

ple sources and reasoning steps is crucial for reach-039

ing accurate conclusions (Lee et al., 2022; Yao040

et al., 2023). These challenges often manifest as041

hallucinations, where models generate false or fab-042

ricated information, and reasoning errors, where043

models fail to coherently integrate and interpret 044

retrieved evidence, as illustrated in Figure 1. 045

Existing solutions address these challenges 046

through either retrieval-based methods or 047

reasoning-based techniques. Retrieval-based 048

methods, such as ReAct (Yao et al., 2023), aim to 049

ground outputs in external information to reduce 050

hallucinations. However, as shown in Figure 1, 051

while they reduce hallucinations by grounding 052

outputs in evidence from sources like Wikipedia, 053

they often struggle to resolve reasoning errors 054

when synthesizing information from multiple 055

sources. In this case, ReAct correctly retrieves 056

information about William Kronick and Jon 057

Turteltaub’s careers, but it erroneously concludes 058

that both are television writers. 059

On the other hand, reasoning-based techniques, 060

such as chain-of-thought (CoT) (Wei et al., 2023) 061

and Multi-Agent Debate (MAD) (Du et al., 2023), 062

focus on improving logical consistency through 063

step-by-step reasoning and debating. Despite this, 064

as shown in Figure 1, these approaches can hal- 065

lucinate when overly dependent on the model’s 066

pre-trained knowledge without proper grounding 067

in external evidence. For instance, CoT fails be- 068

cause, without retrieval, it cannot verify whether 069

either individual is explicitly a television writer. In- 070

stead, it incorrectly equates general involvement 071

in television, such as production or directing, with 072

television writing, leading to the mistaken conclu- 073

sion that both individuals are television writers. 074

To overcome these challenges, we introduce Rea- 075

soning Court (RC), a novel framework that inte- 076

grates the strengths of both retrieval-based and 077

reasoning-based techniques to improve multi-hop 078

reasoning in LLMs. RC is inspired by structured 079

evaluation formats, drawing from judicial reason- 080

ing processes as outlined in The Nature of the Judi- 081

cial Process (Cardozo, 1921). In judicial proceed- 082

ings, judges are tasked with weighing the merits 083

of competing arguments, scrutinizing both the evi- 084
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Figure 1: Comparison of RC, ReAct, and CoT methods in answering a HotpotQA (Yang et al., 2018) question. The
reasoning and acting stages are labeled as "Thoughts" and "Actions," respectively. Evidence, containing information
retrieved from Wikipedia, is presented in "Observations." The final answer provided by the agent is shown in "Final
Answer." Red highlights indicate incorrect reasoning or decisions made by the LLM agent, whereas green highlights
represent correct reasoning or decisions.

dence presented and the reasoning used to interpret085

that evidence. Similarly, RC mirrors this process in086

two phases: (1) a combined Reasoning and Acting087

phase, where agents dynamically interleave reason-088

ing steps with actions to retrieve and incorporate089

observations of the external evidence, creating a090

synergy where reasoning guides actions and re-091

trieved information refines reasoning; and (2) a092

Judging phase, where an LLM judge evaluates the093

logical consistency and factual grounding of each094

agent’s reasoning-action-observation trajectories.095

Just as a judge must remain impartial and evaluate096

arguments based on the coherence of their reason-097

ing and the strength of the evidence, RC’s judge098

ensures that the final answer is grounded in both099

sound logic and reliable evidence. As shown in100

Figure 1, RC begins with two agents independently101

generating responses based on retrieved informa-102

tion. One agent incorrectly concludes that both103

individuals are television writers, while the other104

correctly identifies their primary focus in film. Dur-105

ing the judgment phase, the judge compares both106

reasoning trajectories, identifies flaws in the first107

agent’s logic, and favors the second agent’s argu-108

ment. This structured evaluation allows RC to con-109

clude correctly that neither individual is primarily 110

a television writer. 111

Our empirical evaluation across benchmarks like 112

HotpotQA (Yang et al., 2018), FEVER (Thorne 113

et al., 2018), and MuSiQue (Trivedi et al., 2022) 114

demonstrates RC’s effectiveness in complex, multi- 115

hop reasoning tasks. RC consistently outperforms 116

state-of-the-art baselines, with significant improve- 117

ments in exact match (EM) and F1 scores. For 118

instance, on Claude, RC improves HotpotQA EM 119

from 44.0% to 48.0% (+4.0%) and F1 from 0.4680 120

to 0.5945 (+12.65%), MuSiQue EM from 37.0% 121

to 42.0% (+5.0%) and F1 from 0.4493 to 0.5541 122

(+10.48%), and FEVER EM from 69.6% to 73.0% 123

(+3.4%). 124

2 Related Work 125

Language Models for Debate Over time, debate 126

mechanisms that improve reasoning and factual- 127

ity in large language models (LLMs) have seen 128

potential. Recently, Du et al. (2023) introduced 129

a multiagent debate approach for LLMs, leverag- 130

ing multiple language model instances that gen- 131

erate, critique, and refine their responses through 132

an iterative debate process, significantly enhanc- 133
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ing their performance on tasks requiring mathe-134

matical reasoning, strategic thinking, and factual135

accuracy. Building on this research, Liang et al.136

(2024) introduced the Multi-Agent Debate (MAD)137

framework to address the Degeneration-of-Thought138

(DoT) problem by encouraging divergent thinking139

through debates among LLMs, each presenting and140

challenging arguments under the supervision of a141

judge. Besides, Khan et al. (2024) explored the142

effectiveness of debates between more persuasive143

LLMs in producing more truthful answers. Addi-144

tionally, Smit et al. (2024) analyzed various config-145

urations of MAD, demonstrating that while MAD146

approaches do not outperform ensembling methods147

like Self-Consistency or Medprompt, they show sig-148

nificant potential when hyperparameters are care-149

fully tuned.150

However, some studies suggest that debate mech-151

anisms may not always be beneficial in practice.152

Parrish et al. (2022b) demonstrated that single-turn153

debate explanations, where both correct and incor-154

rect answers are argued for, do not improve human155

performance on challenging reading comprehen-156

sion tasks. Further exploring this, Parrish et al.157

(2022a) found that even a two-turn debate, which158

includes counter-arguments, does not significantly159

enhance human decision-making accuracy. These160

findings raise concerns about the potential limita-161

tions of debate-style mechanisms, especially when162

employed in LLM systems intended to assist hu-163

mans in reasoning tasks.164

Language Models for Retrieval Retrieval mech-165

anisms have also been explored to reduce hallu-166

cination and improve the reasoning capabilities167

of LLMs. Lee et al. (2022) introduce Generative168

Multi-hop Retrieval (GMR) to generate retrieval169

sequences within the model’s parametric space.170

Yao et al. (2023) introduced the ReAct paradigm,171

which combines reasoning and acting in LLMs by172

interleaving reasoning traces and task-specific ac-173

tions to enhance interaction with external environ-174

ments and improve performance on various tasks.175

Building on ReAct, Aksitov et al. (2023) presented176

a ReAct-style LLM agent that integrates a self-177

improvement framework through Reinforced Self-178

Training (ReST) to refine the agent’s reasoning and179

actions iteratively.180

Language Models for Evaluation and Judging181

In addition to retrieval and debate mechanisms,182

studies have focused on the use of LLMs as evalua-183

tors or judges in multi-turn conversations. Zheng184

et al. (2023) introduced the LLM-as-a-judge frame- 185

work, demonstrating that models like GPT-4 can 186

effectively act as judges, achieving over 80% agree- 187

ment with human preferences. This method pro- 188

vides a scalable and explainable alternative to hu- 189

man evaluations, and aligns with the goal of ensur- 190

ing that LLM-based judgments are consistent and 191

grounded in quality assessments. The LLM-as-a- 192

judge approach complements the RC framework by 193

offering automated judging systems that evaluate 194

reasoning trajectories. While RC grounds judg- 195

ments in retrieved evidence, Zheng et al. (2023) 196

highlights the effectiveness of LLMs in aligning 197

with human judgment and suggests that such meth- 198

ods can significantly improve the scalability of 199

LLM evaluations. 200

3 Background 201

3.1 Reasoning and Acting Synergy 202

ReAct (Yao et al., 2023) iteratively alternates be- 203

tween reasoning and action to solve complex tasks. 204

At each time step t, the model receives an ob- 205

servation ot ∈ O and takes an action at ∈ A 206

based on a policy π(at|ct), where the context 207

ct = (o1, a1, . . . , ot−1, at−1, ot). Actions can in- 208

clude both reasoning traces (thoughts) and external 209

actions that retrieve new information. 210

This reasoning-acting paradigm serves as the 211

foundation for the reasoning and evidence collec- 212

tion mechanisms in RC, where the retrieved evi- 213

dence and constructed reasoning paths are further 214

evaluated in a judgment phase. 215

3.2 LLM-As-A-Judge 216

The use of LLMs as judges has become a promis- 217

ing approach for evaluating reasoning paths and 218

solutions in multi-agent systems (Zheng et al., 219

2023; Liang et al., 2024; Du et al., 2023). In 220

RC, the judge is designed to evaluate independent 221

reasoning-action-observation trajectories generated 222

by two agents. It selects the answer that is most fac- 223

tually grounded and logically consistent. If neither 224

agent provides a valid answer, the judge generates 225

its own response based on the presented trajectories. 226

This mechanism draws inspiration from the "pair- 227

wise comparison" approach introduced in (Zheng 228

et al., 2023), where the judge compares two re- 229

sponses to determine the better one or declares a 230

tie. 231
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4 Method232

4.1 Reasoning and Acting Phase233

Given a query q, RC employs two agents that in-234

dependently generate answers a1 and a2 through235

iterative reasoning and acting, leveraging the Re-236

Act framework (Yao et al., 2023). RC employs few-237

shot in-context learning examples to initialize the238

reasoning and acting phase. To improve efficiency239

and scalability, RC executes agents concurrently.240

For RC, we adopt ReAct’s action space, with241

slight modifications for the MuSiQue dataset. For242

HotpotQA and FEVER, the action space includes243

three types of actions (Yao et al., 2023): (1)244

Search[entity], which retrieves the first five sen-245

tences from a Wikipedia page matching the speci-246

fied entity, or alternatively suggests up to five most247

related entities if an exact match is unavailable; (2)248

Lookup[string], which returns the next occurrence249

of a sentence containing the specified string; and250

(3) Finish[answer], which finishes the task with251

answer. For MuSiQue, the action space includes:252

(1) Lookup[title], which retrieves the content of a253

paragraph based on its title; and (2) Finish[answer],254

which concludes the task with answer.255

4.2 Judgment Phase256

In cases where the agents provide identical, non-257

empty answers (a1 = a2), the judgment phase is258

bypassed, and the task concludes with this shared259

answer. Otherwise, when the agents produce dif-260

ferent or empty answers, an LLM judge evaluates261

their trajectories.262

Input The judge receives: the query q, the final263

answers a1 and a2 generated by the agents, and the264

corresponding trajectories τ1 and τ2.265

Evaluation When the answers a1 and a2 differ,266

the judge evaluates the logical coherence and fac-267

tual grounding of each trajectory, τ1 and τ2, to268

complete the task with the answer that is more re-269

liable. If the answers convey the same idea but270

are expressed differently, the judge prioritizes the271

more concise answer, as the selected datasets pri-272

marily feature short-form answers. If both a1 and273

a2 are invalid, such as being empty or nonsensical,274

the judge synthesizes its own answer based on the275

trajectories of the agents.276

5 Experimental Setup 277

5.1 Datasets 278

We evaluate Reasoning Court (RC) on three chal- 279

lenging multi-hop reasoning benchmarks: Hot- 280

potQA (Yang et al., 2018), FEVER (Thorne et al., 281

2018), and MuSiQue (Trivedi et al., 2022). These 282

benchmarks are chosen to evaluate RC across in- 283

creasing levels of difficulty. FEVER tests fact ver- 284

ification and grounding answers in single pieces 285

of evidence. HotpotQA, evaluated in the fullwiki 286

setting, requires retrieving evidence from the en- 287

tire Wikipedia. MuSiQue, composed of questions 288

requiring multiple reasoning hops across 20 para- 289

graphs with mixed relevant passages and distrac- 290

tors, tests RC’s ability to query paragraph titles 291

and integrate retrieved content effectively. For all 292

datasets, we randomly sample a subset of 500 vali- 293

dation questions for evaluation with GPT-4o-mini, 294

while for Claude, we evaluate on a smaller subset 295

of 100 questions due to budget constraints. 296

5.2 Baselines 297

We evaluate RC against several LLM-based base- 298

line methods in a few-shot setup, using Exact 299

Match (EM) and F1 scores, with no fine-tuning 300

or task-specific training. The baselines include: 301

(1) Standard Prompting: A basic prompting ap- 302

proach without structured reasoning or retrieval 303

integration. (2) Chain-of-Thought (CoT) (Wei 304

et al., 2023): A reasoning-based approach that 305

structures the reasoning process through sequen- 306

tial prompts. (3) Chain-of-Thought with Self- 307

Consistency (CoT-SC) (Wang et al., 2023): An 308

extension of CoT that enhances reasoning through 309

self-consistency. (4) MAD (Liang et al., 2024): A 310

method where two agents debate iteratively without 311

retrieval, and a judge oversees the process to se- 312

lect the final answer based on their arguments. (5) 313

ReAct (Yao et al., 2023): A retrieval-augmented 314

method that interleaves reasoning and actions to im- 315

prove factual grounding. (6) Hybrid Approaches: 316

Combinations like ReAct → CoT-SC and CoT-SC 317

→ ReAct that blend retrieval and reasoning tech- 318

niques sequentially (Yao et al., 2023). 319

5.3 Model Configurations 320

For all experiments, we use the GPT-4o-mini and 321

Claude-3.5-Sonnet-20241022 models as the under- 322

lying language models. Although we explored the 323

open-source model Llama, we excluded it from our 324

experiments due to its inability to align with the Re- 325
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Act framework’s few-shot prompting methodology,326

which resulted in frequent invalid or empty answers327

(further details are provided in Appendix A.1). To328

ensure fairness across frameworks, we adopt con-329

sistent configurations. For all methods using CoT-330

SC, we select 21 self-consistency samples with the331

temperature set to 0.7 (Yao et al., 2023), while for332

other methods, the model temperature is set to 0.333

In hybrid approaches like ReAct → CoT-SC and334

RC → CoT-SC, if ReAct fails to return an answer335

within a set number of steps (7 for HotpotQA, 5 for336

FEVER), the system transitions to CoT-SC. Simi-337

larly, in CoT-SC → ReAct, if the majority answer338

from the self-consistency samples appears less than339

50% of the time, the system switches to ReAct (Yao340

et al., 2023).341

6 Results342

6.1 Evaluation on Benchmark Datasets343

6.1.1 Performance on HotpotQA344

As shown in Table 1, RC achieves the best perfor-345

mance on HotpotQA. For GPT-4o-mini, RC attains346

an EM of 42.2% and an F1 of 0.5714, outperform-347

ing the best-performing baseline ReAct → CoT-SC,348

which achieves 40.6% EM and 0.5613 F1. Simi-349

larly, for Claude, RC achieves an EM of 48.0% and350

an F1 of 0.5945, surpassing the closest baseline,351

CoT-SC, which reaches 44.0% EM and 0.5451 F1.352

6.1.2 Performance on FEVER353

On the FEVER dataset, RC demonstrates its ro-354

bust fact-checking abilities. For GPT-4o-mini, RC355

achieves an EM of 74.0%, significantly outperform-356

ing the best baseline ReAct, which achieves 64.8%357

EM. For Claude, RC achieves an EM of 73.0%, im-358

proving over CoT, which scores 69.6%, and ReAct359

→ CoT-SC, which scores 54.0%.360

6.1.3 Performance on MuSiQue361

On the MuSiQue dataset, RC again achieves the362

best results. For GPT-4o-mini, RC attains an EM363

of 36.0% and an F1 of 0.5000, surpassing the best364

baseline ReAct → CoT-SC, which achieves 34.0%365

EM and 0.4591 F1. For Claude, RC achieves an366

EM of 42.0% and an F1 of 0.5541, outperforming367

ReAct → CoT-SC and CoT-SC → ReAct, which368

both achieve 37.0% EM and around 0.44 to 0.45369

F1.370

6.2 Judge Evaluation371

The judge’s accuracy is evaluated on the subset of372

questions where the judge is invoked, i.e., when the373

two agents provide non-identical or empty answers. 374

According to Table 2, the judge consistently out- 375

performs Standard Prompting and ReAct across 376

all datasets. These baselines are selected for com- 377

parison, with the rationale discussed in the follow- 378

ing discussion section. On HotpotQA, the judge 379

achieves an EM of 28.2% and an F1 of 42.71%, 380

compared to Standard Prompting’s 18.5% EM and 381

31.55% F1, and ReAct’s 22.0% EM and 29.53% F1. 382

On FEVER, the judge achieves an EM of 66.1%, 383

surpassing Standard Prompting’s 56.2% and Re- 384

Act’s 53.8%. Similarly, on MuSiQue, the judge 385

achieves an EM of 26.0% and an F1 of 39.40%, 386

compared to Standard Prompting’s 3.9% EM and 387

12.18% F1, and ReAct’s 20.8% EM and 28.89% 388

F1. 389

6.3 Performance Analysis of RC 390

The Evaluation results of the judge provide a clear 391

lens through which to understand RC’s strengths. 392

Compared to Standard Prompting, the judge’s sig- 393

nificantly higher EM and F1 scores on all tested 394

datasets highlight the value of agent-generated tra- 395

jectories in the first phase of RC. These trajectories 396

supply rich context, enabling the judge to arrive at 397

more accurate answers than a direct prompt alone. 398

Likewise, the judge’s superiority over ReAct high- 399

lights the importance of the second phase, where 400

the judge synthesizes evidence from both agents 401

to correct errors and often arrives at the correct 402

answer even when one or both agents err. 403

The dual-agent setup enhances RC’s robust- 404

ness by leveraging independent reasoning-action- 405

observation trajectories. When both agents are con- 406

fident—indicating a higher likelihood of correct- 407

ness—their paths tend to converge on the same 408

conclusion. When one or both agents make reason- 409

ing errors, discrepancies naturally arise due to their 410

independent processes. These discrepancies allow 411

the judge to evaluate multiple perspectives, select 412

the trajectory with stronger evidence and coher- 413

ence, or synthesize a new answer. This approach 414

effectively mitigates reasoning errors, enabling RC 415

to outperform baselines in both fact-verification 416

and complex multi-hop reasoning tasks. 417

Unlike ReAct, which relies on a fallback to CoT- 418

SC when no valid answer is found, RC’s judge 419

can independently synthesize an answer even when 420

both agents return empty responses. This design 421

choice eliminates costly fallback strategies and re- 422

duces overall LLM usage. For example, as shown 423

in Table 3, on HotpotQA using GPT-4o-mini, RC 424
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HotpotQA FEVER MuSiQue
EM (%) F1 EM (%) EM (%) F1

Standard Prompting 28.4 / 34.0 0.4178 / 0.4751 60.4 / 62.2 3.8 / 10.0 0.1533 / 0.1927
CoT 34.4 / 36.0 0.4877 / 0.4435 63.0 / 69.6 8.6 / 13.0 0.1859 / 0.1542
CoT-SC 38.0 / 44.0 0.5294 / 0.5451 64.0 / 69.2 10.6 / 13.0 0.2310 / 0.1534
ReAct 36.2 / 37.0 0.4871 / 0.4343 64.8 / 47.0 30.4 / 33.0 0.4056 / 0.4204
MAD 34.0 / - 0.4929 / - 59.4 / - 7.6 / - 0.1822 / -
ReAct → CoT-SC 40.6 / 44.0 0.5613 / 0.4680 65.4 / 54.0 34.0 / 37.0 0.4591 / 0.4493
CoT-SC → ReAct 38.2 / 42.0 0.5150 / 0.4857 63.6 / 50.0 27.6 / 37.0 0.3899 / 0.4409

RC 42.2 / 48.0 0.5714 / 0.5945 74.0 / 73.0 36.0 / 42.0 0.5000 / 0.5541

Table 1: Performance comparison on HotpotQA, FEVER, and MuSiQue datasets across GPT-4o-mini and Claude-
3.5-Sonnet-20241022 models. Results for each cell are presented in the format GPT-4o-mini / Claude-3.5-Sonnet-
20241022, where the value to the left of ‘/’ corresponds to the mean performance of three runs for GPT-4o-mini and
the value to the right corresponds to the single run for Claude due to budget constraints. F1 scores are rounded to
four decimal places. MAD was not evaluated for Claude due to high cost and poor performance, primarily stemming
from a lack of effective retrieval; hence, the results are left blank.

HotpotQA FEVER MuSiQue
EM (%) F1 EM (%) EM (%) F1

Standard Prompting 18.5 0.3155 56.2 3.9 0.1218
ReAct 22.0 0.2953 53.8 20.8 0.2889

Judge 28.2 0.4271 66.1 26.0 0.3940

Table 2: Evaluation of the Judge’s accuracy on HotpotQA, FEVER, and MuSiQue datasets using GPT-4o-mini. The
results are based exclusively on questions where the Judge was invoked, specifically cases where the two agents in
RC provided non-identical or empty answers. The table compares the Judge’s performance in these challenging
scenarios against Standard Prompting and ReAct baselines, with F1 scores rounded to four decimal places.

required fewer LLM calls per question than ReAct425

→ CoT-SC (8.8 vs. 9.81 on average) while main-426

taining superior accuracy, with only a marginal427

increase in average processing time (10.58s vs.428

9.53s), which may be influenced by external fac-429

tors such as network conditions. This demonstrates430

that RC reduces LLM usage costs without introduc-431

ing significant latency, making it both reliable and432

cost-effective for real-world applications.433

7 Ablation Study434

This ablation study evaluates the contribution of435

different components within the Reasoning Court436

(RC) framework by systematically removing, al-437

tering or adding key elements to understand their438

impact. The results, presented in Table 4 and439

Figure 2, show how each modification affects440

performance across the HotpotQA, FEVER, and441

MuSiQue benchmarks.442

7.1 Impact of the Judge 443

The judge is a critical component of RC, responsi- 444

ble for evaluating the reasoning-action-observation 445

trajectories. When the judge is removed (RC with- 446

out judge), we observe a significant drop in perfor- 447

mance across all benchmarks, indicating the crucial 448

role of the judge in ensuring that the final answer 449

is grounded in both logical consistency and factual 450

accuracy. Without the judge’s oversight, reasoning 451

errors are more likely to persist, leading to reduced 452

overall performance. 453

7.2 Comparison Between RC and ReAct-SC 454

ReAct-SC utilizes three agents working indepen- 455

dently without employing a judge. Self-consistency 456

is applied to select the most consistent answer. Our 457

results show that RC outperforms ReAct-SC across 458

all benchmarks, with absolute EM improvements 459

of +3.6% on HotpotQA, +8.2% on FEVER, and 460

+5.4% on MuSiQue. This demonstrates that a struc- 461

tured evaluation by a judge leads to more reliable 462
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Method Avg. Time per Question (s) Avg. LLM Calls per Question

ReAct → CoT-SC 9.53 9.81
RC 10.58 8.8

Table 3: Efficiency comparison between RC and ReAct → CoT-SC on HotpotQA using GPT-4o-mini.

HotpotQA FEVER MuSiQue
EM (%) F1 EM (%) EM (%) F1

RC (without judge) 36.2 0.4871 70.0 30.4 0.4056
ReAct-SC 38.6 0.5201 65.8 30.6 0.4100
ReAct → MAD 39.8 0.5413 68.8 32.8 0.4532
CoT → judge 36.4 0.4798 64.8 10.2 0.2124

RC 42.2 0.5714 74.0 36.0 0.5000

Table 4: Ablation study results on HotpotQA, FEVER, and MuSiQue datasets using GPT-4o-mini.

outcomes than simply relying on self-consistency.463

7.3 Comparison Between RC and ReAct →464

MAD465

Compared to RC, ReAct → MAD adds a debate466

phase before the final judgment. In this setup,467

agents argue for their answers by citing evidence468

from their trajectories before the judge selects the469

final answer (see Appendix B.3). However, RC470

consistently outperforms ReAct → MAD on all471

benchmarks while being more cost-efficient, as the472

added debate phase in ReAct → MAD increases473

LLM calls. The debate mechanism underperforms474

because debaters cannot provide new evidence be-475

yond what they have already retrieved, and can only476

introduce hallucinations or additional noise, which477

hinders the judge’s decision. This result aligns478

with findings from previous studies, such as Smit479

et al. (Smit et al., 2024) and Parrish et al. (Parrish480

et al., 2022b,a), which question the effectiveness481

of debate mechanisms in LLM frameworks. Our482

findings further reinforce that a well-implemented483

judge can resolve reasoning discrepancies effec-484

tively without requiring a debate phase.485

7.4 Impact of Altering the Reasoning-Acting486

Synergy487

We also explored the impact of replacing RC’s488

reasoning-acting synergy with chain-of-thought489

reasoning (CoT → judge). In this setup, CoT rea-490

soning is used to generate trajectories, followed by491

a judge’s evaluation. This variant underperforms492

significantly, with HotpotQA EM at 36.4% and493

MuSiQue EM at 10.2%. These results highlight494

that the quality of the trajectory is crucial for the 495

judge’s decision. The comparison demonstrates 496

that CoT’s trajectory, lacking evidence retrieval, 497

fails to provide the depth and support needed com- 498

pared to trajectories enriched with dynamically re- 499

trieved evidence. 500

7.5 Impact of Increasing the diversity of 501

Reasoning Trajectories 502

The study investigating the effect of increasing rea- 503

soning trajectories reveals dataset-specific perfor- 504

mance variations as shown in Figure 2. Across 505

HotpotQA and FEVER, expanding the number of 506

agents lead to overall lower performance. The Ex- 507

act Match (EM) scores declined from 42.2% to 508

36.60% on HotpotQA and from 74% to 70% on 509

FEVER, indicating that excessive trajectory diver- 510

sity could introduce noise and potentially influence 511

the judge’s decision process. 512

In contrast, the MuSiQue dataset exhibited an 513

improvement, with EM scores incrementally rising 514

from 36% to 38.40%, suggesting that the impact of 515

trajectory diversity is context-dependent. 516

These results demonstrate that intentionally en- 517

forcing path diversity is usually unnecessary and 518

may be counterproductive. When agents are con- 519

fident, they produce similar reasoning paths and 520

converge on the same answer. Trajectory diversity 521

emerges naturally when agents hallucinate or make 522

reasoning errors, which the judge resolves by de- 523

termining the most reliable answer or synthesizing 524

one based on the available evidence. 525

Based on the results, the two-agent RC configu- 526

ration represents an optimal balance between com- 527
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Figure 2: Impact of increasing the number of agents on EM and F1 scores across HotpotQA, FEVER, and MuSiQue.
RC represents two agents with LLM temperature set to 0, while RC-3, RC-4, and RC-5 represent 3, 4, and 5 agents
respectively, using an LLM temperature of 0.7 to induce diversity in reasoning paths.

putational efficiency and reasoning reliability.528

8 Conclusion529

In this paper, we introduced Reasoning Court (RC),530

a novel framework that combines retrieval-based531

reasoning with a judge-driven evaluation process532

to enhance the accuracy and reliability of large lan-533

guage models. RC effectively leverages the com-534

plementary strengths of reasoning and evidence535

retrieval, allowing the model to ground its conclu-536

sions in external evidence while benefiting from537

the judge’s impartial evaluation.538

Experimental results on HotpotQA, FEVER, and539

MuSiQue demonstrate that RC not only achieves540

higher Exact Match and F1 scores across all bench-541

marks but also outperforms existing state-of-the-art542

frameworks in both accuracy and efficiency. Un-543

like ReAct → CoT-SC and ReAct → MAD, which544

require more LLM calls to achieve comparable545

results, RC delivers superior performance while us-546

ing fewer computational resources, making it both547

cost-effective and reliable.548

As LLMs continue to evolve, RC offers a promis-549

ing direction for developing more reliable and self-550

correcting reasoning systems, potentially enhanc-551

ing the interpretability and accuracy of language552

models when confronted with complex reasoning553

tasks, particularly in scenarios with potential agent554

disagreement.555

Limitations556

First, the framework’s performance in the557

reasoning-acting phase is not guaranteed to gen-558

eralize to all LLM variants, especially those less559

amenable to the ReAct paradigm. As discussed560

in Appendix A.1, Llama failed to produce coher- 561

ent reasoning-action trajectories, underscoring the 562

need for more robust techniques beyond few-shot 563

prompting to ensure models follow the intended 564

reasoning and retrieval processes. 565

Second, RC lacks a mechanism to handle 566

cases where both agents confidently provide the 567

same—but incorrect—answer. In such scenarios, 568

the judge phase is bypassed. Even if the judge is 569

engaged, it relies solely on the agents’ trajectories 570

and defaults to the consensus answer, failing to 571

detect the shared error. 572

Third, while the judge excels at detecting explicit 573

reasoning errors, it may not detect situations where 574

an agent’s reasoning appears logically sound yet 575

fails to engage in sufficiently deep or thorough evi- 576

dence gathering. As shown in Appendix A.2, the 577

judge sometimes supports an agent’s incomplete 578

reasoning if the agent avoids overt logical missteps, 579

despite missing the underlying details necessary 580

for a fully informed decision. This limitation high- 581

lights the need for more rigorous evaluation criteria 582

that encourage deeper evidence exploration and 583

verification. 584
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A Additional Experiments 661

A.1 Reason for Exclusion of Llama Results 662

We initially attempted to use the Llama-3.2-11B- 663

text-preview model to evaluate performance on the 664

FEVER dataset but encountered significant issues 665

with its ability to follow the ReAct framework. Un- 666

like GPT-4o-mini and Claude, which successfully 667

adhered to the ReAct prompting structure, Llama 668

consistently generated unreasonable thoughts and 669

invalid actions, often failing to complete tasks or 670

provide answers (Figure 3). Notably, the imple- 671

mentation remained unchanged except for swap- 672

ping the model, indicating that the issue lies with 673

Llama itself rather than our setup. We observed the 674

same behavior on HotpotQA and MuSiQue, where 675

Llama’s inability to follow ReAct trajectories made 676

it unsuitable for these datasets and highlighted fun- 677

damental challenges in integrating the model into 678

the ReAct framework. 679

Given the low daily rate limit of the Llama-3.2 680

API, we transitioned to using a locally downloaded 681

version of the Llama-3.1-8B model for further eval- 682

uation. This allowed us to test its performance 683

across all datasets, including HotpotQA, FEVER, 684

and MuSiQue. However, the results, as shown 685

in Table 5, were significantly below expectations, 686

with the Llama-3.1-8B model achieving an Exact 687

Match (EM) of only 14.0% and an F1 score of 688

0.1772 on HotpotQA, an EM of 2.0% on FEVER, 689

and an EM of 0.0% with an F1 score of 0.005 on 690

MuSiQue. 691

The consistently poor performance of Llama 692

in ReAct-based tasks across all datasets made it 693

clear that the model could not effectively operate 694

within the ReAct framework. Its failure to adhere 695

to the framework implies that it would also perform 696

poorly on all baselines that require ReAct trajecto- 697

ries. Consequently, we decided to exclude Llama 698

from further evaluations and analyses in this study. 699
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Figure 3: Example from the ReAct framework using the Llama-3.2-11B-text-preview model on a question from the
FEVER dataset.

Figure 4: An example where RC correctly identifies the correct answer in the "one correct, one incorrect" scenario.
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Figure 5: An example where RC correctly identifies the correct answer in the "both incorrect or empty" scenario.

Figure 6: An example where RC made an incorrect decision in "one correct, one incorrect" scenario.
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HotpotQA FEVER MuSiQue
EM (%) F1 EM (%) EM (%) F1

Llama 3.1 8B 14.0 0.1772 2.0 0.0 0.005

Table 5: Evaluation results on HotpotQA, FEVER, and MuSiQue datasets using the Llama 3.1 8B model.

Scenario Total Cases Correct Judgments Accuracy (%)

One correct, one incorrect 95 80 84.2%
Both incorrect or empty 34 5 14.7%

Table 6: Error analysis of the judge on the FEVER dataset. The first scenario ("One correct, one incorrect") includes
cases where the two agents provide different answers, with one being correct and the other incorrect, requiring the
judge to decide between them. The second scenario ("Both incorrect or empty") includes cases where both agents
fail to provide a correct answer, but the judge still attempts to determine the correct answer based on the trajectories.

A.2 Error Analysis of Judge Decisions700

To better understand the judge’s capabilities and701

limitations, we conducted an error analysis on the702

FEVER dataset, focusing on two specific scenar-703

ios. As shown in Table 6, when presented with one704

correct and one incorrect answer, the judge makes705

the correct selection in 80 out of 95 cases (84.2%706

accuracy). Surprisingly, when both agents fail to707

provide a correct answer, the judge still success-708

fully deduces the correct conclusion in 5 out of 34709

cases (14.7% accuracy). While this may appear710

low, it is noteworthy that the judge managed to711

achieve some correct answers despite flawed trajec-712

tories, a feat impossible for baselines like ReAct or713

CoT.714

Figure 4 illustrates a case from the "one cor-715

rect, one incorrect" scenario. Consider the claim:716

"Civilization IV was hailed as a masterwork of film-717

making." One agent concludes "NOT ENOUGH718

INFO," noting the absence of any evidence linking719

the video game to filmmaking. The other agent720

concludes "REFUTES," incorrectly assuming that721

no evidence equates to disproof. The judge, af-722

ter evaluating both reasoning processes, correctly723

selects the "NOT ENOUGH INFO" answer, recog-724

nizing that the claim cannot be confidently refuted725

without explicit evidence. This example demon-726

strates the judge’s ability to favor cautious reason-727

ing grounded in the evidence over hasty conclu-728

sions.729

Figure 5 showcases a scenario where the judge730

manages to come up with a correct answer when731

both agents fail to provide a correct answer. Here,732

the claim is: "Flaked was renewed for a seven733

episode season." Agent 1 concludes "REFUTES"734

based on the absence of any mention of a seven- 735

episode renewal, while Agent 2’s reasoning is in- 736

complete. Impressively, the judge manages to re- 737

cover by determining that "NOT ENOUGH INFO" 738

is a more appropriate conclusion than "REFUTES," 739

acknowledging that lack of evidence does not guar- 740

antee refutation. Although the success rate in this 741

scenario is low, such recoveries show the judge’s 742

potential to infer the correct conclusion based on 743

the evidence retrieved even when guided by flawed 744

or insufficient agent reasoning. 745

Lastly, Figure 6 depicts a failure case within 746

the "one correct, one incorrect" scenario. Con- 747

sider the claim: "The Road to El Dorado stars Jim 748

Cummings." Agent 1 finds that Jim Cummings is 749

indeed associated with the film, voicing Hernán 750

Cortés, and thus concludes "SUPPORTS." Agent 751

2 concludes "NOT ENOUGH INFO," avoiding as- 752

sumptions but missing the detail about Cummings 753

altogether. The judge incorrectly sides with Agent 754

2, despite Agent 1’s identification of Cummings’ 755

role. 756

In this instance, Agent 1 concludes by recogniz- 757

ing Cummings’ contribution to the film. Agent 2, 758

on the other hand, fails to acknowledge Cummings’ 759

involvement due to the absence of a further lookup 760

search. The judge’s decision to side with Agent 2 761

is unreasonable because it overlooks the fact that 762

Agent 1 conducted a more thorough investigation 763

by performing an additional lookup, while Agent 2 764

failed to take this step. The judge should have rec- 765

ognized this disparity in the research process and 766

weighted Agent 1’s more comprehensive evidence 767

more heavily, but it failed to do so. 768

However, the judge’s incorrect decision is also 769
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likely due to the term "stars," used as a verb, which770

might be ambiguous in this question. Typically,771

when a movie "stars" someone, it usually implies772

that the person plays a leading role or is promi-773

nently featured. Jim Cummings, while a notable774

voice actor, voices Hernán Cortés in The Road to775

El Dorado, a character that is not one of the main776

leads. Based on the evidence gathered by Agent 1,777

Cummings’ role might not fit the usual interpreta-778

tion of "starring" someone, which adds uncertainty779

to the claim itself. However, regardless of this am-780

biguity, the judge should have prioritized the agent781

that performed a more thorough search, as Agent782

1’s process demonstrated a better ability to gather783

evidence, even if the final reasoning relied on an784

ambiguous term.785

This failure highlights that the RC framework’s786

judge does not consistently account for the com-787

pleteness of an agent’s research process. While788

it is reasonable for the judge to consider linguis-789

tic ambiguity, it must also evaluate which agent790

demonstrated a stronger commitment to evidence791

gathering. By failing to do so in this case, the judge792

made an unreasonable choice, siding with the less793

informed answer.794

In summary, the judge generally performs well795

when one answer is clearly better supported by796

the evidence, as seen in the Civilization IV exam-797

ple. It can even occasionally overcome both agents’798

failures, as demonstrated in the Flaked scenario,799

which is noteworthy. Nevertheless, nuanced situ-800

ations like the El Dorado case expose the judge’s801

susceptibility to subtle errors in reasoning and inter-802

pretation. More importantly, this case underscores803

the need for the judge to better assess the depth and804

rigor of each agent’s research process, as neglecting805

this factor can lead to incorrect final decisions.806

A.3 Prompt Sensitivity807

The quality of the prompt plays a significant role808

in determining RC’s reason + act performance, as809

well as the judge’s ability to enhance overall re-810

sults. Table 7 shows the performance differences on811

the FEVER dataset when using the original ReAct812

prompt compared to an enhanced prompt designed813

to provide clearer guidance (see Appendix B.1.2814

for the exact prompts).815

The ReAct prompt directs the model to evaluate816

claims through reasoning and evidence observa-817

tion but provides minimal guidance on structuring818

the reasoning process. In contrast, the enhanced819

prompt offers more detailed instructions, helping820

the model focus on identifying key entities and 821

performing searches that are more likely to yield 822

relevant evidence. 823

With the original prompt, the reason + act phase 824

achieved an accuracy of 64.8%, and the judge only 825

marginally improved the final result to 65.6%. In 826

contrast, with the enhanced prompt, the reason 827

+ act accuracy improved to 70%, and the judge 828

boosted the final performance to 74%. These re- 829

sults highlight the importance of high-quality tra- 830

jectories for RC’s overall performance and suggest 831

that, while the judge can correct some errors, its 832

effectiveness is influenced by the quality of the 833

trajectories it receives. 834

B Prompts 835

B.1 Few-Shot Prompts 836

Thank you for pointing that out! Here’s a more 837

concise version: 838

The few-shot prompts used in this study are 839

adapted from those introduced in the ReAct frame- 840

work (Yao et al., 2023), with minor modifications 841

to suit our specific experimental setup. If a prompt 842

is labeled with multiple titles (like ReAct / RC ), it 843

indicates that the prompt is shared and applied to 844

both frameworks. 845

For the FEVER dataset, the prompts are named 846

ReAct Prompt and Enhanced Reasoning Prompt, 847

as shown in Table 7. The ReAct Prompt is the orig- 848

inal prompt from the ReAct framework, and the 849

Enhanced Reasoning Prompt is designed to encour- 850

age more effective reasoning and evidence retrieval. 851

Additional results, including tests on both prompts 852

for RC with and without a judge, are reported in 853

Appendix A.3. 854

B.1.1 HotpotQA 855
856

ReAct / RC 857
Question: What is the elevation range for the 858
area that the eastern sector of the Colorado 859
orogeny extends into? 860
Thought 1: I need to search Colorado orogeny, find 861
the area that the eastern sector of the Colorado 862
orogeny extends into, then find the elevation 863
range of the area. 864
Action 1: Search[Colorado orogeny] 865
Observation 1: The Colorado orogeny was an episode 866
of mountain building (an orogeny) in Colorado and 867
surrounding areas. 868
Thought 2: It does not mention the eastern sector. 869
So I need to look up "eastern sector." 870
Action 2: Lookup[eastern sector] 871
Observation 2: (Result 1 / 1) The eastern sector 872
extends into the High Plains and is called the 873
Central Plains orogeny. 874
Thought 3: The eastern sector of Colorado orogeny 875
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Reason + Act (EM %) RC (with Judge) (EM %)

ReAct Prompt 64.8 65.6
Reasoning Enhanced Prompt 70.0 74.0

Table 7: Results on the FEVER dataset, evaluating the impact of prompt on RC’s reason + act performance and
RC’s final performance with the judge. Results are the mean of three trials.

extends into the High Plains. So I need to search876
High Plains and find its elevation range.877
Action 3: Search[High Plains]878
Observation 3: High Plains refers to one of two879
distinct land regions:880
Thought 4: I need to instead search High Plains881
(United States).882
Action 4: Search[High Plains (United States)]883
Observation 4: The High Plains are a subregion884
of the Great Plains. From east to west, the High885
Plains rise in elevation from around 1,800 to886
7,000 ft (550 to 2,130 m).887
Thought 5: High Plains rise in elevation from888
around 1,800 to 7,000 ft, so the answer is 1,800889
to 7,000 ft.890
Action 5: Finish[1,800 to 7,000 ft]891

892
Question: Musician and satirist Allie Goertz893
wrote a song about the "The Simpsons" character894
Milhouse, who Matt Groening named after who?895
Thought 1: The question simplifies to "The896
Simpsons" character Milhouse is named after who.897
I only need to search Milhouse and find who it is898
named after.899
Action 1: Search[Milhouse]900
Observation 1: Milhouse Mussolini Van Houten901
is a recurring character in the Fox animated902
television series The Simpsons voiced by Pamela903
Hayden and created by Matt Groening.904
Thought 2: The paragraph does not tell who905
Milhouse is named after, maybe I can look up906
"named after."907
Action 2: Lookup[named after]908
Observation 2: (Result 1 / 1) Milhouse was named909
after U.S. president Richard Nixon, whose middle910
name was Milhous.911
Thought 3: Milhouse was named after U.S. president912
Richard Nixon, so the answer is Richard Nixon.913
Action 3: Finish[Richard Nixon]914

915
Question: Which documentary is about Finnish916
rock groups, Adam Clayton Powell or The Saimaa917
Gesture?918
Thought 1: I need to search Adam Clayton Powell919
and The Saimaa Gesture, and find which documentary920
is about Finnish rock groups.921
Action 1: Search[Adam Clayton Powell]922
Observation 1: Could not find [Adam Clayton923
Powell]. Similar: [’Adam Clayton Powell III’,924
’Seventh Avenue (Manhattan)’, ’Adam Clayton Powell925
Jr. State Office Building’, ’Isabel Washington926
Powell’, ’Adam Powell’, ’Adam Clayton Powell927
(film)’, ’Giancarlo Esposito’].928
Thought 2: To find the documentary, I can search929
Adam Clayton Powell (film).930
Action 2: Search[Adam Clayton Powell (film)]931
Observation 2: Adam Clayton Powell is a 1989932
American documentary film directed by Richard933
Kilberg. The film is about the rise and fall934

of influential African-American politician Adam 935
Clayton Powell Jr. It was later aired as part of 936
the PBS series The American Experience. 937
Thought 3: Adam Clayton Powell (film) is a 938
documentary about an African-American politician, 939
not Finnish rock groups. So the documentary about 940
Finnish rock groups must instead be The Saimaa 941
Gesture. 942
Action 3: Finish[The Saimaa Gesture] 943

944
CoT 945
Question: What is the elevation range for the 946
area that the eastern sector of the Colorado 947
orogeny extends into? 948
Thought: The eastern sector of Colorado orogeny 949
extends into the High Plains. High Plains rise in 950
elevation from around 1,800 to 7,000 ft, so the 951
answer is 1,800 to 7,000 ft. 952
Answer: 1,800 to 7,000 ft 953

954
Question: Musician and satirist Allie Goertz 955
wrote a song about the "The Simpsons" character 956
Milhouse, who Matt Groening named after who? 957
Thought: Milhouse was named after U.S. president 958
Richard Nixon, so the answer is Richard Nixon. 959
Answer: Richard Nixon 960

961
Question: Which documentary is about Finnish 962
rock groups, Adam Clayton Powell or The Saimaa 963
Gesture? 964
Thought: Adam Clayton Powell (film) is a 965
documentary about an African-American politician, 966
not Finnish rock groups. So the documentary about 967
Finnish rock groups must instead be The Saimaa 968
Gesture. 969
Answer: The Saimaa Gesture 970

971

972

973

B.1.2 FEVER 974

975
ReAct Prompt 976
Claim: Nikolaj Coster-Waldau worked with the Fox 977
Broadcasting Company. 978
Thought 1: I need to search Nikolaj Coster-Waldau 979
and find if he has worked with the Fox Broadcasting 980
Company. 981
Action 1: Search[Nikolaj Coster-Waldau] 982
Observation 1: Nikolaj William Coster-Waldau 983
(born 27 July 1970) is a Danish actor and producer. 984
He graduated from the Danish National School of 985
Performing Arts in Copenhagen in 1993, and had 986
his breakthrough role in Denmark with the film 987
Nightwatch (1994). He played Jaime Lannister in 988
the HBO fantasy drama series Game of Thrones, 989
for which he received two Primetime Emmy Award 990
nominations for Outstanding Supporting Actor 991
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in a Drama Series. Coster-Waldau has appeared992
in numerous films in his native Denmark and993
Scandinavia, including Headhunters (2011) and A994
Thousand Times Good Night (2013). In the U.S, his995
debut film role was in the war film Black Hawk996
Down (2001), playing Medal of Honor recipient997
Gary Gordon. He then played a detective in the998
short-lived Fox television series New Amsterdam999
(2008), and appeared in the 2009 Fox television1000
film Virtuality, originally intended as a pilot.1001
Thought 2: Because he "appeared in the 20091002
Fox television film Virtuality", he should have1003
worked with the Fox Broadcasting Company.1004
Action 2: Finish[SUPPORTS]1005

1006
Claim: Stranger Things is set in Bloomington,1007
Indiana.1008
Thought 1: I should search for Stranger Things,1009
and see if it is set in Bloomington, Indiana.1010
Action 1: Search[Stranger Things]1011
Observation 1: Stranger Things is an American1012
science fiction horror drama television series1013
created by the Duffer Brothers. Set in the1014
1980s, primarily in the fictional town of Hawkins,1015
Indiana, the series centers on a number of1016
mysteries and supernatural events occurring1017
around the town and their impact on an ensemble1018
of child and adult characters.1019
Thought 2: The observation says that it is set in1020
a "fictional town of Hawkins, Indiana", so it is1021
not set in Bloomington.1022
Action 2: Finish[REFUTES]1023

1024
Claim: Beautiful reached number two on the1025
Billboard Hot 100 in 2003.1026
Thought 1: I need to search the song Beautiful1027
and find if it reached number two on the Billboard1028
Hot 100 in 2003.1029
Action 1: Search[Beautiful]1030
Observation 1: Could not find [Beautiful].1031
Similar: [’Beautiful’, ’Beautiful, Beautiful’,1032
’A Beautiful Mind (film)’, ’Beautiful (Christina1033
Aguilera song)’, ’Life Is Beautiful’].1034
Thought 2: From suggestions, I should search1035
"Beautiful (Christina Aguilera song)" to find the1036
song.1037
Action 2: Search[Beautiful (Christina Aguilera1038
song)]1039
Observation 2: "Beautiful" is a song recorded by1040
American singer Christina Aguilera for her fourth1041
studio album, Stripped (2002).1042
Thought 3: It does not mention Billboard, so I1043
need to look up "Billboard Hot 100" to find if it1044
reached number two on it in 2003.1045
Action 3: Lookup[Billboard Hot 100]1046
Observation 3: (Result 1 / 3) The song peaked at1047
number two on the Billboard Hot 100 in the United1048
States, where it was certified Gold for 500,0001049
units shipped.1050
Thought 4: It only says the song peaked at number1051
two on the Billboard Hot 100, but not if it was1052
in 2003. I am not sure if this claim is true or1053
not.1054
Action 4: Finish[NOT ENOUGH INFO]1055

1056
1057

Reasoning Enhanced Prompt1058
Claim: Nikolaj Coster-Waldau worked with the Fox1059
Broadcasting Company.1060
Thought 1: The main entities are Nikolaj1061

Coster-Waldau and Fox Broadcasting Company. 1062
Applying reverse thinking, it would be more 1063
effective to first search for Fox Broadcasting 1064
Company and then look up Nikolaj Coster-Waldau to 1065
confirm their collaboration. However, since the 1066
search starts with Nikolaj Coster-Waldau, I will 1067
proceed with that. 1068
Action 1: Search[Nikolaj Coster-Waldau] 1069
Observation 1: Nikolaj William Coster-Waldau is a 1070
Danish actor and producer. He had his breakthrough 1071
role in Denmark with the film Nightwatch (1994). 1072
He played Jaime Lannister in the HBO series Game 1073
of Thrones. 1074
Thought 2: The observation is insufficient to 1075
draw a conclusion about his work with the Fox 1076
Broadcasting Company. I need to perform a targeted 1077
lookup for Fox within his career details to find 1078
relevant information. 1079
Action 2: Lookup[Fox] 1080
Observation 2: He played a detective in the 1081
Fox television series New Amsterdam (2008) 1082
and appeared in the 2009 Fox television film 1083
Virtuality. 1084
Thought 3: The observation confirms that he 1085
worked with the Fox Broadcasting Company, which 1086
supports the claim. 1087
Action 3: Finish[SUPPORTS] 1088

1089
Claim: Stranger Things is set in Bloomington, 1090
Indiana. 1091
Thought 1: The main entities are Stranger Things 1092
and Bloomington, Indiana. Applying reverse 1093
thinking, it is more effective to first search 1094
for Stranger Things to identify the setting and 1095
then check for Bloomington, Indiana. 1096
Action 1: Search[Stranger Things] 1097
Observation 1: Stranger Things is an American 1098
science fiction horror drama television series 1099
created by the Duffer Brothers. Set in the 1100
1980s, primarily in the fictional town of Hawkins, 1101
Indiana, the series centers on a number of 1102
mysteries and supernatural events occurring 1103
around the town and their impact on an ensemble 1104
of child and adult characters. 1105
Thought 2: The observation states that it is set 1106
in the fictional town of Hawkins, Indiana, not 1107
Bloomington. This refutes the claim. 1108
Action 2: Finish[REFUTES] 1109

1110
Claim: Beautiful reached number two on the 1111
Billboard Hot 100 in 2003. 1112
Thought 1: The main entities are Beautiful and 1113
Billboard Hot 100 in 2003. Applying reverse 1114
thinking, it would be effective to search for 1115
Beautiful to find the relevant Billboard ranking 1116
information. Since Beautiful is a general term, I 1117
should ensure the correct entity is selected. 1118
Action 1: Search[Beautiful] 1119
Observation 1: Could not find [Beautiful]. 1120
Similar: [’Beautiful’, ’Beautiful, Beautiful’, 1121
’A Beautiful Mind (film)’, ’Beautiful (Christina 1122
Aguilera song)’, ’Life Is Beautiful’]. 1123
Thought 2: The search returned similar entities. 1124
I should search Beautiful (Christina Aguilera 1125
song), as it is most likely to match the claim 1126
regarding the Billboard Hot 100. 1127
Action 2: Search[Beautiful (Christina Aguilera 1128
song)] 1129
Observation 2: Beautiful is a song recorded by 1130
American singer Christina Aguilera for her fourth 1131
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studio album, Stripped (2002).1132
Thought 3: The observation does not mention the1133
Billboard Hot 100. I need to perform a targeted1134
lookup for Billboard Hot 100 to find if it reached1135
number two in 2003.1136
Action 3: Lookup[Billboard Hot 100]1137
Observation 3: (Result 1 / 3) The song peaked at1138
number two on the Billboard Hot 100 in the United1139
States, where it was certified Gold for 500,0001140
units shipped.1141
Thought 4: The observation confirms the song1142
peaked at number two on the Billboard Hot 100,1143
but it does not specify if this was in 2003. This1144
leaves uncertainty about the claim’s accuracy.1145
Action 4: Finish[NOT ENOUGH INFO]1146

1147
1148
1149

CoT1150
Claim: Nikolaj Coster-Waldau worked with the Fox1151
Broadcasting Company.1152
Thought: Nikolaj William Coster-Waldau appeared1153
in the 2009 Fox television film Virtuality, so he1154
has worked with the Fox Broadcasting Company.1155
Answer: SUPPORTS1156

1157
Claim: Stranger Things is set in Bloomington,1158
Indiana.1159
Thought: Stranger Things is in the fictional town1160
of Hawkins, Indiana, not in Bloomington, Indiana.1161
Answer: REFUTES1162

1163
Claim: Beautiful reached number two on the1164
Billboard Hot 100 in 2003.1165
Thought: The song peaked at number two on the1166
Billboard Hot 100 in the United States, but not1167
sure if it was in 2003.1168
Answer: NOT ENOUGH INFO1169

1170
1171

1172

1173

B.1.3 MuSiQue1174

1175
ReAct / RC1176
Question: Who is the spouse of the Green1177
performer?1178
Thought 1: The title "Miquette Giraudy" seems1179
to be directly related to a person, and since1180
the question asks about the spouse of the Green1181
performer, it is logical to investigate whether1182
Miquette Giraudy has any connection to the1183
performer mentioned.1184
Action 1: Search[Miquette Giraudy]1185
Observation 1: Miquette Giraudy is a keyboard1186
player and vocalist, best known for her work in1187
Gong and with her partner Steve Hillage.1188
Thought 2: The observation indicates that Miquette1189
Giraudy is indeed the partner of Steve Hillage,1190
who is likely the Green performer referenced in1191
the question. To further verify this connection1192
and obtain more details, I will search for1193
information about the "Green (Steve Hillage1194
album)" since it is directly related to Steve1195
Hillage and might provide additional confirmation1196
of their relationship.1197
Action 2: Search[Green (Steve Hillage album)]1198
Observation 2: Green is the fourth studio album by1199

British progressive rock musician Steve Hillage. 1200
Thought 3: Based on the observation that Miquette 1201
Giraudy is the partner of Steve Hillage, and the 1202
album "Green" is associated with Steve Hillage, 1203
it is clear that Miquette Giraudy is the spouse 1204
of the Green performer. 1205
Action 3: Finish[Miquette Giraudy] 1206

1207
Question: Who founded the company that distributed 1208
the film UHF? 1209
Thought 1: The title "UHF (film)" directly 1210
mentions the film in question, making it a 1211
logical first step to investigate whether it 1212
contains information about the company that 1213
distributed the film. 1214
Action 1: Search[UHF (film)] 1215
Observation 1: They struggled with finding a 1216
film production company for financing the film, 1217
but were eventually able to get Orion Pictures’ 1218
support. 1219
Thought 2: The observation indicates that Orion 1220
Pictures distributed the film "UHF". To find out 1221
who founded Orion Pictures, I will search for 1222
the paragraph about Mike Medavoy, as he might be 1223
connected to the founding of Orion Pictures. 1224
Action 2: Search[Mike Medavoy] 1225
Observation 2: Morris Mike Medavoy is an American 1226
film producer and executive, co-founder of Orion 1227
Pictures (1978). 1228
Thought 3: Based on the observation, Mike Medavoy 1229
is the co-founder of Orion Pictures, the company 1230
that distributed the film "UHF". 1231
Action 3: Finish[Mike Medavoy] 1232

1233
Question: Who is the president of the newly 1234
declared independent country, that established 1235
the Timor Leste Commission of Truth and Friendship, 1236
with the country containing the airport that 1237
includes Lion Air? 1238
Thought 1: The title "Lion Air" directly mentions 1239
the airline in question, making it a logical 1240
first step to investigate whether it contains 1241
information about the airport where Lion Air 1242
operates. 1243
Action 1: Search[Lion Air] 1244
Observation 1: On 4 March 2006, Lion Air Flight 1245
8987, a McDonnell Douglas MD-82, crashed after 1246
landing at Juanda International Airport. 1247
Thought 2: The observation indicates that Lion Air 1248
operates from Juanda International Airport. To 1249
identify the country where Juanda International 1250
Airport is located, I will search for the 1251
paragraph mentioning "Cathay Pacific Flight 780", 1252
as it involves Surabaya Juanda International 1253
Airport in Indonesia. 1254
Action 2: Search[Cathay Pacific Flight 780] 1255
Observation 2: Cathay Pacific Flight 780 was a 1256
flight from Surabaya Juanda International Airport 1257
in Indonesia to Hong Kong International Airport 1258
on 13 April 2010. 1259
Thought 3: The observation confirms that Juanda 1260
International Airport is located in Indonesia. To 1261
find information about the Timor Leste Commission 1262
of Truth and Friendship, I will search for the 1263
paragraph "Indonesia–Timor Leste Commission of 1264
Truth and Friendship". 1265
Action 3: Search[Indonesia–Timor Leste Commission 1266
of Truth and Friendship] 1267
Observation 3: The Indonesia–Timor Leste 1268
Commission on Truth and Friendship was a truth 1269
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commission established jointly by the governments1270
of Indonesia and East Timor in August 2005.1271
Thought 4: The observation indicates that the1272
Timor Leste Commission of Truth and Friendship1273
involves both Indonesia and East Timor. Since East1274
Timor is a newly declared independent country, I1275
will search for the paragraph about "East Timor"1276
to identify its president.1277
Action 4: Search[East Timor]1278
Observation 4: Government Unitary1279
semi-presidential constitutional republic1280
President Francisco Guterres.1281
Thought 5: Based on the observation, Francisco1282
Guterres is the president of the newly declared1283
independent country, East Timor, which established1284
the Timor Leste Commission of Truth and Friendship.1285
Action 5: Finish[Francisco Guterres]1286

1287
1288
1289

CoT1290
Question: Who is the spouse of the Green1291
performer?1292
Thought: The performer associated with "Green"1293
is Steve Hillage, and his spouse is Miquette1294
Giraudy.1295
Answer: Miquette Giraudy1296

1297
Question: Who founded the company that distributed1298
the film UHF?1299
Thought: The film UHF was distributed by Orion1300
Pictures, co-founded by Mike Medavoy.1301
Answer: Mike Medavoy1302

1303
Question: Who is the president of the newly1304
declared independent country, that established1305
the Timor Leste Commission of Truth and Friendship,1306
with the country containing the airport that1307
includes Lion Air?1308
Thought: The country containing the airport1309
operated by Lion Air is Indonesia, and the newly1310
declared independent country that established the1311
Timor Leste Commission of Truth and Friendship1312
is East Timor. The president of East Timor is1313
Francisco Guterres.1314
Answer: Francisco Guterres1315

1316
1317

1318

1319

B.2 Prompts for Judge1320

1321
HotpotQA1322
You are given two solutions from different agents1323
addressing a multi-hop question.1324
1. Evaluation Criteria:1325
- Assess whether the reasoning path of each agent1326
is solely based on the evidence they observed.1327
- Identify any logical errors, unsupported1328
assumptions, or hallucinations.1329
- Confirm if their conclusions align with the1330
provided evidence.1331
2. Decision Process:1332
- If both agents’ answers are equally valid, select1333
the more concise one.1334
- If both agents’ answers are empty or fail to1335
effectively address the question (e.g., stating1336
they cannot determine the answer), analyze their1337

research trajectories and derive your final answer 1338
based on the provided evidence. If the evidence 1339
does not support a valid answer, then use your own 1340
knowledge to answer the question. You must provide 1341
a specific answer; never leave it empty or claim 1342
that you cannot determine the answer. 1343
- If both agents’ answers differ, select the one 1344
based on more accurate and coherent reasoning, 1345
briefly explaining your choice. 1346
3. Final Output: Complete your evaluation and 1347
final answer in the following format: 1348

1349
Action: Complete[<short final answer>]. 1350

1351
Now, your task is to (1) evaluate the agents’ 1352
solutions by providing a concise explanation 1353
and (2) complete your short final answer to the 1354
multi-hop question in the specified format. 1355

1356
Question: <Question> 1357
Agent 1’s final answer: <Agent 1’s final answer> 1358
Agent 1’s research process with observed evidence: 1359
Thought 1: <Reasoning> 1360
Action 1: <Action> 1361
Observation 1: <Evidence from Wikipedia> 1362
Thought 2: <Reasoning> 1363
Action 2: <Action> 1364
Observation 2: <Evidence from Wikipedia> 1365
... 1366

1367
Question: <Question> 1368
Agent 2’s final answer: <Agent 2’s final answer> 1369
Agent 2’s research process with observed evidence: 1370
Thought 1: <Reasoning> 1371
Action 1: <Action> 1372
Observation 1: <Evidence from Wikipedia> 1373
Thought 2: <Reasoning> 1374
Action 2: <Action> 1375
Observation 2: <Evidence from Wikipedia> 1376
... 1377

1378
1379

FEVER 1380
You are given two solutions from different agents 1381
addressing a fact-verification question. Your 1382
task is to evaluate whether the reasoning path 1383
of each agent is solely based on the evidence 1384
they observed. Check for any logical errors, 1385
unsupported assumptions, or hallucinations, and 1386
ensure their conclusions align with the evidence 1387
provided. Based on this evaluation, select 1388
the agent whose final answer is derived from 1389
more accurate and coherent reasoning by briefly 1390
explaining your choice. Then, complete the 1391
selected agent’s final answer in the following 1392
format: 1393

1394
Action: Complete[<final answer>] (<final
answer> must be SUPPORTS, REFUTES, or NOT
ENOUGH INFO).

1395

1396
1397

Instruction for Identifying "REFUTES" vs. "NOT 1398
ENOUGH INFO": 1399
1. If the claim is broad, ambiguous, or personal, 1400
lack of evidence does not refute it, so classify 1401
as NOT ENOUGH INFO. 1402
2. If the search is broader or the claim is less 1403
commonly documented, lack of evidence indicates 1404
NOT ENOUGH INFO. 1405
3. If the claim is plausible but there’s no 1406
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supporting evidence, classify as NOT ENOUGH INFO.1407
4. If an agent claims "REFUTES" due to lack of1408
evidence, it is possible that "NOT ENOUGH INFO"1409
is more appropriate.1410

1411
1412

Now, please evaluate the agents’ solutions and1413
complete the final answer in the specified format.1414

1415
Claim: <Claim>1416
Agent 1’s final answer: <Agent 1’s final answer>1417
Agent 1’s research process with observed evidence:1418
Thought 1: <Reasoning>1419
Action 1: <Action>1420
Observation 1: <Evidence from Wikipedia>1421
Thought 2: <Reasoning>1422
Action 2: <Action>1423
Observation 2: <Evidence from Wikipedia>1424
...1425

1426
Claim: <Claim>1427
Agent 2’s final answer: <Agent 2’s final answer>1428
Agent 2’s research process with observed evidence:1429
Thought 1: <Reasoning>1430
Action 1: <Action>1431
Observation 1: <Evidence from Wikipedia>1432
Thought 2: <Reasoning>1433
Action 2: <Action>1434
Observation 2: <Evidence from Wikipedia>1435
...1436

1437
MuSiQue1438
You are given two solutions from different agents1439
addressing a multi-hop question. Your task1440
is to evaluate whether the reasoning path of1441
each agent is solely based on the evidence1442
they observed. Check for any logical errors,1443
unsupported assumptions, or hallucinations, and1444
ensure their conclusions align with the evidence1445
provided. Based on this evaluation, select the one1446
that is derived from more accurate and coherent1447
reasoning by briefly explaining your choice.1448
1. Evaluation Criteria:1449
- Assess whether the reasoning path of each agent1450
is solely based on the evidence they observed.1451
- Identify any logical errors, unsupported1452
assumptions, or hallucinations.1453
- Confirm if their conclusions align with the1454
provided evidence.1455
2. Decision Process:1456
- If both agents’ answers are equally valid, select1457
the more concise one.1458
- If both agents’ answers are either empty or fail1459
to effectively address the question (e.g., stating1460
they cannot determine the answer), analyze their1461
research trajectories and derive your final answer1462
based on the provided evidence. If the evidence1463
does not support a valid answer, then use your own1464
knowledge to answer the question. You must provide1465
a specific answer; never leave it empty or claim1466
that you cannot determine the answer.1467
- If both agents’ answers differ, select the one1468
based on more accurate and coherent reasoning,1469
briefly explaining your choice.1470
3. Final Output: Complete your evaluation and1471
final answer in the following format:1472

1473
Action: Complete[<short final answer>].1474

1475
Now, your task is to (1) evaluate the agents’1476

solutions by providing a concise explanation 1477
and (2) complete your short final answer to the 1478
multi-hop question in the specified format. 1479

1480
Question: <Question> 1481
Paragraph Titles: 1482
1. ... 1483
2. ... 1484
... 1485
Agent 1’s final answer: <Agent 1’s final answer> 1486
Agent 1’s research process with observed evidence: 1487
Thought 1: <Reasoning> 1488
Action 1: <Action> 1489
Observation 1: <Evidence from provided paragraph 1490
text> 1491
Thought 2: <Reasoning> 1492
Action 2: <Action> 1493
Observation 2: <Evidence from provided paragraph 1494
text> 1495
... 1496

1497
Question: <Question> 1498
Paragraph Titles: 1499
1. ... 1500
2. ... 1501
... 1502
Agent 2’s final answer: <Agent 2’s final answer> 1503
Agent 2’s research process with observed evidence: 1504
Thought 1: <Reasoning> 1505
Action 1: <Action> 1506
Observation 1: <Evidence from provided paragraph 1507
text> 1508
Thought 2: <Reasoning> 1509
Action 2: <Action> 1510
Observation 2: <Evidence from provided paragraph 1511
text> 1512
... 1513

1514

1515

B.3 Prompts for Agents involved in MAD 1516

1517
Debater Role 1518
You are tasked with concisely and effectively 1519
arguing why your final answer to the following 1520
question is correct by drawing connections to the 1521
evidence gathered during your research process. 1522
Follow these guidelines: 1523

1524
1. Direct Evidence: 1525
- If your research includes direct evidence 1526
supporting your answer, quote it explicitly and 1527
state that your answer is correct based on this 1528
citation. 1529

1530
2. Indirect Evidence: 1531
- If no direct quote is available, explain your 1532
answer using indirect evidence. Clearly state the 1533
logical connections and reasoning that lead to 1534
your conclusion. 1535

1536
3. Integrity: 1537
- Under no circumstances should you fabricate 1538
quotes or evidence. Only use information that you 1539
genuinely found during the research process. 1540

1541
Now, in first-person perspective, start your 1542
argument based on the following context: 1543

1544
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Question: <Question>1545
Research process with observed evidence:1546
Thought 1: <Reasoning>1547
Action 1: <Action>1548
Observation 1: <Evidence>1549
Thought 2: <Reasoning>1550
Action 2: <Action>1551
Observation 2: <Evidence>1552
...1553

1554

1555

1556
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