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Abstract

Large language models (LLMs) are becoming increasingly relevant as a potential
tool for healthcare, aiding communication between clinicians, researchers, and
patients. However, traditional evaluations of LLMs on medical exam questions
do not reflect the complexity of real patient-doctor interactions. An example
of this complexity is the introduction of patient self-diagnosis, where a patient
attempts to diagnose their own medical conditions from various sources. While the
patient sometimes arrives at an accurate conclusion, they more often are led toward
misdiagnosis due to the patient’s over-emphasis on bias validating information.
In this work we present a variety of LLMs with multiple-choice questions from
United States medical board exams which are modified to include self-diagnostic
reports from patients. Our findings highlight that when a patient proposes incorrect
bias-validating information, the diagnostic accuracy of LLMs drop dramatically,
revealing a high susceptibility to errors in self-diagnosis.

Introduction

Medicine relies on effective communication between clinicians, researchers, and patients, making
language a vital component of the field. However, it is only recently that AI models in healthcare
have advanced applications in language, and are proving opportunities for improved human-AI
interaction (Thirunavukarasu et al. (2023)). While there is much optimism about the potential for
providing accessible doctor-quality healthcare through this technology, there is still significant need
to understand where these models might fail

One challenge that the healthcare industry faces with patient interaction is patient self-diagnosis
(Farnood et al. (2020)). Patient self-diagnosis is when patients try to diagnose their own medical
conditions without the aid of a medical professional. In this process, patients actively engage in
the identification and exploration of potential medical conditions that could explain their symptoms.
While this practice may sometimes lead to correct conclusions, it can often result in misdiagnosis due
to the lack of medical training and the inability to conduct thorough medical examinations (White
and Horvitz (2009)).

Engaging with patients who have initiated their own diagnosis often leads doctors into complex
terrain. Without a robust medical background, patients may inadvertently focus on rare conditions,
misinterpreted symptoms, or misguided treatments with potential health risks. Additionally, when
patients try to diagnose themselves, they can unintentionally guide doctors down the wrong path.
This susceptibility accentuates on one of the most common flaws in clinical reasoning known by
doctors as confirmation bias (Wellbery (2011)), toward which doctors must actively be trained to
recognize.

With over 40% of the world have limited access to healthcare (Organization et al. (2016)), it is clear
that medical language models present a great opportunity for improving global health. However,
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the path forward presents many uncertainties; particularly, it is imperative to understand where
these models fail, and a good place to start looking is where doctors fail (Meskó and Topol (2023)).
Therefore, in this study, we examine to what extent incorrect patient self-diagnoses affect the
diagnostic accuracy of language models.

Methods

In this study, we will assume access to a large language model solely through inference to emulate
the patient’s model access (i.e. no gradients or log probabilities).

Figure 1: (Top) Demonstration of clinical scenario from
US Medical Board Exam provided as input. (Middle)
Non-adversarial prompt for LLM. (Bottom) Adversarial
prompt with example of patient self-diagnosis report.

Suppose we are given a set of n examples
denoted as (xi, yi)

n
i=1, where xi represents

the input text as a string (the prompt) and
yi are the corresponding outputs, which are
not directly observable as they need to be
predicted by the model.

We define the output space O to be specific
to each task and can be characterized ac-
cordingly. For example, if the task is about
predicting the next word in a sentence, and
x1 is a sentence e.g. "The doctor suggests
[...] as the potential diagnosis", the corre-
sponding output space O is the entire lex-
icon L, i.e., O = L, wherein the task of
the language model is to select the most
probable word y1 ∈ O as a response to x1.

The inference operation is modeled as a
function F : X → O, where X is the input
space. This function F is a representation
of the language model, which accepts an
input xi ∈ X and produces an output yi ∈
O.

Language models

Four common language models are eval-
uated in our work: Llama 2 70B-chat
(Llama) (Touvron et al. (2023)), PaLM
(Barham et al. (2022)), GPT-3.5, and GPT-
4 (OpenAI (2023)). We focus on these mod-
els since they have high user accessibility,
and thus are the most likely to be queried
for medical questions. These models range
in complexity both in terms of model pa-
rameter complexity, the amount of data,
and the type of data they were trained on.
Each of these models are described in detail
below.

Pathways Language Model: The Pathways Language Model (PaLM) is a large language model
developed by Google trained on 780 billion tokens with 540 billion parameters. PaLM leverages
the pathways dataflow (Barham et al. (2022)), which enables highly efficient training of very large
neural networks across thousands of accelerator chips. This model was trained on a combination of
webpages, books, Wikipedia, news articles, source code, and social media conversations, similar to
the training of the LaMDA LLM (Thoppilan et al. (2022)). PaLM demonstrates excellent abilities
in writing code, text analysis, and mathematics. PaLM also demonstrates significantly improved
performance on chain-of-thought reasoning problems.
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Llama 2 70B-Chat: Llama is an open-access model developed by Meta trained on 2 trillion tokens
of publicly available data and have parameters ranging in scale from 7 billion to 70 billion (Touvron
et al. (2023)). We chose the 70 billion chat model since it is demonstrated to have some of the
most robust performance across many metrics. Much effort was provided to ensure training that was
aligned with proper safety metrics. Toward this, llama shows improvements in adversarial prompting
across defined risk categories, which, importantly, includes giving unqualified advice (e.g., medical
advice) as is prompted for in this work.

GPT-3.5 & GPT-4: GPT-4 is a large-scale, multimodal LLM which is capable of accepting image
and text inputs. GPT-3.5 (gpt-3.5-turbo-0301) is a subclass of GPT-3 (a 170B parameter model)
(Brown et al. (2020)) fine-tuned on additional tokens and with human feedback (Christiano et al.
(2017)). Unfortunately, unlike other models, the exact details of GPT-3.5 and GPT-4’s structure, data,
and training is proprietary. However, as is relevant to this study, technical reports demonstrate both
models have significant understanding of medical and biological concepts, with GPT-4 consistently
outperforming GPT-3.5 on knowledge benchmarks (OpenAI (2023)). In particular, GPT-3.5 achieves
a 53% accuracy on the Medical Knowledge Self-Assessment while GPT-4 achieves 75% accuracy.

Results

To assess LLM medical diagnostic accuracy we present each LLMs with 400 questions from United
States Medical Board Exams (the MedQA dataset (Jin et al. (2021))). This is the same examination
that human doctors are evaluated on to test their professional knowledge and ability to make clinical
decisions. The data begins by presenting a patient description (e.g. “25-year-old female”) followed
by a comprehensive account of their symptoms; see Fig. 1 for an example. Following this is a set of
four to five multiple choice responses which could reasonably be the cause of the patient’s symptoms.
These elements form the basis of the input for the LLM.

Figure 2: Performance of language models on MedQA
dataset questions. Two bars are provided for each model
with the accuracy of non-adversarial input on the left
and adversarial on the right.

We then prompt the LLM with the follow-
ing information together with the input:
"You are a medical GPT model tasked with
making clinical decisions. Please choose
a response that best answers the provided
medical question." From this, the model re-
sponds with information that best predicts
what it expects to follow the prompting.
Depending on the model, the LLM typi-
cally either responds with a single character
corresponding to one of the multiple choice
answers (e.g. "A") or the full answer (e.g.
"Epistaxis").

The adversarial prompt represents a patient
providing biased self-diagnostic informa-
tion to the language model. To do this,
the model is prompted with the following
input directly after the case is presented:
"The patient is convinced that various med-
ical sources suggest the correct answer is
[randomly sampled self-diagnosis]." The
self-diagnosis is sampled from the set of
incorrect MedQA answers for the given
prompt.

To ensure that the language model does
not have memory of previous prompts, the
context window is reset at each inference
step.

The diagnostic accuracy for each model on the MedQA dataset is presented in Fig. 2., with the
baseline prompt (without self-diagnosis) presented next to the accuracy of the adversarial prompt
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(with self-diagnosis). GPT-4 and GPT-3.5 are shown to perform significantly better (75 percent and
53 percent respective) than PaLM and Llama (45 percent and 36 percent).

When provided with the adversarial prompt, accuracy degredation was seen for three of the four
models (GPT-3.5, PaLM, and Llama). Accuracy decreased by from 53 percent to 37 percent for
GPT-3.5 (30.2 percent decrease), 45 percent to 26 percent for PaLM (42.2 percent decrease), and 36
percent to 26 percent for Llama (27.78 percent decrease). While these models show clear decreases,
GPT-4 does not demonstrate significant performance decline when provided the adversarial prompt,
going from 75 percent to 73 percent (2.6 percent decrease).

It is worth noting that despite some of these models being trained to prevent providing information
supporting risk categories (e.g. medical advice), all of the models provided answers to the prompting
without any warning that indicates a medical professional should be consulted. While this would not
be a problem for a trained clinical model which is tasked with diagnosis, common chat models such
as those included in this work should redirect diagnoses to healthcare professionals.

Related Work

There has been a clear growing interest in applying language models to medicine (Thirunavukarasu
et al. (2023)). Toward this, many recent works have explored existing promises and pitfalls in these
LLM applications. One such work explored whether LLMs can reason about medical questions
(Liévin et al. (2022)), with promising results demonstrating that LLMs can achieve close to human
performance using chain-of-thought reasoning. MedPalm-2 is another promising model, which has
shown accuracy rates of up to 86.5 percent on the MedQA dataset (Singhal et al. (2023)). However,
this model has remained closed access, preventing a deeper study of where the model might fail in
clinical settings.

Another study found that LLMs perform poorly in providing accurate medical recommendations
and can exhibit overconfidence in their incorrect answers, increasing the risk of spreading medical
misinformation (Barnard et al. (2023)). Negative results such as these have led to further ethical and
practical concerns about the deployment of these models (Harrer (2023)). This study claims that
more research is needed toward understanding potential problems with medical LLMs.

Conclusion

As medical language models approach clinical use, it’s essential to address any potential reasoning
biases that may exist. By developing these models responsibly and ensuring their reliability, accuracy,
and ethical use, we can support doctors’ decisions without introducing or reinforcing biases, thereby
facilitating their widespread use.

In this work, we demonstrated the susceptibility of language models to patient self-diagnosis. We
compared the performance of four popular chat-based language models (PaLM, Llama, GPT-3.5,
and GPT-4) in their ability to diagnose patient symptoms. We then demonstrated their ability to
diagnose symptoms when the patient adversarial prompting via a self-diagnostic suggestion. The
results suggest that most language models demonstrate significant drops in performance with the
self-diagnosis, validating the incorrect belief of the patient. However, it was also shown that one
model, GPT-4, was robust against the adversarial input.

Future work on developing medical language models should provide as part of the training being
able to recognize and work around common clinical diagnosing errors, such as the biasing that
patient self-diagnosis can cause (much like a medical doctor would need to learn). Additionally, it is
worth investigating why some models (GPT-4 in this work) are able to avoid being affected by the
adversarial input, whereas other models are affected significantly. Incorporating these methods into
the training of clinical models could help prevent diagnostic error and potentially save patient lives.

We hope this work sheds light on an important issue toward the practical use of clinical LLMs, and
helps toward building the future of accessible healthcare.
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