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Abstract

An end-to-end argument mining (AM)001
pipeline takes a text as input and provides the002
argumentative structure of this text as output,003
by identifying and classifying the argument004
units and relations within it. In this work,005
we focus on LLM fine-tuning approach to006
AM. We model the three sub-tasks of the AM007
pipeline as text generation tasks. We fine-tune008
classical and quantized versions of LLaMA–3,009
the most capable open-source model available,010
on the benchmark Persuasive Essays (PE)011
dataset. We consider various contextual012
and structural fine-tuning modalities, where013
the AM sub-tasks are modeled either at014
the paragraph or at the essay level, with or015
without inclusion of additional markup tags.016
We achieve state-of-the-art results on all three017
sub-tasks, with significant improvements over018
previous benchmarks.019

1 Introduction020

Argument Mining (AM) involves automatically021

analysing and parsing of the argumentative struc-022

ture of natural language texts from diverse023

sources (Palau and Moens, 2009; Cabrio and Vil-024

lata, 2018). A complete AM pipeline takes a text025

as input, identifies and classifies the argument units026

and relations within it, and provides the text’s ar-027

gumentative structure as output. AM sub-tasks in-028

clude: (1) identifying argument components in the029

text (ACS), (2) classifying argument components030

according to their argumentative roles (ACC), (3)031

identifying argument relations between argument032

components (ARI) and (4) classifying the stance of033

the argument relations (ARC) (Stab and Gurevych,034

2017).035

Initial approaches to AM utilized traditional036

supervised machine learning algorithms, such037

as Maximum Entropy Classifiers (Mochales and038

Moens, 2011), Logistic Regressions (Levy et al.,039

2014) and Support Vector Machines (Stab and040

Gurevych, 2017; Habernal and Gurevych, 2017). 041

Subsequent studies employ more advanced neural 042

network-based models, like Recurrent Neural Net- 043

works (RNNs) (Eger et al., 2017; Niculae et al., 044

2017) and LSTMs/BiLSTMs (Haddadan et al., 045

2019; Potash et al., 2017; Mayer et al., 2020; Kurib- 046

ayashi et al., 2019). These investigations convey 047

two core messages: (i) the centrality of incorporat- 048

ing additional task-specific contextual, structural, 049

and syntactic features in the models, as the text 050

of the argument units and relations alone is insuf- 051

ficient for accurately predicting their argumenta- 052

tive roles, and (ii) the importance of capturing the 053

global sequentiality of the argumentative and dis- 054

cursive flow in the text. 055

Large Language Models (LLMs) are the domi- 056

nant contemporary paradigm in NLP (Zhao et al., 057

2023). These models employ transformer-based 058

architectures and undergo pre-training on vast 059

amounts of data, which enables them to grasp 060

general-purpose language patterns (Vaswani et al., 061

2017). LLMs have demonstrated outstanding per- 062

formance across various NLP tasks and exhibited 063

significant emergent capabilities (Wei et al., 2022). 064

Reflecting the popularity of transformer-based 065

architectures, Mushtaq and Cabessa, 2022, 2023 066

present customized BERT-based models for ACC 067

that incorporate contextual, structural, and syntac- 068

tic features provided as text rather than numeri- 069

cally. Moreover, Bao et al., 2021 jointly model 070

the ACC and ARI tasks using a transition-based 071

BERT-BiLSTM architecture. 072

In the realm of generative LLMs, AM has 073

been reframed as a text generation tasks. Pojoni 074

et al., 2023 use GPT–4 for argument mining in 075

transcribed podcasts using two specially designed 076

prompt templates, one more fine-grained than the 077

other. Similarly, Al Zubaer et al., 2023 approach 078

ACC in the legal domain as text generation us- 079

ing GPT–3.5 and GPT–4. Liu et al., 2023 incor- 080

porate the chain of thought (CoT) technique to 081
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their BART-Base based ‘AM as text generation’082

model. For every AM sub-task, in addition to083

the class label (‘MajorClaim’/‘Claim’/‘Premise’,084

‘Relation’/‘No-Relation’, ‘Support’/‘Attack’), their085

model also generates a path from the root compo-086

nent to the query component as demonstration of087

the model’s reasoning.088

LLMs are commonly utilized for downstream089

tasks through two techniques: training-free,090

whereby the pre-trained LLM is used ‘as is’ for091

downstream tasks (typically using a prompt), and092

the more rigorous fine-tuning, whereby the pre-093

trained LLM is further trained on suitable task-094

specific data. In-Context Learning (ICL) is a095

training-free technique where the LLM is con-096

ditioned solve tasks by providing a few solved097

demonstration examples in the prompt, precluding098

the need for further fine-tuning. Interestingly, Nori099

et al., 2023 show that an ICL approach with GPT100

(OpenAI, 2023), LLaMA (Touvron et al., 2023)101

and Qwen (Bai et al., 2023) outperforms the fine-102

tuning approach for several NLP tasks. For Argu-103

ment Mining, however, Cabessa et al., 2024 show104

that further LLM fine-tuning is required for opti-105

mally capturing the argumentative flow and sequen-106

tiality of argument components and relations.107

Our work is situated within this LLM fine-tuning108

approach to AM. We model the ACC, ARI and109

ARC sub-tasks of the AM pipeline as text gener-110

ation tasks using Meta’s LLaMA 3, the most ca-111

pable open-source model available. We fine-tune112

classical and quantized versions of LLaMA–3–8B113

on the benchmark Persuasive Essays (PE) dataset.114

We consider various contextual and structural fine-115

tuning modalities, where the AM tasks are mod-116

eled either at the paragraph or at the essay level,117

with or without inclusion of additional markup118

tags. We achieve state-of-the-art results on all three119

sub-tasks of the AM pipeline, with significant im-120

provements over previous benchmarks. Our code121

is freely available on GitHub.122

2 Methodology123

2.1 Dataset124

We use the benchmark Persuasive Essays (PE)125

dataset introduced by (Stab and Gurevych, 2017).126

The PE dataset consists of 402 structured essays on127

various topics. The train and test sets are composed128

of 322 and 80 essays, respectively. The statistics of129

the PE dataset are given in Table 1.130

The ACC task consists of classifying each ar-131

Corpus Statistics Component Statistics

Tokens 147,271 major claims 751
Sentence 7,116 claims 1,506
Paragraphs 1,833 premises 3,832
Essays 402 Total 6,089

Table 1: PE dataset statistics.

gument component (AC) as either ‘MajorClaim’, 132

‘Claim’ or ‘Premise’. The ARI task involves classi- 133

fying each argument relation (AR) of a paragraph 134

as either ‘Related’ or ‘Non-related’. For each para- 135

graph, we consdier all ARs of the form (ACi, ACj) 136

for classification. The ARC task consists of clas- 137

sifying each related argument relation (ACi, ACj) 138

as either ‘Support’ or ‘Attack’. 139

2.2 Fine-tuning modalities 140

Fine-tuning (FT) refers to the process of further 141

training a pre-trained LLM on a specific down- 142

stream task. LLMs with billions of parameters can 143

be fine-tuned efficiently using the QLoRA strategy, 144

which employs a frozen n-bit quantized version of 145

the pre-trained weights and trains rank decompo- 146

sition matrices (low rank adapters) of the model’s 147

layers (Dettmers et al., 2023). 148

As in other works, we assume that the 149

first task of the AM pipeline (ACS) has al- 150

ready been performed. As a result, the ar- 151

gument components are delimited by tags of 152

the form <AC0>. . . </AC0>, <AC1>. . . </AC1>, 153

<AC2>. . . </AC2>, etc. We address the subse- 154

quent ACC, ARI and ARC tasks using fine-tuned 155

LLaMA–3 models. More specifically, the ACC, 156

ARI and ARC tasks are reformulated as text gener- 157

ation tasks, where the list of argument component 158

types (e.g. [‘MajorClaim’, ‘Claim’, ‘Claim’, . . . ]), 159

the list of pairs of related argument components 160

(e.g. [(0, 1), (0, 2), (1, 2), . . . ]), and the list of ar- 161

gument relation types (e.g. [‘Support’, ‘Support’, 162

‘Attack’, . . . ]) are generated by LLaMA-3, respec- 163

tively. The following fine-tuning modalities incor- 164

porating different contextual and structural infor- 165

mation are considered: 166

• Paragraph/Essay level: The LLM is trained 167

and tested on data samples consisting of ei- 168

ther individual essay paragraphs or full essays, 169

respectively. 170

• With/Without structural tags: Markup tags 171

delimiting the topic (<topic>. . . </topic>), 172

introduction (<para-intro>. . . </para- 173
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intro>), body paragraphs (<para-174

body>. . . </para-body>) and conclusion175

(<para-conclusion>. . . </para-conclusion>)176

of the essays can be inserted in the train177

and test samples. For the ARI and ARC178

tasks, the argument components’ types179

can further be given as tags of the form180

<ACn, MajorClaim>. . . </ACn, MajorClaim>,181

<ACn, Claim>. . . </ACn, Claim>, or <ACn,182

Premise>. . . </ACn, Premise>.183

Several examples of dataset samples at the para-184

graph or essay levels, with or without tags, are185

provided in Appendix B. Implementations detailed186

are given in Appendix A.187

3 Results188

We present the detailed results of our experiments189

in Table 3. We compare our results with the com-190

mon baselines in AM as well as with the state-of-191

the-art (SOTA) models (see Table 2).192

Argument Component Classification (ACC):193

We achieve a state-of-the-art result on this task194

with a macro F1 of 89.5, compared to the previous195

SOTA score of 89.2 (see Table 2). We also ran the196

bigger quantized model Llama–3–70b–bnb–4bit197

and obtained a macro F1 of 89.2, which is on par198

with SOTA.199

Previous results indicate that capturing the ar-200

gumentative sequentiality of ACs is essential for201

achieving good performance on the ACC task.202

Both paragraph and essay modalities enable the203

grasping of this sequentiality, though at different204

scales. There is no clear pattern indicating which205

contextual scale performs best. We conjecture that206

the essay level is beneficial for this task, as the207

argumentative flow extends throughout the entire208

essay.209

Generally, the consideration of structural fea-210

tures helps in predicting the AC types (e.g., major211

claims tend to appear more frequently in introduc-212

tion and conclusion paragraphs). Here, the injec-213

tion of markup tags seems to improve results at214

the paragraph level, but not at the essay level. The215

structural information conveyed by the tags would216

thus be able to boost performance in the case of217

limited contextual scale.218

Argument Relation Identification (ARI): In219

its original formulation, the ARI task involves220

the identification of argument relations within221

paragraphs, by identifying the related pairs of222

ACs among all possible ones. Naturally, even 223

if rephrased as a text generation task, solving 224

the ARI task at the global essay level remains 225

more challenging than at the more local paragraph 226

level. These considerations explain the signifi- 227

cantly lower scores obtained at the essay level. 228

At the paragraph level, the addition of markup 229

tags drastically improves the results. An ablation 230

study has revealed the importance of structural tags 231

(e.g., <para-intro>. . . </para-intro>) and AC type 232

tags (e.g., <AC0, MajorClaim>. . . </AC0, Major- 233

Claim>). First, we note that the injection of struc- 234

tural tags alone is sufficient to achieve SOTA re- 235

sults (83.5). In this case, the models most proba- 236

bly learned that introduction, body, and conclusion 237

paragraphs are associated to different patterns of 238

argument relations, and was able to leverage this 239

information to improve its performance. Secondly, 240

the injection of AC type tags alone drastically 241

boosts the results (92.8). Clearly, the related/non- 242

related nature of ARs strongly depends on the types 243

of their constituent ACs, and the model was able 244

to learn and exploit this information. In a real-life 245

AM pipeline, these true AC types, which are un- 246

known, could be replaced by the predictions of 247

the previous ACC task to enhance the model’s per- 248

formance. Finally, the combination of both tags 249

further improves the results to 93.7. Note that this 250

score represents a drastic improvement over previ- 251

ous SOTA result (82.7, see Table 2). 252

Argument Relation Classification (ARC): The 253

ARC task is also modelled by definition at the para- 254

graph level, which explains the significantly poorer 255

results obtained at the essay level. 256

At the paragraph level, we achieve state-of-the- 257

art results on this task too, with an F1 score of 89.6, 258

which represents a drastic improvement over the 259

previous SOTA of 81.0 (see Table 2). In this case, 260

there is no clear evidence indicating whether the 261

addition of tags improves the results. We neverthe- 262

less conjecture that tag injection plays a marginal 263

role. Indeed, once ARs are identified, their support- 264

ing or attacking nature primarily depends on the 265

textual content of their constituent ACs, and less 266

significantly on the types of these ACs or the types 267

of paragraphs in which they are located. 268

Joint ACC–ARI–ARC Task Since the ARI and 269

ARC tasks are modeled by definition at the para- 270

graph level, and reinforced by the low accuracy 271

obtained for these tasks at the essay level, we eval- 272

uated the joint ACC–ARI–ARC task at the para- 273
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Model ACC ARI ARC

SVM-ILP (Stab and Gurevych, 2017) 82.6 75.1 68.0
Joint-PN (Potash et al., 2017) 84.9 76.7 -
BiLSTM-MINUS (single task) (Kuribayashi et al., 2019) 85.6 78.3 79.6
BiLSTM-MINUS (joint tasks) (Kuribayashi et al., 2019) 87.3 81.1 79.0
BERT-Trans (Bao et al., 2021) 88.4 82.5 81.0
BERT-MINUS-FeaTxt (Mushtaq and Cabessa, 2023) 83.1 – –
GPT–4 In-Context Learning (ICL) (Cabessa et al., 2024) 83.6 – –
MRC-GEN (Liu et al., 2023) 89.2 82.7 78.2

Table 2: Macro F1 scores of ACC, ARI and ARC tasks obtained by previous baselines and benchmark models on the PE dataset.
The state-of-the-art results (before our study) are highlighted in boldface.

Model Mode AM tasks

context tags ACC ARI ARC ACC – ARI – ARC

Llama-3-8b-bnb-4bit paragraph 0 87.7 81.2 80.0 87.5 – 80.7 – 82.9
Llama-3-8b paragraph 0 86.3 81.0 89.6 88.3 – 80.9 – 79.9

Llama-3-8b-bnb-4bit paragraph 1 88.2 83.5 / 92.8 / 93.5 86.8 87.9 – 80.6 – 79.9
Llama-3-8b paragraph 1 87.3 83.0 / 92.5 / 93.7 89.1 88.1 – 80.6 – 77.2

Llama-3-8b-bnb-4bit essay 0 86.8 65.6 64.0 –
Llama-3-8b essay 0 89.5 49.7 64.0 –

Llama-3-8b-bnb-4bit essay 1 87.0 77.0 71.5 –
Llama-3-8b essay 1 86.3 77.1 64.3 –

Table 3: Results of the ACC, ARI and ARC tasks obtained by Llama–3–8B and it’s 4-bit quantized version, with various
fine-tune modes. For ARI task with mode ‘tags=1’, the results x/y/z correspond to the three ablation settings where: only
the paragraph tags are provided, only the AC type tags are provided or both the paragraph and the AC type tags are provided,
respectively. State-of-the-art results are highlighted in boldface.

graph level. In line with Kuribayashi et al., 2019,274

Bao et al., 2021 and Liu et al., 2023, the joint task275

modelling does not yield any significant improve-276

ments and generally harms the individual task per-277

formance. For ACC, the joint task approach either278

performs on par with or slightly improves over279

single-task modeling in equivalent modalities. For280

ARI and ARC, on the other hand, the joint task281

modeling achieves significantly lower performance282

compared to their single task counterparts. Overall,283

these results reflect more closely the performance284

of a real life AM pipeline than the single task set-285

ting. Note that the evaluation of ARC is over over-286

estimated in this joint task generative setting (see287

Section 4 for further explanations).288

4 Conclusion289

In this work, we address the three main tasks of the290

AM pipeline using several interesting fine-tuning291

modalities. These fine-tuning modalities are de-292

signed to capture contextual information at differ-293

ent scales (paragraph level or essay level) as well 294

as structural information (paragraph types and AC 295

types) in the form of markup tags. We use Llama– 296

3–8B and its 4-bit quantized version to achieve 297

state-of-the-art results on all three tasks. For the 298

ARI and ARC tasks, our results represent a major 299

improvement over the previous ones. Overall, our 300

study demonstrates the strong abilities of LLMs 301

to capture argumentative discourse and reasoning 302

patterns in natural texts. 303

For future work, we plan to investigate the AM 304

sub-tasks using other popular LLMs to better un- 305

derstand the extent to which the model’s size influ- 306

ences task performance. A thorough investigation 307

of the models’ attention heads could also shed light 308

on the precise role that contextual information and 309

structural tags play in the results. Finally, to better 310

understand the internal reasoning process of LLMs, 311

we plan to study the ability of LLMs to generate 312

complete argumentative structures using Chain-of- 313

Thought (CoT) techniques. 314
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Limitations315

We obtained state-of-the-art results on all three AM316

sub-tasks, with strong improvements over previous317

benchmarks. However, for obvious computational318

limitation reasons, we haven’t run repeated sets of319

experiments for each task to examine the means and320

standard deviations of the models’ performance.321

We also experimented with the bigger 4-bit quan-322

tized llama-70B model, and we couldn’t establish323

a clear pattern relating the model’s size and perfor-324

mance. Therefore, we cannot assert how increasing325

the LLM size correlates with the obtained perfor-326

mance.327

We experiment with the benchmark Persuasive328

Essays dataset, which consists of reasonably well-329

structured text. While we believe that other do-330

mains with similar textual modalities, such as legal331

texts, will also benefit from our approach, we are332

curious about how LLMs will generalize to less333

structured domains like news articles, speeches,334

and social media content.335

On a broader, philosophical level, we find it fit-336

ting to comment on the emerging research trends in337

AI and Machine Learning. Fine-tuning increasingly338

larger generative models appears to outperform339

complex, well-designed, and richer yet smaller ar-340

chitectures. With the ongoing ‘arms race’ among341

AI companies to produce ever larger models, it342

seems natural to ask: will compute power overtake343

pure research?344

As a final technical remark, note that our evalua-
tion of ARC in the joint task setting overestimates
the score for this task. More precisely, assuming
that the ground truth lists of tagged ARs is

[[0, 1, ‘Support’], [0, 2, ‘Support’], [1, 2, ‘Attack’]]

and that the models generated the corresponding
list

[[0, 3, ‘Support’], [0, 4, ‘Support’], [1, 2, ‘Support’]]

then we counted the two first predictions ‘Support’,345

‘Support’ as correct, although they are related to346

incorrect ARs. We invite the reader to examine the347

code to understand how we handled cases where348

the ground truth and predicted lists are of different349

lengths.350
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A Implementation details495

All experiment were carried out using the LLaMA-496

Factory python library (Zheng et al., 2024). We497

trained the models llama-3-8b-Instruct-bnb-4bit,498

llama-3-8b-Instruct and llama-3-70b-Instruct-bnb-499

4bit freely available from Hugging Face. We500

used the default hyper-parameters of the LLaMA-501

Factory (no hyperparameter tuning) and trained the502

models for 10 epochs on a single NVIDIA RTX503

A6000 (48GB) GPU. The average training and in-504

ference time of the PE dataset at the paragraph and505

essay levels was approximately 2 and 1.5 hours, re-506

spectively. Our code is freely available on GitHub.507

B Prompts508

We provide test prompts of different modalities509

(paragraph/essay level, with/without tags) used for510

each sub-tasks ACC, ARI and ARC. The training511

samples are of the same kind, but with the answers512

to the task added at the end.513

Example 1. ACC task, essay level, with tags.514

### You are an expert in Argument Mining. You are given an essay which515
contains numbered argument components enclosed by <AC></AC> tags. Your516
task is to classify each argument components in the essay as either ‘Major-517
Claim’, ‘Claim’ or ‘Premise’. You must return a list of argument component518
types in following JSON format: ‘component_types’: [component_type (str),519
component_type (str), . . . , component_type (str)]520

### Here is the essay text: <topic> Should students be taught to compete521
or to cooperate ? </topic><para-intro> It is always said that competition can522
effectively promote the development of economy . In order to survive in the523
competition , companies continue to improve their products and service , and524
as a result , the whole society prospers . However , when we discuss the issue525
of competition or cooperation , what we are concerned about is not the whole526
society , but the development of an individual ’ s whole life . From this point of527
view , I firmly believe that <AC0> we should attach more importance to coop-528
eration during primary education </AC0> . </para-intro><para-body> First of529
all , <AC1> through cooperation , children can learn about interpersonal skills530
which are significant in the future life of all students </AC1> . <AC2> What we531
acquired from team work is not only how to achieve the same goal with others532
but more importantly , how to get along with others </AC2> . <AC3> During533
the process of cooperation , children can learn about how to listen to opinions534
of others , how to communicate with others , how to think comprehensively535
, and even how to compromise with other team members when conflicts oc-536
curred </AC3> . <AC4> All of these skills help them to get on well with other537
people and will benefit them for the whole life </AC4> . </para-body><para-538
body> On the other hand , <AC5> the significance of competition is that how539
to become more excellence to gain the victory </AC5> . Hence it is always540
said that <AC6> competition makes the society more effective </AC6> . How-541
ever , <AC7> when we consider about the question that how to win the game ,542
we always find that we need the cooperation </AC7> . The greater our goal is ,543
the more competition we need . <AC8> Take Olympic games which is a form544
of competition for instance , it is hard to imagine how an athlete could win the545
game without the training of his or her coach , and the help of other professional546
staffs such as the people who take care of his diet , and those who are in charge547
of the medical care </AC8> . The winner is the athlete but the success belongs548
to the whole team . Therefore <AC9> without the cooperation , there would549
be no victory of competition </AC9> . </para-body><para-conclusion> Conse-550
quently , no matter from the view of individual development or the relationship551
between competition and cooperation we can receive the same conclusion that552
<AC10> a more cooperative attitudes towards life is more profitable in one ’ s553
success </AC10> . </para-conclusion>554

Example 2. ARI task, paragraph level, without555

tags. Note that the ACs are still delimited by tags556

(<ACn>. . . <ACn>) as result of the first segmenta-557

tion task ACS.558

### You are an expert in Argument Mining. You are given a paragraph559
which contains argument components enclosed by <AC></AC> tags. Your560

task is to identify argument relations between argument components in the 561
paragraph. You must return a list of argument component pairs in following 562
JSON format: ‘list_argument_relations’: [[target AC (int), source AC (int)], 563
. . . , [target AC (int), source AC (int)]] 564

### Here is the paragraph text: First of all , <AC0> to obtain information 565
, using the internet is quicker and more convenient than reading newspapers 566
</AC0> . <AC1> Contrary to the past when people had to wait long hours to 567
take a daily newspaper , nowadays , they can acquire latest news updated every 568
second through their mobile phones or computers connected to the internet , 569
everywhere and at anytime </AC1> . <AC2> As can be seen , these devices 570
and machines are very common in all parts of the world , making it easier for 571
people to read a number of things that newspapers can not provide in only some 572
pages </AC2> . Hence , <AC3> the print media has failed to keep its important 573
role in the provision of information </AC3>. 574

Example 3. ARC task, essay level, with tags. 575

### You are an expert in Argument Mining. You are given a paragraph 576
which contains argument components enclosed by <AC></AC> tags. You are 577
also given a list of pairs of related argument components in the form: [(target 578
AC (int), source AC (int)), (target AC (int), source AC (int)), . . . , (target AC 579
(int), source AC (int))]. Your task is to classify each pair of related argument 580
components in the list as either ‘Support’ or ‘Attack’. You must return a list of 581
relation types in following JSON format: ‘relation_types’: [relation_type (str), 582
relation_type (str), . . . , relation_type (str)] 583

### Here is the paragraph text: <topic> Should students be taught to com- 584
pete or to cooperate ? </topic><para-intro> It is always said that competition 585
can effectively promote the development of economy . In order to survive in the 586
competition , companies continue to improve their products and service , and 587
as a result , the whole society prospers . However , when we discuss the issue 588
of competition or cooperation , what we are concerned about is not the whole 589
society , but the development of an individual ’ s whole life . From this point of 590
view , I firmly believe that <AC0, MajorClaim> we should attach more impor- 591
tance to cooperation during primary education </AC0, MajorClaim> . </para- 592
intro><para-body> First of all , <AC1, Claim> through cooperation , children 593
can learn about interpersonal skills which are significant in the future life of all 594
students </AC1, Claim> . <AC2, Premise> What we acquired from team work 595
is not only how to achieve the same goal with others but more importantly , 596
how to get along with others </AC2, Premise> . <AC3, Premise> During the 597
process of cooperation , children can learn about how to listen to opinions of 598
others , how to communicate with others , how to think comprehensively , and 599
even how to compromise with other team members when conflicts occurred 600
</AC3, Premise> . <AC4, Premise> All of these skills help them to get on well 601
with other people and will benefit them for the whole life </AC4, Premise> 602
. </para-body><para-body> On the other hand , <AC5, Premise> the signifi- 603
cance of competition is that how to become more excellence to gain the victory 604
</AC5, Premise> . Hence it is always said that <AC6, Claim> competition 605
makes the society more effective </AC6, Claim> . However , <AC7, Premise> 606
when we consider about the question that how to win the game , we always find 607
that we need the cooperation </AC7, Premise> . The greater our goal is , the 608
more competition we need . <AC8, Premise> Take Olympic games which is 609
a form of competition for instance , it is hard to imagine how an athlete could 610
win the game without the training of his or her coach , and the help of other 611
professional staffs such as the people who take care of his diet , and those who 612
are in charge of the medical care </AC8, Premise> . The winner is the athlete 613
but the success belongs to the whole team . Therefore <AC9, Claim> with- 614
out the cooperation , there would be no victory of competition </AC9, Claim> 615
. </para-body><para-conclusion> Consequently , no matter from the view of 616
individual development or the relationship between competition and cooper- 617
ation we can receive the same conclusion that <AC10, MajorClaim> a more 618
cooperative attitudes towards life is more profitable in one ’ s success </AC10, 619
MajorClaim> . </para-conclusion> 620

###Here is the list of pairs of related argument components in this para- 621
graph: [(0, 1), (0, 2), (0, 3), (1, 0), (4, 2), (4, 3)] 622

Example 4. Joint ACC-ARI-ARC task, paragraph 623

level, with tags. 624

### You are an expert in Argument Mining. You are given a paragraph 625
which contains argument components enclosed by <AC></AC> tags. Your 626
task is to classify the argument components as well as to identify and clas- 627
sify argument relations between argument components in the paragraph. For 628
each argument component, its AC type (str) is either ‘MajorClaim’, ‘Claim’ 629
or ‘Premise’. For each argument relation (target AC (int), source AC (int)), 630
its link type (str) is either ‘Support’ or ‘Attack’. You must return two lists in 631
following JSON format: "list_component_types": [AC type (str), ..., AC type 632
(str)], "list_argument_relations_and_types": [[target AC (int), source AC (int), 633
link type (str)], ..., [target AC (int), source AC (int), link type (str)]] 634

### Here is the paragraph text: <para-body> <AC0> Taking care of thou- 635
sands of citizens who suffer from disease or illiteracy is more urgent and prag- 636
matic than building theaters or sports stadiums </AC0> . As a matter of fact , 637
<AC1> an uneducated person may barely appreciate musicals , whereas a phys- 638
ical damaged person , resulting from the lack of medical treatment , may no 639
longer participate in any sports games </AC1> . Therefore , <AC2> providing 640
education and medical care is more essential and prioritized to the government 641
</AC2> . </para-body> 642
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