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Abstract

We consider zero-shot cross-lingual transfer
in legal topic classification using the recent
Multi-EURLEX dataset. Since the original
dataset contains parallel documents, which is
unrealistic for zero-shot cross-lingual transfer,
we develop a new version of the dataset with-
out parallel documents. We use it to show
that translation-based methods vastly outper-
form cross-lingual fine-tuning of multilingually
pre-trained models, the best previous zero-shot
transfer method for Multi-EURLEX. We also
develop a bilingual teacher-student zero-shot
transfer approach, which exploits additional un-
labeled documents of the target language and
performs better than a model fine-tuned directly
on labeled target language documents.

1 Introduction

Transformer-based (Vaswani et al., 2017) pre-
trained models (Devlin et al., 2019) have signif-
icantly improved performance across NLP tasks.
Multilingually pre-trained models (Conneau et al.,
2020; Xue et al., 2021) have also been used for
zero-shot cross-lingual transfer (Hu et al., 2020;
Ruder et al., 2021), i.e., fine-tuning (further train-
ing) in one or more source languages and applying
the model to other target languages at inference.
NLP for legal text has become popular (Zhong
et al., 2020; Hendrycks et al., 2021; Chalkidis et al.,
2021a,b; Xiao et al., 2021), but to our knowledge
only Chalkidis et al. (2021a) have considered cross-
lingual transfer of neural models in legal NLP. They
introduced a multilingual dataset, Multi-EURLEX,
for legal topic classification and explored zero-
shot cross-lingual transfer using multilingually pre-
trained models like XLM-R (Conneau et al., 2020)
combined with adaptation (Houlsby et al., 2019; Za-
ken et al., 2021) to retain multilingual knowledge
from pre-training. Multi-EURLEX, however, con-
tains to a large extent parallel text (same content
in multiple languages), which is unrealistic in real-
world cross-lingual transfer. Also, Chalkidis et al.

(2021a) did not consider translation-based meth-
ods (Lample and Conneau, 2019), which machine-
translate the target language documents to a source
language, or machine-translate the labeled source
documents to the target languages and use the trans-
lations to train models for the target languages.
Teacher-student approaches, which leverage multi-
lingual teacher models to soft-label unlabeled doc-
uments of the target language(s) to train a student
(Eisenschlos et al., 2019), were also not considered.
We address these limitations in this work.

* We construct, use, and release a new, more re-
alistic version of Multi-EURLEX that contains
non-parallel training documents in four languages
(English, French, German, Greek), along with the
same (parallel) development and test documents
for those languages as in the original dataset.

* To establish ‘upper’ performance bounds for
zero-shot transfer, we fine-tune XLM-R sepa-
rately per language, as well as jointly in all four
languages, simulating a scenario where there are
equally many training documents in all languages,
confirming that adapters improve cross-lingual
transfer. Unlike Chalkidis et al. (2021a), we find
that jointly fine-tuning for all languages leads
to better performance, compared to monolingual
fine-tuning. We partly attribute this difference to
the fact that the original dataset contains paral-
lel documents (same content), which reduces the
benefit of jointly training in multiple languages.

» We show that translation-based methods vastly
outperform cross-lingual fine-tuning with
adapters, which was the best zero-shot cross-
lingual transfer method of Chalkidis et al. (2021a).
This suggests that exploiting modern Neural Ma-
chine Translation (NMT) systems is a much better
zero-shot cross-lingual transfer strategy in real
life, at least for legal topic classification.

* We develop a bilingual teacher-student. A mul-
tilingually pre-trained teacher is fine-tuned on



labeled documents of the source language and
their machine-translations in the target language.
The teacher then soft-labels all the documents it
was trained on, and also soft-labels unlabeled doc-
uments of the target language. A student is then
trained to predict all the soft labels. Its perfor-
mance exceeds the monolingual ‘upper bound’,
i.e., fine-tuning directly in the target language.
Also, the student supports both the target and the
source language, which allows a company to sup-
port both languages with a single model.

2 Related Work

Pre-trained Transformers have boosted perfor-
mance across NLP, including cross-lingual transfer
(Conneau and Lample, 2019; Conneau et al., 2020;
Xue et al., 2021). Adapter modules (Houlsby et al.,
2019) have been used to transfer pre-trained models
to low-resource or even unseen languages (Pfeiffer
etal., 2020, 2021). Also, Eisenschlos et al. (2019)
proposed MultiFiT, a teacher-student framework
that allows pre-training and fine-tuning monolin-
gual students in a target language, using a multilin-
gually pre-trained teacher to bootstrap the student
with soft-labeled documents of the target language.
Gonalves and Quaresma (2010) performed le-
gal topic classification in English, German, Ital-
ian, Portuguese using monolingual SVMs and their
combination as a multilingual ensemble. Chalkidis
et al. (2021a) studied zero-shot cross-lingual trans-
fer in legal topic classification, introducing Multi-
EURLEX. They found that fine-tuning a multilin-
gually pretrained model in a single language leads
to catastrophic forgetting of the multilingual knowl-
edge from the pre-training and, thus, performs
poorly in zero-shot transfer to other languages. To
retain the multilingual knowledge, they used adap-
tation strategies (Houlsby et al., 2019; Pfeiffer et al.,
2020). Their results also show that zero-shot cross-
lingual transfer is more challenging in legal topic
classification, compared to more generic classifica-
tion tasks (Hu et al., 2020; Ruder et al., 2021).

3 The New Multi-EURLEX Version

We use Multi-EURLEX (Chalkidis et al., 2021a),
a multilingual dataset for legal topic classification
comprising 65k EU laws officially translated in
23 EU languages.' Each document (EU law) was

"Multi-EURLEX is available at https://huggingface.
co/datasets/multi_eurlex. Our modified version will be
made publicly available when this work is published.

originally annotated with relevant EUROVOC?
concepts by the Publications Office of EU. EU-
ROVOC is a taxonomy of concepts (a hierarchy
of labels). We use the 127 ‘Level 2’ labels, ob-
tained by Chalkidis et al. (2021a) from the original
EUROVOC annotations of the documents.

Limitations of Multi-EURLEX: One limitation
of Multi-EURLEX is that the number of training
documents is not the same across languages. For
languages spoken in the older EU member states,
there are 55k training documents per language, but
for many others, there are much fewer training doc-
uments (e.g., 8k for Croatian, 15k for Bulgarian).
This makes zero-shot cross-lingual transfer results
difficult to compare, because the training set size
varies across experiments, a factor not controlled
for by Chalkidis et al. (2021a). More importantly,
when training in several source languages, most of
the source language documents are parallel (same
content in multiple languages), which is unrealis-
tic in most real-life applications and may produce
misleading results. For example, in one of their
baselines, Chalkidis et al. (2021a) jointly fine-tune
a multilingually pre-trained model on the (paral-
lel) training documents of all the 23 languages, and
observe no performance benefit compared to fine-
tuning a different instance of the model per lan-
guage, possibly because of the fact that the training
documents are parallel (same content). By contrast,
we find that the multilingually fine-tuned model
is substantially better than the monolingual ones,
when the training documents are not parallel.

Updated Harder Version: We, therefore, con-
struct, use, and release a new, more realistic ver-
sion of Multi-EURLEX, where there are no parallel
training documents across languages. For the new
version, we randomly selected 12k (11k training,
1k development) documents per language, limit-
ing the languages to four, namely English, German,
French, Greek, and making sure there are no par-
allel documents. Using four languages allowed us
to avoid parallel documents, but still have a reason-
ably large training set (11k) per language. The test
sets are still parallel (5k training per language, as
in the original Multi-EURLEX) to allow compar-
isons to be made when changing the target language.
The four languages are from three different fami-
lies (Germanic, Romance, Hellenic), which makes
cross-lingual transfer harder.

"http://eurovoc.europa.eu/
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Source Target Languages Target
Model #M MT BS+SL en de fr el Avg
‘Upper’ performance bounds (labeled training documents available in all 4 languages)

Monolingual FT (Fine-Tuning on labeled documents of a particular language only)

XLM-R (E2E) 4 X X 68.2+08 | 65.8+07 67.0+1.7 64.6+04 65.8
XLM-R +Adapters 4 X X 68.8 0.1 | 65.0+07 68.1+04 649102 66.0
Multilingual FT (jointly Fine-Tuning on labeled documents of all 4 languages)

XLM-R (E2E) 1 X X 700 +1.0 | 689+£10 691415 674406 68.5
XLM-R +Adapters 1 X X 704 +16 | 692+£11 699+16 67.1+05 68.7

Zero-shot Cross-lingual Methods (no labeled training documents available in the Target languages)

Cross-lingual FT (FT on Source documents only, test in each Target language directly)

XLM-R (E2E) 1 X X — 552452 581429 42.8+65 52.0
XLM-R +Adapters 1 X X — 61.7+19 60.6+08 48.1+18 56.8
Translate Test (FT on Source documents only, test on Target documents translated to Source)

XLM-R (E2E) 1 v X — 63.3+18 68.1+08 66.5+£1.0 66.0
XLM-R +Adapters 1 v X — 62.8+1.0 68.7+02 672+12 66.2
Translate Train (translate the Source training documents to each Target, FT on the translations)

XLM-R (E2E) 4 v X — 66.7+15 67.2+11 64.1+14 66.0
XLM-R +Adapters 4 4 X — 672+10 67.0+12 648+17 66.4
Bilingual Teacher-Student (jointly FT on Source documents and their translations in a Target language)
XLM-R (E2E) &, 2 4 v v 69.1 £13 | 67401 66.1+03 650+04 66.1
XLM-R +Adapters , 2 4 v v 67.8+13 | 66.9+03 67.6+12 67.9+01| 67.5
Multilingual Teacher-Student (jointly FT on Source documents and their translations in all Target languages)
XLM-R (E2E) & 2 1 v v 623 +16 | 60.9+03 66.8+02 484+03 | 587
XLM-R +Adapters &, 2 1 v v 65.0+£02 | 62.6+02 68.7+08 50.5+00/| 60.6

Table 1: Test R-Precision (RP, %) results =+ std. deviation over 3 runs with different random seeds. E2E: End-to-End
Fine-Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of

models fine-tuned. MT: machine-translated documents used. BS+SL: Boot-Strapping with Soft Labels. “® el

Pl

P

Teacher-Student approach. Best zero-shot scores per language shown in bold. Teacher scores in the Appendix.

4 Experimental Setup and Methods

We experiment with XLM-R (Conneau et al.,
2020) in the two best-performing configurations
of Chalkidis et al. (2021a): (a) End-to-end (E2E)
fine-tuning, where all model parameters are up-
dated, and (b) Adapter-based (Houlsby et al., 2019)
fine-tuning, where we only update the parameters
of additional bottleneck (adapter) layers between
the pre-trained Transformer blocks. We compare
both configurations across several training settings:

‘Upper’ Performance Bounds: Firstly, we ex-
amine the performance of XLM-R fine-tuned in a
monolingual fashion, i.e., separately on the labeled
documents of each language (source or target), or in
a multilingual fashion, i.e., jointly on training doc-
uments of all four languages. In real life, labeled
data in the target languages are rarely available.
Typically a company has trained a system on En-
glish labeled documents and wishes to deploy it
in other languages with very few (or no) labeled
documents. However, these experiments show how
high performance would be in an ideal case with la-
beled documents in each target language (as many

as in the source language). We call them an ‘up-
per’ bound, because we would expect performance
to be inferior in zero-shot cross-lingual transfer,
where no labeled documents are available in the tar-
get languages. Nevertheless, our best zero-transfer
method, actually surpasses some “upper’ bounds.

Cross-lingual Fine-Tuning (FT): Chalkidis et al.
(2021a) showed that when fine-tuning a multilin-
gually pre-trained model for a particular language,
the model ‘forgets’ to a large extent its knowledge
of the other languages and performs poorly in zero-
shot cross-lingual transfer, unless adaptation mech-
anisms are used; but even then, zero-shot perfor-
mance was much lower than the ‘upper’ bounds.

Translation-based Methods: Following Con-
neau et al. (2020) and Xue et al. (2021), we also
consider methods that exploit machine-translated
documents.? In Translate Test, we fine-tune XLM-
R for the source language; given a target language
document at inference time, we simply translate it to
the source language and use the fine-tuned (for the

3We use the EasyNMT (Reimers, 2021) framework.



source language) XLM-R. In Translate Train, we
machine-translate the labeled training documents
of the source language to the target language, and
use the translations (and the original labels) to fine-
tune XLM-R for the target language; at test time,
we evaluate on labeled test documents written in
the target language (not machine-translated).

Teacher-Student: Inspired by Eisenschlos et al.
(2019), we first fine-tune a bilingual teacher XL M-
R using labeled documents in the source language
and their machine translations (and original labels)
in the target language. Then, we use the teacher
to soft-label (assign a probability per label to) the
source and machine-translated documents it was
trained on, and to soft-label additional unlabeled
documents of the target language; we use the 12k
training documents of the target language without
their labels. We then train a student XLM-R (on
all the documents the teacher soft-labeled) to pre-
dict the soft labels. The student (and the teacher)
is bilingual, i.e., it supports both the target and the
source language. This allows a company to sup-
port both languages with a single model, which
has cost benefits. We also experiment with a mul-
tilingual teacher-student approach, where a sin-
gle multi-lingual teacher is jointly fine-tuned on
labeled documents of the source language and their
machine translations in all target languages. The
teacher then soft-labels all the documents (and trans-
lations) it was trained on and additional unlabeled
documents of the target languages. The student is
again trained to predict the soft labels. In this case,
all four languages are supported.

5 Experimental Results

Table 1 reports test results. Following Chalkidis
et al. (2021a), we report average R-Precision (RP)
(Manning et al., 2009) alongside (+) standard de-
viation over 3 runs with different random seeds.
Starting from the ‘upper’ bound results, we find that
jointly fine-tuning on all four languages performs
substantially better than fine-tuning monolingual
models. By contrast, Chalkidis et al. (2021a) re-
ported no benefit when jointly fine-tuning XLM-R
for multiple languages. However, in their experi-
ments there were many more training documents
per language and the documents were parallel trans-

“The student sees soft labels even in the manually labeled
target documents and their translations, since soft labels have
been found beneficial in manually labeled documents too (For-
naciari et al., 2021). Preliminary experiments confirmed this.

lations (same content), which reduced the benefit of
jointly training in multiple languages (in our case,
four times more documents with different content).

Cross-lingual FT with Adapters performs approx.
10 points lower in the target languages on aver-
age, compared to the corresponding monolingual
‘upper’ bound (56.8 vs. 66.0). Translate Test and
Train, which were not considered by Chalkidis et al.
(2021a), vastly outperform Cross-lingual FT with
Adapters, which was the best zero-shot method of
the same authors, and perform on par with the mono-
lingual ‘upper’ bounds.> The bilingual student with
Adapters improves the average performance on tar-
get languages slightly further (67.5), exceeding the
monolingual ‘upper’ bound with Adapters (66.0).
This improvement can be attributed to the addi-
tional (originally unlabeled) documents of the tar-
get languages and the soft labels that the student
uses. Recall that the student has the further practical
advantage of supporting two languages.

The multilingual student performs much worse
on average, compared to the bilingual student, even
with Adapters; with an exception for French where
the student performs best (68.7) compared to all
other methods. The results seem to be related to
(affected by) the translation quality across target
languages and the quality of the teacher’s soft labels.
We conduct an analysis for both aspects (translation
and soft labels quality) in Appendix A.

6 Conclusions and Future Work

We considered zero-shot cross-lingual transfer in le-
gal topic classification, introducing a more realistic
version of Multi-EURLEX without parallel doc-
uments. We showed that translation-based meth-
ods vastly outperform cross-lingual fine-tuning of
multilingually pre-trained models, the best previ-
ous zero-shot transfer method for Multi-EURLEX.
We also developed a bilingual teacher-student zero-
shot transfer approach, which exploits additional
unlabeled documents of the target language and
performs better than a model fine-tuned directly on
labeled target language documents, while support-
ing both languages with a single model.

In future work, we aim to better understand the
reasons of the poor performance of the multilin-
gual teacher-student and hopefully to address them,
in order to deploy a single zero-shot cross-lingual
transfer model for multiple target languages.

SThe same conclusions can be drawn with other source
languages (French, German, Greek); see Appendix B.
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A Quality Assessment

We observed that the multi-lingual teacher-student
under-performs compared to the rest of the zero-
shot cross-lingual settings, while also its bilingual
counterparts show strong results. We hypothesis
that these overall negative results (or positive for
French) are correlated with the translation quality
across target languages and the quality of the soft
labels generated by (predicted) the teacher.

Translation Quality: In Table 2, we report the
quality of machine-translations measured with the
METEOR score (Banerjee and Lavie, 2005). We
observe that the quality from English to French

(0.73) is substantially better compared to the one
from English to German or Greek (0.68). This qual-
ity disparity could potentially affect the the perfor-
mance of all methods that use machine-translated
documents, i.e. translate-train, translate-test, bilin-
gual/multilingual teacher-student. Indeed, we ob-
serve in Table 1, that these methods are consistently
better in French, while being comparable in Ger-
man, and worse in Greek. This is quite expected
as both French, and German use the Latin alphabet,
and share a larger part of vocabulary compared to
Greek, using the Greek one.

Soft Labels Quality: InFigure 1, we estimate the
quality of soft labels via the absolute differences
in between gold and soft labels predicted by the
multilingual Teacher model across all document
subsets (original in English, machine-translated in
target languages, and additional unlabelled docu-
ments), and languages considered by the student.
We compute differences, as the averaged Mean Ab-
solute Error (MAE) across documents in documents
subset:

1 X
Diff = anl |G — Sy (1)

where N =12, 000 is number of documents trans-
lated from English to a target language, and G,
Sy, are the gold and soft labels per document. We
observe that the quality of the soft labels vastly
varies both across documents subsets (considering
the mean difference reported per violin with a thick
blue horizontal line), and across documents per sub-
set (distribution in each violin).

The average differences (Diff) per language
(source or target) fully correlate with the perfor-
mance of the student model in the respective lan-
guage, measured in RP, as reported in Table 1.
Specifically, soft labels for French documents
(machine-translated or unlabelled) are more accu-
rate (Diff ~ 0.25) compared to the rest: Diff ~
0.45 for German, and Diff ~ 0.60 for Greek. These
results (soft label quality) seem to justify the per-
formance improvement in French, compared to per-
formance decrease in German and Greek. These
results could also be affected by the quality of NMT
(Table 2).

Based on these findings, we acknowledge that
bootstrapping should be reconsidered in the future
with respect to the quality of translations and soft
labels. Such improvements could include filter-
ing of documents with very uncertain soft labels


https://doi.org/10.18653/v1/2021.emnlp-main.802
https://aclanthology.org/2020.eamt-1.61
https://aclanthology.org/2020.eamt-1.61
https://aclanthology.org/2020.eamt-1.61
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
http://arxiv.org/abs/2105.03887
http://arxiv.org/abs/2105.03887
http://arxiv.org/abs/2105.03887
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/2021.naacl-main.41
http://arxiv.org/abs/2106.10199
http://arxiv.org/abs/2106.10199
http://arxiv.org/abs/2106.10199
http://arxiv.org/abs/2106.10199
http://arxiv.org/abs/2106.10199
https://doi.org/10.18653/v1/2020.acl-main.466
https://doi.org/10.18653/v1/2020.acl-main.466
https://doi.org/10.18653/v1/2020.acl-main.466
https://doi.org/10.18653/v1/2020.acl-main.466
https://doi.org/10.18653/v1/2020.acl-main.466

English (Source) German (NMT) French (NMT)

Greek (NMT)

German (UL) French (UL) Greek (UL)

10 _ 10 R — 10

R m 1.0
0.8 [X-] 08 [oX-)
0.6 0.6 0.6 0.6
04| Diff=038| _ _\ joeq |1 __loay ___[_L__|os

0.2 0.2 02 0.2

0.0 0.0 0.0 0.0

— 10 _ 10 _— 10

0.0 0.0 00

Figure 1: Difference (left blue parts) in between gold and soft labels predicted by the multilingual Teacher model,
measured as Mean Absolute Error (MAE). Results reported per document subset (original in English (source),
machine-translated (MT) in target languages, and additional unlabelled (UL)) and target language.

METEOR scores
en-to-de | en-to-fr | en-to-el
0.680 0.733 0.680

Table 2: Quality of machine-translations, English (en)
to targets (German (de), French (fr) and Greek (el)),
provided by the NMT systems measured in METEOR.

(probabilities), e.g., very close to a threshold (e.g.,
t = 0.5), or weighting with respect to the labeling
uncertainty. Similarly, one could possibly filter
out, exceptionally low quality translations, mea-
sured via language modeling metrics (e.g., perplex-
ity] with a language-specific pre-trained language
model.

B Additional Results

In this section, we provide additional results of
the same experiments described in Section 4, and
presented in Section 5 across more language pairs,
i.e., source-target combinations, such as German to
the rest, French and Greek, respectively. Given the
results, we can draw very similar conclusions.

C Responsible NLP - Details

C.1 Experimental Details

We follow the best hyper-parameters reported by
Chalkidis et al. (2021a). For end-to-end (E2E) fine-
tuning with XLM-R, we use a learning rate of 3e-5.
When we use adapter modules, we use a learning
rate of le-4, and the botteneck size is 256. For
additional details consider Appendix A of Chalkidis
et al. (2021a).

C.2 Licensing / Intended Use / Privacy

Both the dataset and code base of Chalkidis et al.
(2021a) are available under CC-BY-4.0 license and
we re-distribute the augmented dataset (incl. trans-
lations) and the updated code under the same li-
cense.

C.3 Computational Details

In all of our experiments we fine-tune the XLM-
R model (Conneau et al., 2020) consists of 278M
params with batch size (BS) equal to 8 and learning
rate equal to 3e-05. When adapters modules were
used we selected a Bottle-neck Size, the number of
hidden units (K), to be equal to 256 as in the work
of Chalkidis et al. (2021a) this number gave the best
results. All experiments ran on an NVIDIA DGX-1
station with 8 NVIDIA V100 16GB GPU cards. In
Table 6 we show the run-time (Hours:Minutes) of
every experiment across the 3 runs performed with
different random seed.

D Translation Details

We performed the translations using the
EasyNMT® framework utilizing the many-
to-many M2M 100 _418M model of (Fan et al.,
2020) for el-to-en and el-to-de pairs and the
OPUS-MT (Tiedemann and Thottingal, 2020)
models for the rest. A manual check of some
translated samples showed sufficient translation

quality.

*https://github.com/UKPLab/EasyNMT
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Source Target Languages Target

Model #M NMT SL+BS de en fr el Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (German Only)
XLM-R 1 X X 65.84 +£0.68 | 57.43 £1.61 53.95+248 4497 £1.09 52.1
XLM-R + Adapters 1 X X 6498 £0.72 | 61.30 £1.70 58.28 £0.60 49.02 +1.09 56.2
Translate Test documents to Target language
XLM-R 1 v X 65.84 £0.68 | 65.65+0.72 65.66 £0.78 63.57 £074 | 65.0
XLM-R + Adapters 1 v X 64.98 £0.72 | 65.66 £1.16 64.76 £0.50 64.70 £ 1.61 65.0
Translate Train documents to Target language
XLM-R N v X 65.84 £0.68 | 67.36 £1.62 6564 £1.14 6432+121 | 658
XLM-R + Adapters N 4 X 6498 £0.72 | 66.03 £1.40 6574 +153 63.85+0.18 | 652

Table 3: Test R-Precision (RP, %) results =+ std. deviation over 3 runs with different random seeds. E2E: End-to-End
Fine-Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of
models fine-tuned. MT shows if machine-translated documents are used. BS+SL shows if teacher-student Boot-
Strapping with Soft Labels is used.

Source Target Languages Target
Model #M NMT SL+BS fr en de el Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (French Only)

XLM-R 1 X X 67.01 £1.69 | 6526 +£0.85 57.04 +274 49.27+217 | 572
XLM-R + Adapters 1 X X 68.054+035 | 6498 £1.66 61.44+1.80 51.31+£1.86 59.2
Translate Test documents to Target language

XLM-R 1 v X 67.01 £1.69 | 66.73 +£1.86 59.49 £226 46.16+042 | 575
XLM-R + Adapters 1 v X 68.05 £035 | 66.72 £ 1.11  59.59 +£024 4698 £256 | 57.8
Translate Train documents to Target language

XLM-R N v X 67.01 £1.69 | 69.01 £0.55 67.51 £1.59 67.62+042 | 68.0
XLM-R + Adapters N v X 68.05 £ 035 | 68.02 £1.11 66.99 +£1.01 66.00 £095 | 67.0

Table 4: Test R-Precision (RP, %) results =+ std. deviation over 3 runs with different random seeds. E2E: End-to-End
Fine-Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of
models fine-tuned. MT shows if machine-translated documents are used. BS+SL shows if teacher-student Boot-
Strapping with Soft Labels is used.

Source Target Languages Target

Model #M NMT SL+BS el de fr en Avg

Zero-shot Cross-lingual FT (No labeled data in target languages)
Cross-lingual FT (Greek Only)
XLM-R 1 X X 64.57 £039 | 46.30 £323 43.09 £137 41.54+202 | 43.6
XLM-R + Adapters 1 X X 64.86 £0.19 | 49.89 +3.81 48.56 £428 4798 +4.75 | 48.8
Translate Test documents to Target language
XLM-R 1 4 X 64.57 £0.39 | 64.69 £049 64.59 £153 64.62+048 | 64.6
XLM-R + Adapters 1 v X 64.86 £0.19 | 6541 £1.13 62.89 £095 64.88+0.50 | 64.2
Translate Train documents to Target language
XLM-R N 4 X 64.57 £039 | 6529 +1.51 6431 +£227 64.77+130 | 64.8
XLM-R + Adapters N v X 64.86 £0.19 | 66.22 +022 64.76 £1.24 6580156 | 65.6

Table 5: Test R-Precision (RP, %) results =+ std. deviation over 3 runs with different random seeds. E2E: End-to-End
Fine-Tuning (FT). +Adapters: Updating only Adapter layers and classification head during FT. #M: number of
models fine-tuned. MT shows if machine-translated documents are used. BS+SL shows if teacher-student Boot-
Strapping with Soft Labels is used.



Setting ‘ Adapters ‘ Avg Run Time

Monolingual X 2h
Monolingual 4 4h
Multilingual X Sh
Multilingual v %h
Cross-lingual + MT X 2h
Cross-lingual + MT v 4h
Bilingual &, X 13h
Bilingual #, v 10h
Multilingual 4, 2 X 18h
Multilingual %, 2 v 15h

Table 6: Run-time (Hours:Minutes) of every experiment
in Tesla V100 GPU across the 3 runs performed with
different random seed.



