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Abstract

The integration of Large Language Models
(LLMs), such as GPT-4, has shown great
promise in mental health applications for ini-
tial assessments based on user-reported symp-
toms. Traditional assessments often involve
subjective evaluations by professional psychol-
ogists, leading to inconsistent reproducibility
across datasets. To address this, we developed
a comprehensive evaluation framework using
entropy analysis, keyword frequency analysis,
and Latent Dirichlet Allocation (LDA) to quan-
titatively assess LLM outputs. Our results in-
dicate that LLMs can effectively identify and
engage with a range of treatment topics and pro-
vide a broader range of treatment opinions than
human psychologists. However, LLMs lack
depth in their responses, the recommendation
generated by LLMs trends to using general-
ized word instead of using professional words.
This study explores the feasibility of LLMs as
virtual psychotherapists, highlights their short-
comings in depth, and proposes improved meth-
ods for evaluating large model responses. This
research provides valuable insights into the po-
tential and challenges of integrating LLMs into
mental health practices, paving the way for fu-
ture research to enhance the effectiveness and
reliability of Al-driven therapeutic solutions.

1 Introduction

Psychotherapy, a therapeutic interaction or treat-
ment between a trained professional and a client
aimed at addressing psychological issues and im-
proving mental health, is a fundamental compo-
nent of the mental health cycle. It applies multiple
non-invasive methodologies to address psycholog-
ical problems. Psychotherapy is also considered
as a secondary methodology to prevent the recur-
rence of certain conditions and is often utilized to
manage urgent cases of depression (Karrouri et al.,
2021). In psychotherapy field, Cognitive Behav-
ioral Therapy (CBT) is recognized to be crucial

in addressing anxiety. This enhances the key posi-
tion of CBT in helping patients with depression
and highlights its importance as both a preven-
tive technique and treatment methodology (Ban-
delow et al., 2017). Additionally, Non-Directive
Support Therapy (NDST) has been applied in psy-
chotherapy treatment methodologies. It provides
emotional support and energy for patients in self-
exploration and self-development to solve their
problems. One research suggests that, compared
with traditional methodologies, this psychotherapy
approach showed better treatment results in the
short term (Cuijpers et al., 2014). Additionally, in-
vasive psychological treatment methodologies have
been proven to have similar effectiveness to depres-
sion medication treatment during the urgent treat-
ment stage (de Maat et al., 2007). This enhances
the key role and benefits of using psychotherapy
in treating mental health disorders and managing
overall mental health.

The integration of Artificial Intelligence (Al)
technologies, such as GPT-4 and other Large Lan-
guage Models (LLMs), has driven the development
of intelligent psychotherapy applications. The pri-
mary goal of researchers and institutions is to pro-
vide timely and effective treatment recommenda-
tions for medical professionals and individuals
seeking treatment (Chen et al., 2023; Montagna
et al., 2023). Although LLMs have demonstrated
the strong ability to analyze natural language and
provide diverse feedback quickly (Singhal et al.,
2023) , the efficiency and reliability of these Al-
powered psychotherapy tools in providing accurate
diagnoses and recommending effective treatments
still remains controversial (Manriquez Roa et al.,
2021) . This is mainly due to the complexity of the
medical field that requires large language models to
have the ability to understand the medical context,
find appropriate medical knowledge, and reason
using authoritative information and clues provided
by patients, and this complexity in the medical



field have led to a variety of potential treatments
(Singhal et al., 2023). Therefore, assessing the per-
formance of Al-based virtual psychotherapists in
the depth and coverage of their therapeutic advice,
especially when compared to human professionals,
has become a key focus of research.

This study aims to evaluate the effectiveness of
LLM-based chatbots in recommending treatment
suggestions and their consistency with those pro-
posed by psychotherapists and the depth of the
protocol.

* Our (Hp) is that there is no significant differ-
ence in the diagnosis and treatment opinions
provided by psychologists and LLMs over-
all, i.e., the quality of the output of the large
model is broadly consistent with that of psy-
chologists.

To test this hypothesis, we introduce a novel eval-
uation framework that applies case studies from the
American Psychological Association (APA) as a
benchmark to detect the differences between LLMs
output and case scenarios through LDA modeling
and entropy analysis, so as to comprehensively eval-
uate their application in the field of psychology.

Our contributions are:

* We propose and implement a framework com-
bining entropy analysis, keyword frequency
analysis, and the novel Latent Dirichlet Allo-
cation (LDA) to evaluate the diversity, depth,
and applicability of LLMs in generating psy-
chological diagnoses and treatment recom-
mendations. This provides a quantitative way
to measure the feasibility of LLM applications
in clinical settings and offers a new perspec-
tive on evaluating LLM technology in mental
health diagnosis and treatment planning.

* Through detailed comparisons and in-depth
analysis, we evaluated the differences be-
tween LLM-generated treatment recommen-
dations and those made by human psychol-
ogists. Our findings suggest that LLM rec-
ommendations often lack the detail found in
human expert recommendations, highlighting
both the strengths and shortcomings of LLMs
in generating psychotherapeutic recommenda-
tions and providing a balanced perspective on
integrating LLLM techniques with psychother-
apy practice.

* We demonstrate the potential impact of LLMs
in increasing access to mental health care
by validating their ability to provide mental
health related diagnoses and treatment rec-
ommendations in evaluating its diversity and
depth. Our study highlights the potential for
LLMs platforms to improve the accessibil-
ity and scalability of psychotherapy services,
especially in resource-limited or remote ar-
eas. Additionally, we initiate discussions on
ethical, practical, and strategic planning con-
siderations to maximize the benefits of Al in
mental health practices.

Through rigorous evaluation and comparative
analysis utilizing novel Latent Dirichlet Allocation
(LDA) modeling, word frequency analysis, and a
series of statistical analyses to evaluate the treat-
ment recommendation capability, diversity, and
depth based on 10 professional case studies from
the American Psychological Association and gen-
erated by LLMs, this study highlights the poten-
tial and limitations of LL.Ms in the diagnosis and
treatment of mental health, and provides valuable
insights and directions for future research and ap-
plication in this field.

2 Related Work

In recent years, with the advancement of natural
language processing technology, Large Language
Models (LLMs) like GPT-4 have been widely stud-
ied in the field of primary consultation and sup-
port in the health field. Michimasa et al. 2024
demonstrated in their experiments that LLMs can
exhibit a level of professionalism similar to that of
psychologists, with no high-risk, aggressive, or dis-
criminatory responses found in conversations with
GPT-4. In addition, Luoma Ke (Ke et al., 2024)’s
study also confirmed that LL.Ms, as a preliminary
diagnostic tool in clinical and counseling psychol-
ogy, can quickly identify potential mental health
problems in users, such as depression and anxiety.
John (Ayers et al., 2023) evaluated responses from
physicians and LLMs, with the results that raters
favoring responses from LLMs, and the quality of
LLMs outpacing physician responses.

However, although LLMs have generally re-
ceived neutral and positive feedback in past re-
search evaluations, they exhibit a range of prob-
lems. Critics, such as Topol (Meské and Topol,
2023), point out that the recommendations gener-
ated by LLMs were not very reliable because the



data used by the large model did not come from a
formal bedside conversation, and that the responses
from the large model may involve fictitious sources.
According to a survey, out of 157 participants, 123
used ChatGPT for health queries. Besides, 83 peo-
ple believed that the treatment recommendations
provided by the large model are more accurate than
those provided by traditional online communities.
While the study found that people prefer to use
LLM:s for health consultations, the researchers also
expressed concerns that the databases of LLMs
need to be updated in a timely manner to ensure the
accuracy and reliability of their information. (Xiao
et al., 2024).

At the same time, Natural Language Process-
ing (NLP) technology has been widely used in text
analysis tasks, and NLP methods have also shown
significant value in the psychological field. For ex-
ample, text analysis methods such as Pearson cor-
relation coefficients and sentiment analysis have
been used to assess the consistency of machine-
generated responses with human expert recommen-
dations (Danna et al., 2024). In addition, NLP
techniques such as TF-IDF and Word2Vec have
been applied to data classification for the assess-
ment of suicidality (Aldhyani et al., 2022). While
these techniques excel in dataset processing, they
have traditionally been used primarily for data clas-
sification in deep learning, or to predict suicidality
and mental illness by analyzing online social me-
dia comments. Existing studies have not focused
on the application of these methods in assessing
the output quality generated by LLMs, revealing
potential research gaps and development directions
in this field.

With the development of Al, especially the inte-
gration of LLMs in mental health, finding a way
to assess the quality of the output of these mod-
els have become particularly urgent (Elyoseph and
Levkovich, 2024). The benefit of quantifying the
output of LLMs is that it can provide an objective
way to evaluate the effectiveness and reliability
of these models in real-world applications. Re-
search has shown that while LLMs can deal with a
wide range of topics, they often lack the depth pro-
vided by human experts, a problem that may stem
from the phenomenon of knowledge duplication
in LLMs (Chen et al., 2023). Therefore, there is
a need to explore and establish a new assessment
framework to comprehensively assess the capacity
of LLMs in terms of mental health diagnosis and
treatment recommendations. Such a framework

can not only help identify and address the short-
comings of LLMs in specific applications, but also
facilitate a more effective fusion of Al and human
expertise.

One methodology can be considered in the
framework is the cosine similarity, which can be
used to compare similarity of the text written by
psychotherapist and LLMs generated text. Cosine
similarity is a vector space modeling technique
used to quantify the similarity between two docu-
ments (Januzaj and Luma, 2022), making it a key
tool for text analysis and comparison. This metric
calculates the cosine value of the angle between
two vectors, representing the position of the text in
a multidimensional space, to determine their simi-
larity. It has a wide range of applications, especially
in the evaluation of text consistency and relevance
in automated systems. In the Automated Essay
Scoring (AES) system, cosine similarity plays an
important role by comparing the text submitted by
students with the documents written by experts. By
using this method in conjunction with weighted
terminology analysis, the AES system achieves
a meticulous assessment of textual consistency,
demonstrating the effectiveness of the method in
an educational setting (Lahitani et al., 2016). In
addition, the field of psychology also employs co-
sine similarity for diagnostic purposes, facilitating
the comparison of the symptoms provided by the
patient with the established psychological profile
during a virtual consultation. This innovative ap-
plication helps doctors reduce their workload as a
diagnostic aid by analyzing the user’s text input to
make a preliminary diagnosis of a patient’s mental
health (Bhattacharya and Pissurlenkar, 2023).

However, when the lengths of the two inputs are
different, the output generated by the cosine similar-
ity method will be significantly affected, which is
not accurate for evaluating the LLMs response and
case studies of text of different lengths. Therefore,
we introduce entropy analysis to more effectively
evaluate the complexity of the results generated by
LLMs. Entropy is a measurement derived from
information theory that measures uncertainty and
randomness within a system. A study using en-
tropy to measure the consistency and diversity of
Key Audit Matters (KAMs) disclosures in audit re-
ports showed that monitoring the entropy of KAMs
disclosures can reveal trends and consistency in the
evolution of audit practices over time (Lin, 2023).
This study suggests that we can evaluate the per-
formance of LLMs by measuring the topic distribu-



tion of entropy and further analyze the diversity of
LLMs-generated topics.

In our study, we aim to critically assess the ef-
fectiveness of LLMs in performing tasks similar to
those of virtual psychologists by using APIs such
as ChatGPT, as well as mainstream NLP tools, in-
cluding LDA and entropy analysis.

3 Methods

3.1 Data Source Selection

Our research methodology starts with selecting the
appropriate dataset to make the evaluation. We
chose a series of formatted case study from APA
instead of using non-structural dataset like DAIC-
WOZ from USC (Burdisso et al., 2024), mainly
because the structured format of the APA is more
in line with the capabilities of LLMs. We initially
used USC’s DAIC-WOZ dataset, but found that
ChatGPT could not track the transcription format
of Q&A correspondingly when processing this type
of transcription’s data without manually intervened.
While we found that manual intervention allowed
ChatGPT to follow the Q&A transcription format
in the dataset, this intervention method was shown
to lead to later human intervention bias in LLM
answers, resulting in inaccurate research results
(Loya et al., 2023). In contrast, the highly well-
formatted APA case studies provide a diverse and
comprehensive mental health scenario, and this
structured format is more suitable for assessing the
diagnostic and treatment recommendation capabil-
ities of LL.Ms than the DAIC-WOZ dataset. In
addition, APA has been mentioned in many psy-
chology research papers and is considered as one
of the most authoritative sources of psychological
research data (Badr et al., 2023; Sheridan and Carr,
2018).

In our study, we selected 10 case studies from
the American Psychological Association (APA),
including cases of individuals with depression
and Post-traumatic Stress Disorder (PTSD). These
cases include the patient’s background, diagnosis,
and corresponding treatment plan. All personal
information has been anonymized by the APA. The
cases cover a diverse range of genders and ages, en-
suring a comprehensive evaluation of the treatment
recommendations provided by LLMs.

3.2 Entropy Analysis for Topic Distribution

In our study, we used entropy analysis to assess
how LLMs divided their attention across different

psychotherapy topics and compared it to human
psychologists. Through entropy analysis, we can
determine whether the text generated by LLMs is
concise or diverse with multiple topics. In order
to ensure fair comparison, we have normalized the
topic probabilities in the document, and the nor-
malization calculation is as follows:
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Here, n;, represents the count of words associ-
ated with topic ¢; within a document, and ) iy
is the total word count across all topics in that doc-
ument. This ensures that the sum of probabilities
across topics equals one, facilitating a meaningful
entropy calculation.

The entropy for each document’s topic distribu-
tion was then computed using the formula:
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This equation, where K is the number of topics
and p(t;) denotes the probability of each topic, uti-
lizes the logarithm base 2 to measure entropy in
bits, enhancing our understanding of topic distribu-
tion’s evenness.

3.3 Prompt Design

In this study, a specific prompt was designed for
the LLMs to ensure consistency in the responses
across different models. This prompt incorporates
a curated list of keywords that are closely related to
mental health treatment, ensuring that the treatment
recommendations generated are relevant and based
on well-established psychological principles.

* Diagnosis Section: The prompt includes key-
words such as anxiety, depression, and panic
attacks. These terms are selected to guide the
LLMs to focus on common psychological con-
ditions, facilitating a targeted exploration of
potential diagnoses.

* Treatment Plan Section: Keywords like Cog-
nitive Behavioral Therapy (CBT), psychody-
namic therapy, and humanistic therapy are
included. These therapies represent a range
of approaches in psychotherapy, allowing the
LLMs to generate diverse and comprehensive
treatment plans.



This methodical selection of keywords is in-
formed by recent advancements in Al applications
within healthcare, where patients can utilize an
LLMs to input relevant keywords or questions, thus
accessing a wealth of medical knowledge (Pagad
etal., 2022). We used this idea to design the prompt
to let LLMs’ output become consistent and relevant.
The complete prompt utilized in our evaluations is
detailed in Appendix A.

3.4 Word Frequency Analysis

We used word frequency analysis to assess the
similarity between the treatments described in the
APA case study and those generated by LLM. Our
study built on the potential LDA topic modeling
of Blei(Blei, 2003) and extends the application of
natural language processing (NLP) techniques in
mental health research outlined by Miner (Miner
et al., 2020). We aimed to compare the differences
in treatment recommendations between the results
generated by LLMs and the demonstration results
in the APA case study by quantifying treatment-
specific terms in text data. Besides, since one re-
search done by Torous and Keshavan (Torous and
Keshavan, 2020) highlights the importance of eval-
uating digital tools to ensure that these tools meet
clinical standards and effectively enhance patient
care in the field of mental health. Our another fo-
cus in our quantitative assessment framework is
the analysis of treatment-related word frequency
comparisons between APA case studies and LLM
outputs. We wanted to use this approach to assess
whether the LLMs was able to generate broader
clinical recommendations, while retaining some
depth of therapeutic insight. Through this explo-
ration, we aim to uncover the potential of LLMs
as a tool for mental health practitioners and the
performance of LLMs in the professional field.

3.5 Comparative Analysis Using Latent
Dirichlet Allocation (LDA)

3.5.1 Objective of Using LDA

In order to provide a detailed analysis and compari-
son of the treatment recommendations provided by
ChatGPT with those described in (APA) case study,
we used the LDA as another important part of our
evaluation framework for LLMs. LDA was chosen
as our methodological tool based on its effective-
ness in identifying potential topics in a large cor-
pus of text, as demonstrated by the groundbreaking
study (Hagg et al., 2022; Kotenko et al., 2021). As
a result, the application of LDA enables a detailed

and structured comparative analysis, with a partic-
ular focus on the thematic differences between the
responses generated by ChatGPT and the treatment
recommendations described in the case study. This
approach allows us to understand ChatGPT’s ca-
pabilities and limitations in psychotherapy related
tasks. Through this analytical perspective, we aim
to critically assess the similarity of ChatGPT rec-
ommendations with contemporary treatment stan-
dards in evaluating the diversity and depth of the
responses, thereby contributing to an ongoing con-
versation about the integration of Al in clinical
settings.

3.6 Summary of Analytical Procedure

The comparative analysis is based on a two-stage
approach, distilling and examining the essence of
the topic through the LDA model of APA case
studies and ChatGPT-generated recommendations.
Before LDA was applied, extensive text data pre-
processing was performed, including tokenization,
stop word removal, and invalid word reduction, to
optimize the text’s topic extraction.

The analysis process is as follows: First, the Sub-
ject Heading Distribution Analysis involves iden-
tifying and visualizing the most important words
within the topics extracted from APA case studies
and ChatGPT outputs. By examining word distribu-
tion, the main thematic focus of each source is elu-
cidated, thereby assessing the consistency and dif-
ferences in treatment topics. Next, the Document-
topic ratio assessment quantifies the representation
of each topic in a single document, facilitating a
fine-grained comparison of topic prevalence be-
tween the original case study and ChatGPT recom-
mendations. This stage uses heat map visualization
to display the topic distribution pattern, highlight-
ing the similarities and differences in theme em-
phasis. Following this, the Compare Topic-Word
Relationship Exploration uses a heat map to fur-
ther dissect the relationship between key terms and
their related topics in the two datasets. This step is
essential for assessing the depth and specificity of
ChatGPT’s treatment recommendations relative to
the established treatment modalities documented
in the APA case study. Finally, the Entropy-based
variability assessment employs entropy measure-
ments to assess the variability of topic distributions
in LLMs and artificially generated text. This analy-
sis quantifies the diversity of topics covered by each
source, providing insights into the comprehensive-
ness of treatment recommendations and concerns.



4 Experiment

In this study, we conducted a comprehensive anal-
ysis of 10 cases of depression treatment, with the
aim of exploring the differences between large lan-
guage models (LLMs) and human psychologists in
providing treatment recommendations. By using
the latent Dirichlet assignment (LDA) model to an-
alyze the text of the treatment recommendations
given by both parties, supplemented by entropy
analysis and word frequency analysis, we try to
reveal the similarities and differences in topic ex-
traction. This article will take the analysis process
of the first case study (Case Study 1) as an exam-
ple, and the data and analysis of the remaining case
studies are included in the appendix.

4.1 LDA Modeling

4.1.1 Word distribution in topic

The advice provided by the LLMs identified by the
LDA model covers topics such as family, group ad-
justment, academic, and medication. While the ad-
vice of human psychologists also exhibits a similar
thematic composition. But in the same case study,
human experts emphasize more specific topics. In
the 2, psychotherapist provide more specific treat-
ment methodology "CBT” compare with LLMs,
which only mention the categorical word such as
"treatment".

4.1.2 Document-topic distribution heatmap

Document-Topic Assignment presents a corpus of
a series of case studies interpreted by LLMs. The
visualization represents a matrix where rows corre-
spond to individual documents and columns repre-
sent topics derived from the LLM output.

Each cell in the matrix reflects the proportion
of the document content that is relevant to a given
topic, which is determined by the inference algo-
rithm of the LDA model. The color gradient from
lighter to darker represents an increase in relevance,
providing a visual measure of the topic’s salience
in each document.

As shown in figure 3 and 4, The results of the
LLMs show the multifaceted distribution of the
various topics, with no single topic dominating
the content of the document. This shows that in
this case study, LLMs tend to distribute content
more evenly across multiple topics, which may
indicate that it takes a less specialized but more
integrated approach when generating discussions
about psychotherapy and mental health.

Figure 1: Word frequency analysis of treatment plans
generated from LLMs by using APA study cases
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Figure 2: Word frequency analysis of treatment plans
based on APA study cases

4.1.3 Topic-word association heatmap

By comparing the document-topic distribution
plots of the two datasets, we observed that LLMs
had a relatively uniform topic distribution across
different documents based on graph 5 and 6, while
human psychologists showed a more pronounced
preference and focus. A similar phenomenon was
observed in the subject-word heatmap analysis,
where the relevance of certain keywords in the hu-
man psychologist’s advice was more concentrated
and more dispersed in the LLMs.

4.2 Entropy Analysis

Furthermore, besides using graphic to extract the
key insights from the dataset, we also compared
the entropy values of treatment recommendations
generated by human psychologists (raw entropy)
and LLMs entropy across different case studies
by using Mann-Whitney U test and traditional box
plot. The entropy is calculated to measure the di-
versity and uniformity of the distribution of topics
in therapeutic texts.

Table 2 shows a comparison of the entropy of
raw and LLMs in different case studies. The table
includes raw entropy, LLMs entropy, the difference
between the two, the percentage difference, and the
absolute difference for each case study.
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Figure 3: Word frequency heatmap analysis of treatment
plans generated from LLMs by using APA study cases
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Figure 4: Word frequency heatmap analysis of treatment
plans based on APA study cases

Figure 7 presents a box-plot comparing the en-
tropy values of original text and LLM-generated
text across different case studies, providing a visual
representation of the data.

4.2.1 Mann-Whitney U test

To statistically evaluate the difference in entropy
between the original text and the LLM-generated
text, we also performed the Mann-Whitney U test,
which is a non-parametric test suitable for compar-
ing differences between two independent samples.
The results are shown in the table 1 and show that
there is no statistically significant difference be-
tween the two sets of text.

Table 1: Mann-Whitney U test result

measurement value
U statistics 31.0
P value 0.162

In our study, the Null Hypothesis (Hp) is that
there is no significant difference in treatment rec-
ommendations between large language models
(LLMs) and case studies overall. The Mann-

Topic-Word Heatmap with Entropy
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Figure 5: Entropy heat-map analysis of treatment plans
generated from LLMs by using APA study cases

Topic-Word Heatmap with Entropy
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Figure 6: Entropy heat-map analysis of treatment plans
based on APA study cases

Whitney U test of entropy showed a U statistic
of 31.0 and a P-value of 0.162, suggesting that the
difference in topic distribution between the text
generated by LLMs and the text generated by hu-
man psychologists was not statistically significant,
which supported our (Hp) that LLMs and human
psychologists’ recommendations were similar in
diversity and uniformity.

5 Results

5.1 Interpretation of Topic-Word Frequency
Analysis

The LDA analysis of the case studies uncovered
a diverse range of topics associated with PTSD
and depression, including treatment methods, pa-
tient living environments, and social factors such
as school and social circles. These topics reveal
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Figure 7: Comparative Entropy Analysis of LLMs-
Generated and Expert-Designed Treatment Plans in Psy-
chological Case Studies

both consistency and differentiation between the
treatment recommendations generated by LLMs
and those provided by human experts. While
LLMs effectively identified general treatment top-
ics like "medications" and "symptoms," they often
lacked the depth and specificity evident in human-
generated recommendations. For instance, human
psychologists frequently mentioned specific ther-
apies such as CBT, whereas LLMs tended to use
broader terms like "treatment."

The document-topic distribution analysis further
highlighted significant differences in the depth of
engagement between LLMs and human experts.
Human psychologists provided detailed and more
professional terms, such as "CBT," whereas LLM-
generated responses were more general. This sug-
gests that, while LLMs can cover a wide range of
relevant topics, they do not engage with the same
level of depth, complexity, and detail as human
experts. These findings align with the entropy anal-
ysis results, reinforcing the ongoing disparity in
professionalism between large language models
and human experts.

Based on the analysis of Figures 5 and 6, distinct
differences were observed in the topic-word asso-
ciations and entropy values between the treatment
recommendations provided by human psycholo-
gists and those generated by LLMs. The heatmaps
demonstrate that human-generated texts have more
concentrated keyword relevance within specific top-
ics, resulting in lower entropy values and indicating
a more focused and detailed discussion. In contrast,
LLM-generated texts display a broader but less fo-
cused distribution of keywords, leading to higher
entropy values. This dispersion suggests that LLMs
cover a wider array of topics but with less depth and

specificity. For example, in Topic 3, the keywords
in LLM-generated texts are more evenly spread
across terms like "academic," "week," and "ini-
tially," reflecting a general approach rather than a
detailed examination.

To statistically validate these findings, we tested
the Null Hypothesis (Hg) that there is no significant
difference in treatment recommendations between
large language models (LLMs) and human experts.
Using the Mann-Whitney U test on entropy values,
we obtained a U statistic of 31.0 with a p-value of
0.162. This supports the null hypothesis, indicating
no significant difference in the overall uniformity
of topic distribution between LLMs and human
experts.

Overall, the heatmap and entropy analysis high-
light the need for further refinement of LLMs to
enhance their ability to provide detailed and spe-
cific treatment recommendations, aiming to achieve
a balance and depth similar to that of human psy-
chotherapists. These observations underscore the
ongoing need to improve LLMs for more effective
therapeutic applications.

6 Conclusion

In this study, we have conducted a comprehen-
sive analysis comparing Large Language Models
(LLMs) with human psychologists in providing
treatment recommendations for depression. Em-
ploying Latent Dirichlet Allocation (LDA) and
entropy analysis, we found that while LLMs ex-
hibit comparable diversity and uniformity in gen-
erating treatment recommendations, they lack the
specificity and depth of human experts. LLMs
effectively cover a wide range of topics but do
not engage with the nuanced details that character-
ize human-generated recommendations. Despite
this, the uniformity and diversity in LLM-generated
recommendations suggest significant potential for
their application in mental health care. However,
further improvements are necessary to ensure con-
sistent and in-depth performance across therapeutic
scenarios. This study provides valuable insights
into the potential and challenges of integrating
LLMs into mental health practices while providing
a new methodology in evaluating text-based LLMs
generated response, paving the way for future re-
search to enhance the effectiveness and reliability
of Al-driven therapeutic solutions.



7 Limitations

Although this study provides important insights
into Al-based approaches to the comparison of vir-
tual psychotherapists with human professionals,
there are several limitations to be concerned about.
First, the generalizability of our results may be lim-
ited due to the specificity of the case studies used
from APA sources and the datasets on which LLMs
were trained, and the conclusions of the study are
not broadly representative due to the small amount
of data. In addition, since we did not collect the lat-
est study cases, and the LLMs was trained based on
massive amounts of data, this may lead to the limita-
tion of our analysis conclusions due to the fact that
some of the treatments in our study cases are not
the latest mainstream treatments. At the same time,
our analysis relied on textual data through LDA
models, which also limited our ability to consider
non-verbal cues and clinical intuitions inherent in
human treatment. In addition, the ability of large
model systems to interpret complex human emo-
tions and clinical contexts remains lacking, which
may affect the depth of therapeutic interventions
recommended by these systems. Ethical issues
regarding privacy and data sensitivity, as well as
the enormous computational demands for deploy-
ing LLMs in clinical settings, also pose significant
challenges.

It is worth noting that in some cases during our
LDA analysis, the Entropy of the subject distribu-
tion (Entropy) appeared to be greater than 1. This
may be due to outliers in the data preprocessing
steps (such as word frequency calculation, TF-IDF
transformation, etc.), which further affects the out-
put of the model. These outliers may be ampli-
fied in subsequent processing steps, resulting in a
probability value greater than 1. Although these
numerical errors usually do not significantly affect
the overall performance of the model and the final
analysis results, the handling of these anomalies
needs to be considered in further research.

Moreover, LLMs are highly dependent on the va-
riety and richness of the input data they are trained
on. In cases where training data lack demographic
diversity or contain biased information, this can
lead to skewed or biased Al-generated recommen-
dations and diagnoses. Therefore, while LLMs can
significantly expand access to mental health ser-
vices, the underlying biases in training datasets can
limit the appropriateness and effectiveness of the
recommendations provided, especially for under-

represented groups. Addressing these data biases is
essential to ensure equitable mental health support
across diverse populations. This aspect highlights
the need for continual updates and the urgency
of having a professional clinical dataset to miti-
gate biases and improve the accuracy and fairness
of Al-driven mental health interventions. Further
studies should focus on developing robust methods
for continuous data validation and enhancement,
introducing more comprehensive textual data anal-
ysis methods based on quantitative approaches, as
well as the implementing comprehensive ethical
frameworks to govern Al usage in mental health
settings.
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A Generating Psychologically-Informed
Treatment Recommendations Based on
Detailed Case Information

Introduction: I will provide you with essential
information about a client needing psychological
consultation, which may include but is not limited
to age, gender, symptoms, past diagnostic informa-
tion, current life circumstances, treatment goals,
and expectations. Assuming you are a highly pro-
fessional psychotherapist, you are required to give
me psychological counseling treatment recommen-
dations.

Detailed Case Information:

Age and Gender: Provide the client’s age and
gender. Primary Symptoms: Describe the client’s
main psychological or emotional symptoms, such
as anxiety, depression, panic attacks, etc. Diag-
nostic History: Outline any formal diagnoses the
client has received in the past and the outcomes
of any treatments they underwent. Current Life
Circumstances: Describe the client’s family envi-
ronment, work or school situation, and social activ-
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ities. Treatment Goals and Expectations: Specify
the concrete expectations and goals of the client
and their family for the treatment, including prob-
lems they hope to resolve and areas of life they
wish to improve.

Treatment Recommendation Requirements

Diagnosis: You need to give a diagnosis based
on the information I provided to you. You also
need to give a detail reason of why you give this
diagnosis.

Psychotherapy Plan: Theoretical Framework
Selection: Based on the client’s symptoms and di-
agnosis, choose an appropriate psychotherapy the-
oretical framework, such as Cognitive Behavioral
Therapy (CBT), psychodynamic therapy, humanis-
tic therapy, etc. Specific Therapeutic Techniques:
Detail the therapeutic techniques to be used, such
as exposure therapy, emotional restructuring, psy-
choeducation, etc.

Medication Recommendations (if applicable):
Suggest possible pharmacological treatments, not-
ing recommended types of medication, suggested
dosages, and potential side effects.

Supportive Therapy Measures: Recommend
supportive therapy measures such as group therapy,
family therapy, or other community resources to
enhance the effectiveness of the primary treatment
plan.

Lifestyle and Behavioral Advice: Provide rec-
ommendations for lifestyle adjustments that im-
prove overall health and psychological state, in-
cluding regular physical activity, healthy eating,
and good sleep habits.

Monitoring and Adjustment: Describe the pro-
posed evaluation and monitoring plan to regularly
check the effectiveness of the treatment and adjust
the treatment plan as needed.

Output Format Requirements: Please provide
the treatment plan in a report format, where each
section is clearly titled and thoroughly described.
Language and Expression:

Use precise professional terminology, ensur-
ing that language is clear, rigorous, yet empa-
thetic and understanding toward the client.

Ethical Considerations

B Study Cases and ChatGPT-Generated
Responses Used in the Evaluation

The responses were generated on 5/7/2024 and
5/8/2024 by OpenAlT’s large language model, GPT-
4. The links to the original chat history with Chat-
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GPT were listed below:

Study Case
https://chat.openai.com/share/23f1b1f1-021b-
4d82-be34-dd71ba6d1348

Study Case
https://chat.openai.com/share/91c6bbca-cd58-
4510-8894-55ad9d773112

Study Case
https://chat.openai.com/share/73ddal 1f-afeb-
4tb4-b5Sel-4faaldcbdcT2

Study Case
https://chat.openai.com/share/a721c2a6-1405-
4bb9-aldd-ea80beb78a9a

Study Case
https://chat.openai.com/share/b94e1d7f-7f52-
49a3-b0ab-9e14c74cbfla

Study Case
https://chat.openai.com/share/78605bcd-473d-
4e83-b8c0-467700083251

Study Case
https://chat.openai.com/share/78605bcd-473d-
4e83-b8c0-467700083251

Study Case
https://chat.openai.com/share/80dc4e95-07dd-
4bae-aSec-2c20d12b41fc

Study Case
https://chat.openai.com/share/41571272-52f1-
4954-9431-87eb04a3cd16

Study Case
https://chat.openai.com/share/7993a913-b157-
4374-9618-fc34470c8bad

4.

6:

7:

8:

9:

10:
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C Entropy Comparison Table

Table 2: Entropy Comparison

Case Orig. Entropy LLM Entropy % Diff. Abs. Diff.
Case Study 1 1.163029 1.167993 -0.43 0.004964
Case Study 2 1.019811 1.250628 -22.63  0.230817
Case Study 3 1.266897 1.130842 10.74  0.136054
Case Study 4 1.065192 1.115729 -4.74 0.050537
Case Study 5 1.144286 1.167156 -2.00 0.022870
Case Study 6 1.094543 1.471529 -34.44  0.376986
Case Study 7 1.208523 1.408343 -16.53  0.199819
Case Study 8 1.336413 1.189755 10.97 0.146658
Case Study 9 1.102466 1.270382 -15.23  0.167915
Case Study 10 1.221561 1.168837 4.32 0.052724
Mean Entropy 1.162272 1.234119

Standard Deviation 0.097259 0.119291
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D Entropy Comparison Table - Box plot

Table 3: Entropy Comparison Box plot

Scores Median IQR Q1 Q3 Min Max

Entropy (Psychotherapist) 1.15 0.12 1.10 122 1.02 1.34
Entropy (Large Language Model) 1.18 0.10 1.17 1.27 112 147
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Figure 12: LLMs Analysis Results for Case Study 3
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Figure 14: LLMs Analysis Results for Case Study 4
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Figure 19: Original Analysis Results for Case Study 6
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Figure 21: Original Analysis Results for Case Study 7
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Figure 22: LLMs Analysis Results for Case Study 8
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Figure 23: Original Analysis Results for Case Study 8

Document Topic Distribution
° —
1 0n
e oe
kS —

I —

2 ! 05

Document Topic Distribution

Document Topic Distribution

-_|

“Topic Word Heatmap with Entropy

Figure 24: LLMs Analysis Results for Case Study 9
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