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Abstract

In this paper, we investigate the problem of
including relevant information as context in a
dialogue system. Most models struggle to iden-
tify and incorporate important knowledge from
dialogues and simply use the entire turns as con-
text, which increases the size of the input fed to
the model with unnecessary information. In or-
der to surpass this problem, we substitute part
of the context with a summary and increase the
ability of models to keep track of all the previ-
ous utterances. We show that including a sum-
mary as input to a dialogue model increases the
overall quality of generated responses and en-
hances the ability to capture information from
the context long ago.

1 Introduction

Chit-chat systems have become more and more
prominent with the emergence of large pre-trained
models and the increased access to public libraries
(Wolf et al., 2020; Gardner et al., 2017; Miller et al.,
2017) that allow to easily train and deploy these
models. However, these models tend to generate
meaningless responses and fail to capture long-
term language dependencies, particularly in the
dialogue setting where conversations can attain lots
of interactions and contain long turns.

Recent approaches have studied the ability of
deep generative models to capture relevant infor-
mation from the dialogue context (Sankar et al.,
2019; Dusek and Jurcicek, 2016). They have found
that these models do not efficiently make use of
all parts from the dialogue history and tend to ig-
nore relevant turn information. Other approaches
(Mehri et al., 2019; Ortega and Vu, 2017; Kale
and Rastogi, 2020; Henderson et al., 2020) have
attempted to represent the context and leverage the
resulting representations to various dialogue tasks.
However, none of these approaches has studied the
substitution of the context with a summary.

In this paper, we investigate the importance of
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Summary: Maya will buy 5 packs of earplugs for
Randolph at the pharmacy.

Figure 1: Example of a dialogue between two speakers
and the respective summary on the SAMSum dataset.

reducing the context size in the open-domain di-
alogue task and attempt to answer the following
question: can a summary of the previous context
include all the important information and also de-
crease the input size fed to a model? To answer this
question, we propose a simple yet effective method
that incorporates summaries of the previous turns
that are not included as input. To the best of our
knowledge, we are the first to introduce and substi-
tute parts of context with summaries as input in a
decoder framework. Furthermore, we train differ-
ent versions of the model by varying the amount of
context fed as input and also by including (or not)
a summary, which allows to directly compare the
impact of adding the summary in the quality of the
responses.

The training is divided in two independent
stages: first, we fine-tune BART (Lewis et al.,
2020) in the SAMSum corpus (Gliwa et al., 2019)
and use it to generate summaries for the dialogue
context. Then, we fine-tune GPT-2 with the sum-
maries from the previous stage by incorporating
them with the dialogue between both speakers.

We evaluate our model on the open-domain
Persona-Chat dataset (Zhang et al., 2018) and show
that it is possible to increase the overall perfor-
mance of the models by substituting part of the



Speaker 2
<sos_spk2> i give away lots
of my vegetables to veterans.

i'm a veteran. <eos_spk2>
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Persona Summary
<sos_p> my favorite book is enders <sos_s> speaker 2 enjoys reading
game. i am a veteran. i like to read. i and gardening. he spends a lot of
have a garden. <eos_p> time in his garden. <eos_s>

Speaker 1 Speaker 2 Speaker 1
<sos_spk1> do you see a lot of | | <sos_spk2> yes. <sos_spk1>do
animals around your garden? i lots of rabbits you work?

love seeing animals <eos_spk1> <eos_spk2> <eos_spk1>

Speaker 2: doing good . what are some of your favorite books? h
Speaker 1: i do not read books much just sheet music. i want to be a singer.
Speaker 2: i enjoy reading but also garden in my spare time.

Speaker 1: when i am not singing i am playing tennis.

Speaker 2: i spend a lot of time in my garden.

J

Figure 2: Example of an input fed to our model and the corresponding generated answer. Here, the summary
represents the whole history that was not included as context.

context with a simple summary, and thus signif-
icantly reduce the size of information fed to the
model, also allowing to decrease the power con-
sumption and memory usage in the training phase.

2 Related Work

Since the introduction of sequence-to-sequence
models (Sutskever et al., 2014; Bahdanau et al.,
2015), chit-chat dialogue systems have been in con-
stant evolution and are more capable of generating
fluent and human-like sentences. In these systems,
the encoder extracts important features from the
utterances and passes that information to a decoder
that generates a response.

Considering that our approach attempts to pro-
vide a proper substitute for the dialogue history,
the related work that becomes more relevant is the
work that focuses on studying and representing the
context in the dialogue task. Sankar et al. (2019)
study the aptitude of RNNs and Transformers mod-
els to interpret and understand the dialogue context
by introducing synthetic perturbations to the his-
tory. They show that Transformers are less sensitive
to structure perturbations and seem to fail in captur-
ing the dialogue dynamics between turns. Hender-
son et al. (2020) introduce ConveRT, a lightweight
framework to represent multi-turn context where it
is possible to transfer learned encodings at differ-
ent layers to other dialogue tasks. Liu et al. (2021)
encode the dialogue context using ConveRT and
merge that representations with the user request to
generate appropriate and context-aware responses.

Although recent advances have introduced differ-
ent techniques to represent and embody dialogue
context into generative models, none of these ap-
proaches has studied the impact of using summaries
as replacements for the dialogue history.

3 Method

3.1 Summary Generation

In order to summarize the dialogue context, we
use BART-large (Lewis et al., 2020), a transformer
architecture with a bidirectional encoder similar to
BERT (Devlin et al., 2019) and a decoder similar
to GPT (Radford et al., 2019), pre-trained on the
English Wikipedia and BookCorpus dataset. In a
preliminary phase, we fine-tune the model on the
SAMSum corpus (Gliwa et al., 2019), a dataset
collected for the abstractive summarization task
where the goal is to summarize a dialogue between
different speakers. Figure 1 shows an example of
a dialogue from this dataset. After that, we use
this fine-tuned model to generate the summaries
for every turn of the Persona-Chat dataset.
Initially, we did some preliminary experiences
where we summarized the dialogue between both
speakers’ utterances, which resulted in a sum-
mary that embodied relevant information from both
speakers. However, by examining a few examples,
we observed that the resulting summaries some-
times focused on the information from Speaker 1
and omitted relevant information from Speaker 2,
which is the target speaker that functions as the an-
swering bot. Additionally, the Personas that occur



Context Summary BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L Avg. Length Max. Length
0 N 3.70 0.184 0.0423 0.176 71 115
1 N 3.94 0.192 0.0455 0.183 96 291
2 N 3.86 0.194 0.0462 0.185 118 309
3 N 4.03 0.196 0.0430 0.186 136 366
4 N 3.32 0.193 0.0450 0.184 150 274
5 N 3.89 0.180 0.0366 0.172 160 434
0 Y 3.76 0.187 0.0423 0.179 86 115
1 Y 3.95 0.195 0.0472 0.185 107 305
2 Y 3.95 0.191 0.0419 0.182 127 349
3 Y 3.73 0.189 0.0428 0.180 140 376
4 Y 4.11 0.195 0.0444 0.186 153 380
5 Y 4.05 0.193 0.0413 0.183 162 386

Table 1: Results for the experiments with and without summaries on Persona-Chat. Table shows that with exception
of the version with context 3, the addition of a summary increases the overall BLEU score of the model. We also
observe improvements in ROUGE score for all versions except with context 2 and 3.

in each dialogue are related only to Speaker 2, so
we chose to only summarize the turns from Speaker
2 as we want to keep track of the context related to
that speaker.

3.2 Decoder Fine-Tuning

In this stage, we fine-tune a GPT-2 transformer
decoder in the Persona-Chat dataset. We use a
pre-trained version trained on a large corpora of di-
alogues, DialoGPT (Zhang et al., 2020), which pro-
duces more relevant and context-consistent answers
in comparison to the original pre-trained version,
and thus becomes more suitable for our application.
We build the input as seen in Figure 2, where the
second speaker corresponds to the agent that will
answer to the other speaker’s request utterance.

Consider a dialogue d with n turns and a per-
sona p. Then, the input ¢,, at the n-th turn can be
described as:

tn = {D, S0.i-1, Ci.n—1,Tn },

where s is the summary of the dialogue until
the context ¢ — 1 (inclusive), c corresponds to the
pairs of Speaker 1 and Speaker 2 full sentences
represented as context, and x is the current request
from Speaker 1. The model then generates an ap-
propriate response for the n-th turn of Speaker 2 r;
according to the distribution p(r,|t,). For instance,
if the context is only the last pair of sentences, then
the summary will be from the beginning of the
dialogue until the last but one pair of sentences.

We create special tokens for each part of the in-
put in order to help the model distinguish between
the different segments.

4 Experiments

4.1 Experimental Setup

In order to compare and evaluate the impact of
adding summaries as input, we train different ver-
sions of the model where we vary the size of con-
text that is given. As discussed in Section 3.2, we
use a version of GPT-2 trained specially for the
dialogue generation task, which contains 12 layers
of decoder Transformer blocks. The maximum in-
put size is 1024 and we generate an answer with
a maximum size of 200. We use Adam as the op-
timizer with a learning rate of 6.25¢ =5, and train
the model for 5 epochs with patience 1. We use
HuggingFace’s library (Wolf et al., 2020) which
provides an implementation with a language mod-
elling head on top of the GPT-2 decoder, and gen-
erate the answer using a greedy search approach,
where the next word selected is the one with the
highest probability. We report BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004), both auto-
matic metrics that measure fluency by comparing
the word occurrences between the generated and
the ground truth responses.

4.2 Results and Discussion

In Table 1, we present the results of the experiments
with and without the inclusion of summaries, and
observe that the version that achieves the higher
BLEU score is the model with context 4. When we
fix the context and directly compare the versions
with and without context, we observe that in all
with exception of the version with context 3, the
inclusion of summaries improves the overall BLEU
score of the results. We also observe improvements
on ROUGE score in all versions except with con-



BLEU per Turn Size

Context Summary 0 1 2 3 4 5 6

0 Y 633 471 3.65 4.18 3.06 246 244
0 N 720 463 404 373 276 239 231
1 Y 681 477 387 405 312 279 299
1 N 710 5.09 4.01 386 290 280 2.6l
2 Y 395 688 487 377 399 345 286
2 N 386 555 499 421 4.07 325 275
3 Y 6.71 435 352 366 294 285 237
3 N 637 4.60 415 4.60 339 316 2.97
4 Y 670 4.61 431 4.63 3.51 278 3.06
4 N 574 417 348 356 267 288 195
5 Y 743 497 412 429 299 297 257
5 N 589 471 425 402 325 293 2.64

Table 2: BLEU score per turn. We divide the dialogues by the size of the turn. As we can observe, all models with
summary except the one with context 3 perform better. We also observe that the models with summary achieve

greater results when the turn size is higher.

text 2 and 3. This shows that the addition of the
summary may increase the ability of the model to
generate responses more appropriate and closer to
the golden ones.

Input Size. We report the average size and the
maximum size of the input fed to the model in
the evaluation setting. As we can see, the addi-
tion of a summary to the input only increases the
size provided to the model a few points. Addition-
ally, if we required to reduce the model’s input size
or if we consider a scenario where the dialogues
were very extensive, the inclusion of the summary
would allow to reduce the size but embody impor-
tant information from all previous context. Here,
the summaries are fundamental as they encapsu-
late the context that could not be included and also
reduce the size of the input needed to generate an
appropriate answer.

Scores by Turn Size. Finally, we performed an
extensive analysis of the results by calculating the
overall score for each turn size, and compared
which version of the model obtained the higher
score in every turn. We consider turn size as the
number of pairs of sentences between Speaker 1
and 2 plus the additional last request from Speaker
1. In Table 2, we report BLEU score for each turn
size for the versions with and without summary un-
til turn size 5. As we can observe, when the context
fed to the model is lower, the addition of a sum-
mary improves the model’s score, especially when
the turn size is higher. This shows the effectiveness
of the summaries at capturing information from the

context long ago.

Response Generation. Although achieving
higher results when comparing to the versions
without summaries, the models still obtain a low
BLEU score, which indicates that these systems
are not yet prepared to the real-world scenario. By
examining a few generated examples, we observed
that in some cases the summary generated included
irrelevant information such as greetings "Speaker
2 wants to know how are you doing" or excluded
from the summaries important information, as
turns where it mentions some of the speaker’s
hobbies. By omitting this information, the model
is not able to understand that this information was
already mentioned in a previous turn and leads to
the generation of similar and repetitive responses.

5 Conclusion and Future Work

In this paper, we present a simple yet effective
method for representing dialogue context in the
open-domain setting. We show that it is possible
to reduce the size of the input and maintain the
ability to keep track of the relevant information in
the previous turns. This is useful especially when
the dialogues and the turns are very extensive and
carry out too much irrelevant knowledge. In future
work, we would like to extend the use of dialogue
summarization to the task-oriented setting.
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