
Published as a conference paper at ICLR 2025

SOCIETAL ALIGNMENT FRAMEWORKS CAN IMPROVE
LLM ALIGNMENT
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ABSTRACT

Recent progress in large language models (LLMs) has focused on producing re-
sponses that meet human expectations and align with shared values — a process
coined alignment. However, aligning LLMs remains challenging due to the inher-
ent disconnect between the complexity of human values and the narrow nature of
the technological approaches designed to address them. Current alignment meth-
ods often lead to misspecified objectives, reflecting the broader issue of incomplete
contracts, the impracticality of specifying a contract between a model developer,
and the model that accounts for every scenario in LLM alignment. In this pa-
per, we argue that improving LLM alignment requires incorporating insights from
societal alignment frameworks, including social, economic, and contractual align-
ment, and discuss potential solutions drawn from these domains. Given the role of
uncertainty in contract formalization within societal alignment frameworks, this
paper investigates how it manifests in LLM alignment. We end our discussion by
offering an alternative view on LLM alignment, framing the under-specified nature
of its objectives as an opportunity rather than perfect their specification. Beyond
technical improvements in LLM alignment, we discuss the need for participatory
alignment interface designs.

1 INTRODUCTION

As large language models (LLMs) advance to unprecedented levels of proficiency in generating
human-like language, aligning their behavior with human values has become a critical challenge
to ensuring their usability in real-world applications (Leike et al., 2018; Gabriel, 2020; Ouyang
et al., 2022; Shen et al., 2023). This alignment encompasses both explicit values, such as following
instructions and being helpful, and implicit values, such as remaining truthful and avoiding biased
or otherwise harmful outputs (Askell et al., 2021). In fact, the rise of LLM-based chat assistants
has largely been driven by their ability to follow instructions and engage in open-ended dialogue,
demonstrating the importance of alignment, enabled by algorithms such as reinforcement learning
from human feedback (RLHF; Ouyang et al. 2022; Ziegler et al. 2020).

Despite these advancements, aligning LLMs with human values remains a formidable challenge
(Wei et al., 2023; Williams et al., 2024; Greenblatt et al., 2024). This difficulty primarily stems from
the fundamental gap between the intricacies of human values and the often narrow technological
solutions (Hadfield-Menell & Hadfield, 2019). Current LLM alignment methods, such as RLHF,
often result in misspecified alignment objectives, where reward functions reflect human values only
within designer (or annotators) provided scenarios, a finite set among an infinite set of values, fail-
ing to generalize in unforeseen contexts (Amodei et al., 2016; Hadfield-Menell & Hadfield, 2019;
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Skalse et al., 2024; Turner et al., 2020; 2021). While developers acknowledge the problem of mis-
specification (Leike et al., 2018; Shen et al., 2023), its root causes have been largely overlooked.
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Figure 1: We view human-LLM interactions as a principal-agent framework, where a principal (a
system designer) incentivizes an agent (an LLM) to take an action a by offering a reward r. This
framework assumes that the agent’s action is driven by its reward function, forming a pair (a, r) that
serves as a contract between the agent and the principal. However, this contract is incomplete. To
address this incompleteness, we explore societal alignment mechanisms of social, economic, and
contractual alignment as guiding principles for LLM alignment.

To better understand this misalignment, we frame LLM alignment within a principal-agent
framework (Eisenhardt, 1989), a well-established paradigm in economic theory. As shown in
Figure 1, in this framework, LLM acts as the agent and the model developer (or user) serves as the
principal. We define a contract as a pair: an action taken by the agent and the corresponding reward
assigned by the principal. For example, a contract in LLM training could reward the model for
generating responses that follow factual accuracy constraints while penalizing hallucinated outputs.
The principal is able to steer the agent’s behavior toward intended objectives with an appropriate
reward. In an ideal scenario, a complete contract would perfectly align the agent’s actions with the
principal’s objectives in all possible states of the world.

However, designing a fully specified contract that anticipates every possible scenario in model train-
ing is infeasible (Hadfield-Menell & Hadfield, 2019; Zhuang & Hadfield-Menell, 2020). In LLM
alignment, this challenge is reflected in the reward function, which is derived from explicitly elicited
values or implicitly implied values in the form of human preferences. Due to difficulties in quanti-
fying complex human values (Leike et al., 2018), and the high annotation costs required to capture
these values effectively (Klingefjord et al., 2024), the reward function is incomplete. As a result, it
often leads to a solution that is detrimental to unspecified values (Zhuang & Hadfield-Menell, 2020).

These alignment challenges are not unique to LLMs. In fact, they echo broader alignment problems
that humans encounter daily due to incomplete contracts. Institutions such as society, economy,
and law enable us to thrive despite incompleteness. In this position piece, we advocate for
leveraging insights from societal alignment frameworks to guide the development of LLM
alignment within incomplete contracting environments. Drawing on principles from social
alignment (Section 4.1), economic alignment (Section 4.2), and contractual alignment (Section 4.3),
we propose solutions to guide behavior in incomplete contracting environments, much like they
have for human societies (see Figure 1). However, even within these frameworks, uncertainty
remains an inherent factor in incomplete contracting environments (Seita, 1984). In Section 5, we
examine its real-world implications and how it manifests in LLM alignment. For instance, an LLM
analyzing a patient’s symptoms to suggest a diagnosis might lack access to the patient’s full medical
history or contextual background. In such cases, the model must navigate uncertainty to avoid
overwhelming the user with complex, unfiltered medical information, which could lead to confusion
or misinterpretation. Finally, we offer an alternative view on LLM alignment (Section 6), viewing
the under-specified nature of its objectives as an opportunity rather than a flaw to be resolved solely
through technological solutions. Instead, we discuss the need for participatory alignment interface
designs that actively engage diverse stakeholders in LLM alignment.
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2 CONTEMPORARY APPROACH TO LLM ALIGNMENT

Aligning LLMs with human values is commonly understood as training them to act in accordance
with user intentions (Leike et al., 2018). The objective of LLM alignment is often conceptualized as
fulfilling three core qualities, often referred to as the “3H” framework: honesty (regarding their ca-
pabilities, internal states, and knowledge), helpfulness (in performing requested tasks or answering
questions within safe bounds), and harmlessness (encompassing both the refusal to fulfill harmful
requests and the avoidance of generating harmful content) (Askell et al., 2021; Bai et al., 2022a).

A prominent approach to achieve this alignment is through a preference-based approach like RLHF.
The RLHF pipeline usually includes three stages: supervised fine-tuning (SFT), preference sam-
pling and reward model training (Christiano et al., 2017; Stiennon et al., 2020), and reinforcement
learning fine-tuning either using proximal policy optimization (PPO; Schulman et al. 2017), or
directly through policy optimization (DPO; Rafailov et al. 2023). The process usually starts with a
generic pre-trained language model, which undergoes supervised learning on a high-quality dataset
for specific downstream tasks. In this paper, we focus on the implications of the reward modeling
stage due to its connection to an incomplete contract, which we will lay out in Section 3.

2.1 REWARD MODELING FROM HUMAN PREFERENCE.

In the reward modeling stage, for a given input prompt x, the SFT model generates paired outputs,
y0, y1 ∈ Y × Y , where Y denotes the set of all possible outputs that the model can generate in
response to a given input. Human evaluators then select their preferred response, y ∈ y0, y1, provid-
ing data that guides the alignment process (Christiano et al., 2017; Stiennon et al., 2020). Human
preferences are modeled probabilistically using frameworks like the Bradley-Terry model (Bradley
& Terry, 1952). The preference probability for one response over another is expressed as:

p(y1 ≻ y2 | x) = exp(r(x, y1))

exp(r(x, y1)) + exp(r(x, y2))
, (1)

where r(x, y) is a latent reward function approximated by a parametric reward model, rϕ(x, y).
Using a dataset of comparisons D, the reward model is trained by minimizing the negative log-
likelihood:

LR(rϕ,D) = −E(x,yw,yl)∼D

[
log σ

(
rϕ(x, yw)− rϕ(x, yl)

)]
, (2)

where σ is the logistic function and yw and yl denote the preferred and dispreferred completions
among (y1, y2).

3 LLM ALIGNMENT AS A CONTRACT

In the following, we formalize LLM alignment through the lens of contract theory (Hadfield-Menell
& Hadfield, 2019), a subfield of economics that studies how agreements are designed under
conditions of incomplete information. We describe human-LLM interactions as a principal-agent
relationship, where a principal (e.g., the user, system designer, or a company) seeks to incentivize an
agent (an LLM) to act in a desired manner (Echenique et al., 2023) (see Figure 1). This framework
provides a way to conceptualize how a model developer or the principal tries to align the agent’s
behavior with their objectives, using the agent’s action and its reward function as a contract. In
this section, we explore the contract formalization (Section 3.1) and how the incompleteness of this
contract (Section 3.2) directly leads to misalignment (Section 3.3) in the context of LLM alignment.

3.1 CONTRACT FORMALIZATION

Following Echenique et al. (2023), we define a contract as a pair (a, r), where a ∈ A represents
an action of an agent and r : (X × Y) → R is a reward function.1 The function r determines
the agent’s reward based on the observed input-output pair (x, y). In the context of a user-LLM
interaction, an input x ∈ X corresponds to a user prompt, and output y ∈ Y is the LLM-generated
response. A contract might be, for instance, a positive reward if the model avoids hate speech in

1Here we loosely refer a to mean one action or a series of actions that lead to an LLM output.
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the output. Here, the reward function would be trained on prompt-response pairs, awarding higher
scores to responses that do not contain hate speech.

The framework is initiated when the user, acting as the principal, initiates the interaction by prompt-
ing an LLM, thus implicitly proposing a contract. The LLM, acting as an agent, then implicitly
either accepts or rejects this contract. Rejection of the contract displays in the LLM not converg-
ing towards the desired output, which is a generated response without hate speech. Upon implicitly
accepting the contract, the LLM conducts an action a, which can be viewed as a probability distribu-
tion over all possible model outputs that satisfy the contract. We note that the user does not directly
observe the LLM’s internal decision of its action but only the resulting output y. Consequently, the
agent is rewarded according to the agreed-upon reward function, r(x, y), implemented as a reward
signal during the training phase. The principal experiences the utility derived from the output y; that
is, the user benefits from the generated response but also suffers if the model behaves adversarially.

3.2 THE CHALLENGE OF INCOMPLETE CONTRACTING IN AI

Although the specific implications of incomplete contracting for LLM alignment remain underex-
plored, the concept has been studied in the broader context of AI alignment (Hadfield-Menell &
Hadfield, 2019). Alignment between the principal and the agent theoretically requires a complete
contract (Williamson, 1973; Hadfield-Menell & Hadfield, 2019). A complete contract would per-
fectly align the principal’s objectives with the agent’s behavior in all possible states of the world.
This requires that action a and reward function r(x, y) be optimally defined for all input-output
pairs. However, achieving complete contracts is practically infeasible for AI systems, rendering
incomplete contracting unavoidable (Hadfield-Menell & Hadfield, 2019). This is primarily due to
the fact that machine learning systems inherently operate with underspecified objectives (D’Amour
et al., 2022), which stems from the practical difficulty in defining a reward function r(x, y) that fully
captures the complexities of the desired behavior.

The difficulty in specifying such a complete reward function arises from several issues. First, a
key challenge for AI alignment generally, real-world applications are too complex to generate all
possibilities, hindering the specification of every possible (a, r) pair (OpenAI, 2016). The space of
possible outcomes, denoted by Y in the formalization is not tractable. This mirrors the challenge of
LLM in generating outputs for new input it might receive during inference. The challenge extends
beyond the practical limitations of fully specifying objectives. Second, even beyond these practi-
cal limitations, the challenge of translating complex human values into reward functions remains.
Ambiguities in defining the desired action contribute to unintended and often undesirable outcomes.

3.3 MISALIGNMENT DUE TO AN INCOMPLETE CONTRACT

The incomplete contracting environment inherently leads to misalignment. This occurs when the
reward function, r(x, y) is underspecified and thus might incentivize outputs that diverge from the
users’s true objectives. A common outcome of reward misspecification is reward hacking, when an
agent optimize for the reward itself instead of the intended behavior. For example, LLMs may exploit
gaps in the specifications, such as in the “jailbreaking” phenomenon. Here, carefully crafted prompts
elicit harmful responses from the model bypassing intended guardrails because their reward function
is not specific enough, allowing the model to optimize without complying with safety requirements
(Chao et al., 2024; Zou et al., 2023). Another example of reward hacking is an LLM trained to
generate ‘helpful’ responses might learn to produce lengthy and verbose answers to prompts, as this
might result in a higher score from the reward function even if it’s not actually helpful to the user
(Saito et al., 2023). A related issue occurs with “fake alignment,” where the agents superficially
comply with the training objective without necessarily having the intended internal goals (Green-
blatt et al., 2024). Another challenge arises from the inherent context dependence. This involves
designing reward functions that adapt appropriately to evolving contexts or requirements. A contract
might specify desired behavior in a narrow scenario, but leave ambiguities for broader applications
(Hadfield-Menell et al., 2017). For example, a contract that stipulates “no harmful bias” in a model
is inherently underspecified since the definitions of “harmful” and “bias” are context-dependent.
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4 SOCIETAL ALIGNMENT FRAMEWORKS

We present societal alignment frameworks, which can guide LLM alignment in the incomplete
contracting environment. In the following, we discuss the alignment mechanisms of social theory
(Section 4.1), economic theory (Section 4.2), and contractual theory (Section 4.3), and discuss
potential solutions for improving the current LLM alignment.

4.1 SOCIAL ALIGNMENT

Human communication relies on a complex, largely implicit set of norms and values that help in-
dividuals interpret each other’s intentions and the world around them (Bicchieri, 2017). However,
this process is inherently ambiguous, as much of the meaning is conveyed implicitly rather than
explicitly stated. Nonetheless, humans possess a unique ability called normative competence, which
allows them to understand and judge whether certain behaviors are appropriate or inappropriate in a
given context (Schutz, 1976). This shared understanding facilitates communication and fosters mu-
tual understanding (Mercier & Sperber, 2017). A similar challenge arises in user-LLM interactions,
where the absence of shared norms and values can result in misaligned outputs. Such information
is often ingrained in cultures across the world (Hershcovich et al., 2022; Schäfer et al., 2015; Hanel
et al., 2018). For example, an LLM providing evening activity recommendations without account-
ing for cultural context might suggest visiting a bar or consuming alcohol in a region where such
activities are prohibited or socially unacceptable, leading to responses that fail to align with local
norms and expectations. Incorporating societal norms and values into LLMs could equip them with
mechanisms to interpret and adapt to human normative systems (Dragan et al., 2013), much like
these aid alignment within human interactions (Bicchieri, 2017).

4.1.1 INSTILLING NORMS AND VALUES

While norms are specific rules that guide acceptable behavior in specific contexts, values are broader
ideals representing overarching goals and aspirations, shaping what individuals strive for (Mat-
sumoto, 2007). These can be instilled during LLM alignment in several ways.

As a fundamental tool of cooperative intelligence, language plays a crucial role in expressing and re-
inforcing both norms and values. LLMs, trained on vast datasets, absorb a multitude of signals about
norms and values during training. However, while some attention has been given to broad ethical
principles like helpfulness and harmlessness, an important aspect remains underexplored: “contex-
tual rules” — human norms related to cultural conventions. These cntextual rules, while not directly
influencing primary optimization objectives, are often followed due to tradition, or social norms. De-
spite their indirect nature, such rules can provide valuable signals about broader societal dynamics,
thereby guiding the alignment of LLMs, as discussed in (Hadfield-Menell et al., 2019; Köster et al.,
2020) within the broader context of AI alignment. Although efforts such as Ziems et al. (2022), Zhan
et al. (2024), and Chiu et al. (2024) introduce datasets with collections of social norms, the influence
of the collected norms on improving cultural adaptability in LLMs remains underexplored. Contex-
tual rules could guide the style of language to align with cultural expectations. For instance, when in-
teracting with users from diverse cultural backgrounds, LLM could account for cultural preferences
by avoiding humor that might not translate well across cultures. However, existing models have been
shown to predominantly reflect Western values, as they have been primarily trained on Western-
centric data (Durmus et al., 2024), which limits their ability to represent multi-cultural values.

Human social norms and values are continuously shaped and evaluated through daily interactions
with others. These interactions involve the exchange of multimodal signals, such as language, facial
expressions, and gestures (Levinson & Holler, 2014). However, when interacting with LLMs, these
cues are inherently absent, creating a normative gap in communication. Exploring multimodality for
alignment — integrating non-verbal forms of communication such as visual, auditory, or behavioral
signals — can serve as a promising line of research to address this normative void. By incorporating
multimodal interactions, LLMs could better interpret and align with the implicit social expectations
typically conveyed through non-verbal cues. This approach has the potential to enhance the contex-
tual understanding and normative alignment of LLMs in diverse and complex human interactions.
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4.1.2 ALLOWING FOR DYNAMIC NORMS AND VALUES

Norms and values are not static objects but dynamic equilibria that evolve through ongoing social
interactions. The discursive practices that govern human interaction are normatively loaded and
inherently dynamic. Norms are continuously re-articulated and negotiated within social contexts,
evolving to address new challenges and cultural shifts (Gelfand et al., 2024). For instance, stereo-
types are not fixed, as they emerge and transform over time. An example of an emerging stereotype
is the shifting perception of remote work. Once seen as unprofessional or less productive, it is
now widely accepted in many industries. If an LLM were trained primarily on pre-COVID data, it
could reinforce outdated assumptions. While model editing and continual learning have been ex-
plored extensively for updating factual knowledge in LLMs (Mitchell et al., 2022; Benavides-Prado
& Riddle, 2022), their application for adapting to evolving societal values and norms remains un-
derexplored. Developing approaches to enable LLMs to identify, adapt to, and mitigate emerging
biases dynamically is a crucial area for future research.

4.2 ECONOMIC ALIGNMENT

Economies rely on specialization and the division of labor, requiring coordination among groups
of people to ensure efficient allocation of resources (Arrow, 1951). A central challenge in modern
economic theory is aligning the interests of one actor with those of others (Hadfield-Menell &
Hadfield, 2019). Similarly, aligning LLMs with diverse human values involves navigating trade-
offs between individual and collective goals. Welfare economics complements this by focusing
on developing optimization functions for resource allocation to maximize the objectives of an
economic model. Additionally, a coherent social welfare objective function for LLMs cannot rely
solely on subjective values. Instead, real-world implementations demand collective decisions about
which values to prioritize (Arrow, 1951; Sen, 1985). Building from this, we explore strategies for
integrating economic alignment frameworks to coordinate individual preferences, achieve collective
objectives, and facilitate group-level aggregation, offering an alternative to imposing monolithic
objective functions across diverse user groups.

4.2.1 ECONOMIC MECHANISMS FOR FAIR ALIGNMENT

LLMs must navigate group-level interactions, as societal challenges often center around collective
behavior rather than individual actions. The alignment problem thus extends beyond aligning LLMs
with individual values to addressing their role within groups. This includes prioritizing fairness by
promoting values that ensure group stability and productivity while avoiding disruptions to collective
decision-making processes.

In theoretical economics, perfect markets are often posited as achieving a Pareto-efficient distribu-
tion of welfare under a utilitarian framework (Arrow, 1951). Pareto efficiency, where no individual
can be made better off without making someone worse off, is a benchmark for efficient resource al-
location (Black et al., 2017). As shown in Boldi et al. (2024), Pareto efficiency offers a valuable lens
for balancing competing human preferences and can serve as a foundation for techniques optimizing
specific notions of group fairness, ensuring inclusive and equitable LLM alignment. Achieving such
efficiency would mean tailoring the model’s behavior to address diverse needs equitably, ensuring
no group is disproportionately advantaged or disadvantaged without justification.

This problem has been investigated in the field of social welfare economics, where the aggrega-
tion of diverse preferences must be balanced to ensure the collective well-being of multiple groups
(d’Aspremont & Gevers, 2002). For LLM alignment, these functions can guide the development
of reward systems. As shown in general RLHF, developing welfare-centric objectives improves
fairness (Pardeshi et al., 2024; Cousins et al., 2024).

4.2.2 ECONOMIC MECHANISMS FOR PLURALISTIC ALIGNMENT

Pluralistic alignment involves designing LLMs that can represent and respect a diverse set of human
values and perspectives (Sorensen et al., 2024; Tanmay et al., 2023). Unlike monolithic approaches,
which attempt to impose a singular objective function, pluralistic alignment embraces the complex-
ity of modern societies. A critical aspect of LLM alignment involves determining how to elicit
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and aggregate preferences when multiple humans are affected by the behavior of an artificial agent
(Rossi et al., 2011; Rao et al., 2023; Conitzer et al., 2024).

The choice between developing general-purpose models and more specialized ones also shapes how
uncertainty is handled. Specialized models tailored to specific contexts may better address immedi-
ate concerns but risk overlooking the broader cultural shifts that LLMs bring to ethically complex
domains. For example, in healthcare or justice, specialized models can better align with local norms
or regulatory frameworks. However, this approach risks fragmenting pluralistic values and creating
inconsistencies across models. Cooperative game theory provides a framework to navigate these
challenges by promoting fair resource allocation, fostering collaboration among stakeholders, and
ensuring equitable outcomes (Chalkiadakis et al., 2011).

4.3 CONTRACTUAL ALIGNMENT

Law-making and legal interpretation serve as mechanisms to translate opaque human goals and
values into explicit, actionable directives. Legal scholars have long recognized the inherent impos-
sibility of drafting complete contracts (Macneil, 1977; Williamson, 1973; Shavell, 1980; Maskin &
Tirole, 1999; Tirole, 1999; Aghion & Holden, 2011). This limitation stems from several key chal-
lenges. First, certain states of the world are either unobservable or unverifiable, e.g., hiding assets in
complex financial arrangements can be difficult for tax authorities to identify (Sears, 1921). Second,
the bounded rationality of agents (i.e., humans) limits their ability to anticipate and optimize across
the entire, combinatorially large space of potential scenarios (Williamson, 1973). Consequently, pre-
cisely computing optimal outcomes becomes intractable. Furthermore, the very description of all
possible contingencies is often beyond human foresight, leading to loopholes in the design of rules
(Katz, 2010). Even if feasible, the costs associated with drafting and enforcing fully specified con-
tracts would likely be prohibitive. Given that these challenges are analogous to those encountered
in aligning LLMs, where developers aim to ensure that models produce safe and correct outputs
even for inputs not directly represented in training or alignment data, we investigate insights from
contract theory as potential solutions to LLM alignment.

4.3.1 EXTERNAL CONTRACTUAL ALIGNMENT

The formalization of contracts offers a framework for anticipating and specifying desired behaviors
in human-LLM interactions (Jacovi et al., 2021). In this context, standardized documentation plays a
crucial role in defining and communicating the LLMs’ performance characteristics. Initiatives such
as data statements, datasheets for datasets, model cards, reproducibility checklists, fairness check-
lists, and factsheets exemplify efforts to create clear, standardized guidelines that could inform the
development of future regulations and legal frameworks for LLM alignment and data governance.

The rules that guide LLM alignment are currently largely constructed in consultation with domain
and legal experts by adapting documents such as the UN Declaration of Human Rights (Anthropic,
2023a), through public input (Anthropic, 2023b), or in some cases, relying on designer instincts
(Anthropic, 2023a; Solaiman & Dennison, 2021). Importantly, the European Commission has de-
veloped detailed guidelines for trustworthy AI, which provide a structured approach to ensuring that
AI systems, including LLMs, adhere to ethical principles and societal norms.2 These documents
serve as critical tools for defining the terms of human-LLM contracts and offer a principled way to
ensure that the view not only reflects the developer’s personal views.

4.3.2 INTERNAL CONTRACTUAL ALIGNMENT

While the above discussion focused on aligning LLMs through external rules, another approach
seeks to embed normative principles directly within the model’s internal mechanisms. This
approach is commonly known as ‘constitutional AI,’ wherein the LLM effectively develops an
internal set of “principles” guiding its outputs. This involves transforming desired rules into the very
training objectives of the LLM. These methods provide scalable oversight precisely because they
move beyond the need for direct, case-by-case human intervention. Traditional preference-based
training methods, such as collecting annotations on preferred and rejected outputs, aggregate

2The guidelines are available at https://ec.europa.eu/digital-single-market/en/new
s/ethics-guidelines-trustworthy-ai/.
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multiple annotators’ judgments into a shared standard, but they still require extensive human effort
at scale. (Shen et al., 2023; Amodei et al., 2016). In contrast, scalable oversight approaches enable
humans to oversee LLMs to manage complex tasks using structured mechanisms that generalize
beyond individual preferences (Shen et al., 2023).

A promising scalable oversight method, debate (Irving et al., 2018; Irving & Askell, 2019), moves
beyond aligning models to individual preferences by instilling structured reasoning. LLMs propose
answers, engage in adversarial discussions, and refine arguments, with a human judge selecting
the most well-supported response. On the other hand, in Constitutional AI, an LLM is guided by a
concise constitution consisting of high-level principles (e.g., promoting fairness or avoiding harm)
(Bai et al., 2022b; Sun et al., 2023). This constitution provides the basis for generating synthetic
comparison examples, which are then used to fine-tune the LLM’s policy. These methods were pre-
dominantly used to integrate human values but have the potential to enforce norms and regulations.

5 SOCIETAL ALIGNMENT FRAMEWORKS AND THEIR VIEW ON
UNCERTAINTY

By framing LLM alignment as a problem of contractual incompleteness and analyzing it through
the lens of societal alignment frameworks, we observe that these frameworks recognize establishing
contracts, much like alignment, as inherently uncertain (Seita, 1984). In the following, we examine
uncertainty in the specific case of LLM alignment through the lens of societal alignment frameworks.

Prior research has identified epistemic uncertainty as one of the main challenges in LLM de-
velopment (Shorinwa et al., 2024). This form of uncertainty arises from gaps in the model’s
knowledge, leading to uncertainty about factual information (Shorinwa et al., 2024; Jiang et al.,
2021; Yadkori et al., 2024). Even aligned models remain susceptible to epistemic uncertainty,
often failing to recognize their own knowledge limitations (Shorinwa et al., 2024). This inability
to calibrate confidence scores to actual knowledge reflects a fundamental limitation of current
LLM architectures. However, uncertainty in aligned LLMs presents additional complexity. The
conversational nature of LLMs often creates an illusion of omniscience, making it difficult for users
to discern the model’s uncertainty (Delacroix, 2024). Furthermore, human interaction with models,
combined with their in-context learning capabilities (Brown et al., 2020), allows users to provide
task-specific context that can inadvertently bypass safety guardrails and mitigations implemented
during training. Thus, models may leak unsafe information or performing harmful actions despite
their intended safeguards (Glukhov et al., 2024).

While the unwanted epistemic uncertainty can undermine the reliability of LLMs, certain types of
uncertainty are not only unavoidable but essential for their ethical deployment (Delacroix, 2024).
This essential uncertainty can arise from evolving human values, conflicting societal norms, and the
difficulty of translating abstract principles into model behavior. Aligning models to navigate trade-
offs, such as between helpfulness and harmlessness or accuracy and fairness, requires addressing
conflicting and often underspecified priorities, which introduces another source of uncertainty (Zollo
et al., 2024; Yaghini et al., 2023). For instance, when deploying an LLM, we often want to maximize
performance subject to some constraints or guardrails on behavior, e.g., chatbot should give users
their desired output, as long as it is not too toxic. The effectiveness of balancing these conflicting pri-
orities and the unintended consequences are often difficult to predict. However, this balancing act is
also essential because it allows models to operate within complex, context-dependent environments
where rigid adherence to a single objective could lead to harmful outcomes.

5.1 UNCERTAINTY COMMUNICATION

Building on the above, the inherent uncertainty in LLM alignment is not a weakness but often a valu-
able feature that enables models to handle complex scenarios ethically (Delacroix, 2024). In fact,
as highlighted by Bhatt et al. (2021), uncertainty communication can be useful for obtaining fairer
models by revealing data biases, improving decision-making by guiding reliance on predictions, and
building trust in automated systems. Therefore, it is essential to develop methods for communicating
uncertainty to users. Unlike humans, however, LLMs lack the non-verbal and contextual cues that
naturally support communication (Bisconti, 2021). Existing research has shown that LLMs struggle
to convey their uncertainty users, both implicitly (e.g., hedging language) and explicitly (e.g., con-
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fidence scores), a skill that humans poses intuitively (Alkaissi & McFarlane, 2023; Liu et al., 2024;
Shorinwa et al., 2024). On the other hand, humans themselves have varying levels of understanding
regarding probability and statistics, which are needed to interpret model uncertainty estimates (Bhatt
et al., 2021; Galesic & Garcia-Retamero, 2010). Furthermore, human cognition is subject to biases
that can impede accurate interpretation of uncertainty (Kahneman, 2011; Reyna & Brainerd, 2008).
These challenges can be partially addressed by choosing the appropriate communication methods, a
key consideration for the design of effective user interfaces (Hullman et al., 2019), and by designing
collaborative interaction environments, as discussed by Montemayor (2021).

6 ALTERNATIVE VIEW: THE DEMOCRATIC OPPORTUNITY INHERENT IN THE
UNDER-SPECIFIED NATURE OF LLMS’ OBJECTIVES

The challenge of aligning LLMs is often framed as a technical problem, one that can be solved
through better reward modeling, training objectives, or oversight mechanisms. However, alignment
is not merely a technological issue. It is fundamentally a societal one. Humans continuously navi-
gate and redefine social norms, often through dialogue that refines our intuitions and moral expec-
tations. These evolving dialogues shape our moral and social expectations, which, in turn, influence
the values that guide our decision-making. The fact that these values change and often clash, is a
good sign — a sign of ongoing critical engagement and willingness to question existing norms.

Since an LLM can be used as a conversational partner, the feedback given as a context can be lever-
aged to refine its behavior. Given the inherently dynamic nature of the values that inform education,
healthcare, or justice practices, the key problem is to establish how to structure this feedback pro-
cess. Different groups of users will evolve different values over time. Are there ways of incentivizing
collective engagement with LLMs? Can bottom-up, iterative refinements be configured to support
users in defining the values that preside over their practices (Delacroix, 2024)?

Framing LLM alignment as an incomplete contracting problem may be seen as an oversimplification
of the complex socio-political dynamics. The contract metaphor, as discussed by Goldoni & Wilkin-
son (2018), reduces alignment to a straightforward agreement between stakeholders, neglecting the
broader socio-political forces, conflicting norms, and inherent tensions that shape such systems.
This technology-centric framing risks misrepresenting alignment’s pluralistic nature. While societal
alignment frameworks aim to address these issues, they too often rely on oversimplified assump-
tions. Beyond the issues with the contract metaphor, the focus on incompleteness (i.e., information
asymmetries between the principal/agent) frames alignment as an epistemic designer-centric issue,
rather than recognizing it first and foremost as a political question (Terzis, 2024). Given LLMs’
unavoidable, normative effect on the practices within which they are deployed, the under-specified
nature of LLMs’ objectives presents an opportunity — not to perfect our specification methods, but
to democratize the very process of determining what LLMs should optimize for.

The implications of this reframing extend to both research and practice. It suggests that along-
side technical work such as reward modeling, we need equally sophisticated work on participatory
interface designs. This dual focus acknowledges that effective participation requires not just theo-
retical frameworks for inclusion, but also concrete mechanisms through which diverse stakeholders
can meaningfully shape LLM development (Kirk et al., 2024). This might include developing new
methodologies for collective value articulation (Bergman et al., 2024), creating institutional struc-
tures for meaningful public participation in LLM development, and establishing mechanisms for
ongoing societal oversight and input into LLMs’ objectives and constraints.

7 CONCLUSIONS

In this paper, we argue that LLM alignment can be viewed through the lense of contract theory.
Using a principal-agent model, where the principal (user or developer) defines a contract specifying
the LLM’s action and reward, we draw parallels between societal and LLM alignment challenges.
While contract theory offers formalization tools, societal alignment instills norms, economic align-
ment addresses group coordination, and contractual alignment regulates behavior through legal and
oversight mechanisms. Finally, we advocate for shifting from a developer-centered to a collabora-
tive, user-centric, and iterative alignment approach.
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