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Abstract

LLMs are primarily reliant on high-quality and task-specific prompts. However,
the prompt engineering process relies on clever heuristics and requires multiple
iterations. Some recent works attempt to automate this process by improving upon
human written prompts. However, creating high-quality prompts from scratch
is still an unresolved challenge owing to its inherent complexity. In this work,
we propose UniPrompt, a novel technique for generating high-quality human-like
prompts from scratch. To do so, we identify characteristic features of human-
generated prompts such as being detailed and consisting of multiple sections. Our
proposed method, UniPrompt, takes as input a single sentence description of the
task and generates human-like sectioned prompts using an auxiliary language
model. We train the model in two stages. First, the model is finetuned on multiple
tasks using a novel dataset curated using GPT-4 across over 500 tasks. Second,
we align the auxiliary model to generate task-relevant (high accuracy) prompts by
collecting a prompt preference dataset and optimizing the model using the Direct
Preference Optimization method. Importantly, UniPrompt is task-agnostic: once
trained, it can be used to generate prompts for any task. We find that UniPrompt
outperforms human-generated prompts, GPT-generated prompts, and other prompt
optimization techniques across diverse tasks on medicine, causality, and hate speech
by up to 5.1%, 7.2%, and 11.1% respectively.

1 Introduction

While large language models (LLMs) such as GPT-3.5 and GPT-4 exhibit remarkable zero-shot abili-
ties on various tasks by following instructions in a user-specified prompt [[L5 3], their performance
can be highly sensitive to the choice of words and phrasing in prompts [24]. As a result, prompt
engineering becomes a complex process involving considerable manual effort.

Recent works [17) 25} [18| 6] seeks to automate this process of manual prompt optimization by
iteratively editing a human-written base prompt. These methods perform specific edit actions on
the base prompt to find the best modification according to performance on a validation set. Despite
showing gains in accuracy, these methods are limited by the quality of the base prompt and the
set of edit actions defined. Generating high-quality optimized prompts from scratch still remains a
challenging task owing to the combinatorial nature of the search space.

To develop human-quality prompts from scratch, we first identify properties of human-generated
prompts. Human prompt engineers tend to write long descriptive prompts containing necessary
information to solve the task. In addition, recent work [22] [1} 2]] emphasizes the importance of
structure in a prompt containing multiple sections such as Introduction, Motivation, Output Format,
etc. Structure provides fundamental contextual information as a series of key ideas to the LLM so
that finer task-specific details can be communicated by varying the wording among sections. Each
section plays a different role: the Introduction section provides the overview of the task, the Tricks
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section contains paradigms that increase LLM’s accuracy (e.g., chain-of-thought, “let’s think step by
step” [9l]), Corner cases section contains special rules to be followed for corner cases, and the Output
Format section ensures that the LLM output can be reliably processed.

Drawing inspiration from these observations, we propose a method to write structured human-like
elaborate prompts from scratch. We first identify the common sections in a human written prompt
and curate a diverse section-wise task-prompt dataset. We then train an auxiliary language model to
generate the section contents for the given task and section. To further align the auxiliary model to
produce high-accuracy prompts, we perform a second stage of finetuning. In this stage, the prompts
can interact with the task-solver language model. We also collect language-based feedback on the
prompt, using GPT-4, according to its interaction with the task-solver language model, and further
refine the prompt. We curate a preference dataset that comprises of the initial prompt, the refined
prompt and a preference among both. We finetune the auxiliary model on this dataset using Direct
Preference Optimization (DPO) [19].

Our contributions. We develop UniPrompt a universal task-agnostic prompt generation language
model finetuned on a novel section-wise task-prompt dataset, curated using GPT-4, for a large set
of diverse tasks. Moreover, we further improve the performance of UniPrompt by finetuning on
a dataset curated by incorporating language feedback from GPT-4. Experimentation with three
classification tasks across varied domains - Medicine, Cauality and Hate Speech Detection show that
UniPrompt outperforms human-generated and GPT-4 Generated prompts along with existing prompt
optimization techniques.

2 Related Work

In the past years, the impressive performance of large language models in zero-shot settings has led
to a growing interest in automatic prompting. Recent methods propose an edit-based optimization
technique. [25] optimizes the prompt by training an agent to edit a base prompt given the query.
Whereas, [17] performs specific edits on phrases of the prompt and greedily selects from the best
modifications. [[18]] suggests editing prompts by generating language gradients based on the behavior
of the prompt on the validation set. Followed by updating the prompt using the proposed edits. [6]
finetunes a language model, to enrich a prompt for text-to-image generation, using reinforcement
learning to optimize aesthetic and relevance scores. Rather than editing human-generated prompts,
our work aims to generate prompts from scratch.

Although these methods produce optimized prompts, the search space is limited by the set of edit
actions that can be made to the initial prompt. Another direction of work explores prompting
another language model to produce prompts given a few examples. [26] use a language model to
generate a set of prompts given only in-context demonstrations and select the most appropriate based
on the evaluation scores. Other methods like [L1} 23] exploit the ability of language models to
recognize performant prompts and use language models as black-box optimizers. Another class of
prompt optimization techniques [S] uses evolutionary algorithms to generate new prompts by a set of
operations on the given initial population of prompts.

Most of the previous work either edits a given prompt or generates short prompts (a few sentences).
Moreover, these methods optimize the prompt for each task separately, hence, requiring many calls to
the solver LM during test time. We aim to generate high-performance prompts that are considerably
larger (multiple paragraphs) and closer to human-like prompts written for complex tasks.

3 UniPrompt: Training a Universal Prompt Generator

Given a large language model (LLM) and a task, the goal is to generate a prompt for solving that
task. We call this LLM as the solver LLM. To generate prompts, we use an auxiliary language model,
typically smaller than the solver LLM whose weights can be finetuned. For each task, we assume an
accuracy metric on the test set that needs to be maximized.

Similar to [16], we train our model in two stages (see Fig[I)), 1) supervised finetuning over a
dataset of exemplar prompts; and 2) optimization based on pairwise feedback of generated prompts.
We first generate a supervised finetuning dataset using GPT-4. The dataset contains task-specific
section-wise prompts for a diverse set of tasks. This dataset is used to finetune an auxiliary language



(Prompt: With no explanation, label A to| v
B with either "entailment", "neutral" or

Accuracy: 0.63
contradiction” Correct
7 Wrong:
. N
[— -
Section: ...........
Prompt:

Language model GPT-4 —Lmumcy_ 075

Correct;

Wrong

GPT-4

SFT Dataset

- Improved Prompt: Assume the role
Prompt: Determine if the given f a legal expert, determining if given

statements A and B have the are neutral

S relationship of entailment’, "neutral", e Do

C i S /~ Prompt: With no explanation, label A to B with either "entailment", ‘neutral
Task Description J for "contradiction”
Language Model

Chosen: Assume the role of a legal expert, determining if given statements
e entailments, neutral, or contradictions of one another.

‘ Section Description Rejected: Determine if the given statements A and B have the relationship
— (of "entailment", "neutral”, or "contradiction”

A DPO Dataset

Supervised Finetuning

Feedback Based Optimi

Figure 1: Training of UniPrompt occurs in two stages, first Supervised Finetuning where a Language
model is finetuned on a dataset of diverse tasks containing section-wise prompts per task generated
using GPT-4. Second stage, Feedback Based Optimization, where the language model is further
finetuned using direct preference optimization [[19] on a preference dataset. Green box depicts the
process of collection of preference dataset. The language model first generates section contents for
a given task. This generation is evaluated using the solver LM (GPT-4) on a validation set. The
generated prompt and output of the solver LM (accuracy, correct outputs, wrong outputs) are fed into
GPT-4 to get feedback and an improved prompt. Based on the relative performance of the initial and
improved prompt, preference dataset is curated as shown in the figure.

model denoted as ¢, ;. To further enrich the prompts produced by ¢, r; we optimize it using direct
preference optimization [[19]] over a preference dataset. To collect the pairwise preference dataset, we
first evaluate the prompts produced by ¢, ¢, against the target LM O, for which the prompts are to
be optimized. We then use GPT-4 to provide feedback on the prompts based on their performance
and suggest new prompts. Based on the performance of the prompt pair, we decide which of the
prompts is preferable. Since the language model, ¢4y, is finetuned on a wide set of tasks, it can act
as a universal prompter generalizing to novel tasks.

3.1 Supervised Finetuning

As noted earlier, human-generated prompts tend to be structured [22]] having multiple sections
like Introduction, Examples, Motivation, Tricks, Output Format, etc. To induce the ability of
structured prompt generation in a smaller language model, we curate a section-wise dataset of around
12,000 task-prompt pairs. The tasks for training dataset creation were taken from tasksource [20]
library that contains around five hundred classification tasks. We extract the task description from
tasksource-instruct, which contains tasksource dataset recasted with instructions. For instance, the
task description for BIG-bench Entailed Polarity task [4] is, "Given a fact, answer the following
question with a yes or a no".

The dataset provides diverse tasks and their short description, but not the human-generated prompts
for each task. To approximate human-generated prompts, we use GPT-4 as a teacher model. Initial
experiments showed that generating the entire prompt from a smaller language model is difficult.
Hence, we decide to finetune the language model to produce section-wise content for a given task.
By prompting GPT-4 with the task description and section description, we ask it to generate the
contents of the section (see Appendix [B|for the meta-prompt used). To ensure that the generated
section-wise prompts are concise and relevant, we prompt GPT-4 to not generate more than five lines
of content for each section. Based on preliminary experimentation, we decided to include ten sections
for each task, which included an Introduction, Task description, Background Knowledge, Real-life
application, Rules, Constraints while solving the task, Some simplification to help solve the task,
challenges, or corner cases, and Tricks such as “let us think step by step”.

Based on this dataset, we train our auxiliary language model, ¢,¢:. Each sample in the resulting
dataset can be conceptualized as a tuple < T, S,Pyqq4 > where T is the task description, S denotes
section name, and Py,;q is the section contents generated by GPT-4 (see Appendix |A|for dataset



example). Starting from a smaller model like Llama [21]], we finetune it to generate the “ground-truth”
GPT-4 prompts given a task description and section title. Denoting the text generated by ¢,; as s,
We seek to optimize the following objective:

md}n[— 10g(p¢(Pgold|7-7$78))] (l)

3.2 Learning from feedback using Direct Preference Optimization

While the first stage of finetuning produces legible prompts, it still lacks knowledge about the solver
LLM’s behavior. To align it to the solver LM ©, some interaction with the model is necessary.
Existing methods use RLHF for such alignment [[16]]. RLHF is often unstable and it is difficult to train
a reward model in a complex scenario. Hence, we decided to use Direct Preference Optimization [[19]]
that eliminates the need to sample from the policy during fine-tuning and offers stable convergence.

Given two candidate outputs by the auxiliary LM, DPO increases the log probability of the preferred
output to the dispreferred one while preventing model degeneration. Formally, given a dataset of the
form < x,p;, p2 > where x is the input to the model, p; is the more preferred output and p- is the
less preferred output, the gradient of loss £ with respect to the parameters ¢ of the model is given by
the following equation:

VoLpro(ms, Trep) = —PE [0(F(2,pa) — (2, p2)) [V log m(pi|z) — Vi logm(pa|2)l] ()

7y (p1])

Tref (p 1 |'T )
is scaled by the difference in the implicit reward of two outputs. This factor limits the fine-tuned

policy’s divergence from the base policy.

where 7(z,p1) = Blog is the implicit reward function. The difference in log probabilities

To generate preference data for DPO, we leverage the human-like language reasoning abilities of
GPT-4 to provide feedback on the prompt produced by ¢, ¢:. For a given task and section description,
we sample a prompt p, ¢ from ¢, ¢, and evaluate its performance using a validation set on the solver
LM ©. We then prompt GPT-4 to reason why p ¢, performs incorrectly on some of the validation
samples; based on the reasoning provided, we ask GPT-4 to generate a modified prompt pg pr that
mitigates the present issues while retaining its performance on the correct samples (see Appendix [B]
for meta prompt). We then evaluate pg pr on the same validation set against the solver LM O. Based
on the performance of p,s; and pg pr, we create a preference pair: if validation accuracy of py; is
higher than that of pgpr, then p,y; is preferred, and vice-versa. Using this feedback technique, we
obtain 5000 prompt pairs from the same dataset of tasks and sections as used in the first finetuning
stage.

4 Experimental Results

4.1 Implementational Details
We use the following configuration.

* Solver LM: We present results with GPT-4 and GPT-3.5 as the solver LM.

* Auxiliary LM that generates prompts: LLAMA 7B model, which we finetune using
LoRA adapters [[7]. For the training hyperparameters see Appendix [C}

* Feedback LM: We use the state-of-the-art Language model, GPT-4, due to its ability to
provide human-like detailed feedback.

4.2 Datasets

For evaluation purposes, we use three publicly available datasets - MedQA [8]], CauseEffectPairs
[13] and Ethos[12]]. Since these three datasets were not used during training time and the task they
are trying to solve is relatively difficult as compared to the tasks in training dataset, they are a good
benchmark to test the "universal" character of UniPrompt. MedQA [8]] is a dataset of multiple-choice
medical problems asked in professional board exams. It contains questions in three languages:



English, simplified Chinese, and traditional Chinese, out of which we used only English language
questions. The input task description for the MedQA dataset used is, "Multiple choice question
answering based on the United States Medical License Exams (USMLE). The dataset is collected
from the professional medical board exams."

CauseEffectPairs [13] is a dataset of 108 cause-effect pairs selected from 37 datasets from various
domains, like biology, engineering, economics, and medicine. The task is to discover a causal
relationship between two variables and predict whether A changes B or B changes A. The input task
description for the CauseEffectPairs dataset used is, "Given a pair of variables A, B, the goal is to
classify whether A causes B, B causes A".

Ethos [12] is an online multi-label hate speech detection dataset with 998 online comments along
with their labels. The task is to identify whether the given comment conveys hate or not. The input
task description for the Ethos dataset used is, "Given the query, classify it as hate or non hate.".

4.3 Baselines

We compare UniPrompt with four other methods: a human written prompt to solve the task, GPT-4
as a zero-shot prompter, Automatic prompt optimization (APO)[18]] and the method using language
models as black box optimizers (LLM Optimizer) proposed in [[L1]. The human-generated prompts
for the three test datasets are taken from existing literature where the authors have manually optimized
the prompts [[14} 10, [18]. Oracle refers to GPT-4 which was prompted to produce structured prompts
given a task and section title. This is the same model that was used as the teacher during the
supervised fine-tuning stage of UniPrompt. GPT-4 Feedback refers to the improved prompt after
taking feedback on UniPrompt (SFT) generated prompt directly from GPT-4 rather that the prompt
generated from the model finetuned on the feedback dataset. The initial prompt for Automatic prompt
optimization and “language models as black box optimizers” were taken to be the human-generated
prompts.

Table 1: Performance of GPT-3.5 and GPT-4 as solver LM on MedQA, Ethos, and CauseEffectPairs
datasets. UniPrompt consistently outperforms all the other baselines for both language models.

GPT 3.5 GPT 4
Prompt Model MedQA | Ethos | Causal | MedQA | Ethos | Causal
Human 53.1 74.1 80.7 76.1 78.4 95.2
APO 52.9 74.0 75.7 76.0 78.8 94.3
Oracle (GPT-4) 493 65.2 75.7 717.4 80.0 943
GPT-4 Feedback 53.4 73.0 86.5 77.3 83.4 97.0
LLM Optimizer 53.3 65.4 81.4 58.9 81.3 95.3
UniPrompt (SFT) 52.6 74.0 91.3 71.5 81.5 94.2
UniPrompt (SFT+DPO) 51.2 84.6 88.1 76.1 89.5 97.1
Human + examples 54.2 64.4 79.8 76.5 80.0 98.0
APO + examples 53.3 64.8 82.4 76.8 79.8 95.3
Oracle (GPT-4) +examples 44.0 58.7 74.0 79.2 77.0 97.2
LLM Optimizer + examples 54.7 61.1 82.2 70.5 77.6 97.1
UniPrompt (SFT) + examples 53.3 64.9 81.3 78.5 80.9 99.0
UniPrompt (SFT+DPO) + examples 55.3 86.4 87.9 81.2 87.8 99.0

5 Analysis

Comparision with human prompts. Comparing the performance of the UniPrompt generated
prompts with the Human-optimized prompts (See Table [I)) we observe that UniPrompt (SFT) &
UniPrompt (SFT+DPO) prompts show significant improvements on the Ethos and Causal datasets.
When GPT-3.5 is used as the solver LM UniPrompt (SFT) outperforms the human-optimized prompts
on the Causal dataset by +10.6%. The model shows similar performance to the human prompts on
the MedQA —0.5% and Ethos —0.1% datasets. The UniPrompt (SFT+DPO) model outperforms the
human-optimized prompts on the Ethos +10.5% and Causal +7.4% datasets.

When GPT 4 is used as the solver LM UniPrompt (SFT) prompt model outperforms the human-
optimized prompts on the Ethos dataset by +3.1 %. The model shows similar performance to the



human prompts on the MedQA ~ 0% and Causal —1% datasets. The UniPrompt (SFT+DPO) model
outperforms the human-optimized prompts on the Ethos +11.1% and Causal +1.9% datasets, whilst
showing similar performance on the MedQA dataset.

Comparision with zero-shot GPT-4 The UniPrompt (SFT) & UniPrompt (SFT+DPO) models
show significant improvements compared to using zero-shot GPT-4 across all three datasets. When
GPT-3.5 is used as the solver LM UniPrompt (SFT) outperforms the zero-shot GPT-4 prompts on the
MedQA by +3.3%, Ethos by +8.8% and Causal by +15.6%. The UniPrompt (SFT+DPO) model
outperforms the zero-shot GPT-4 prompts on the MedQA by +1.9%, Ethos by+19.4% and Causal
by+12.4%. This shows, that multi-task training helps the model to generalise over novel tasks.

When GPT-4 is used as the solver LM UniPrompt (SFT) prompt model outperforms the zero-shot
GPT-4 prompts on the Ethos by 4+1.5%. The model shows similar performance to the GPT-4 prompts
on the MedQA and Causal datasets. The UniPrompt (SFT+DPO) model outperforms the zero-shot
GPT-4 prompts on the Ethos by +9.5% and Causal by+2.8%.

Comparision with existing methods When compared to the existing prompt optimization tech-
niques, UniPrompt shows significant improvement (See Table [T). When GPT-3.5 is used as the
solver LM, UniPrompt outperforms the best baseline by 19.2% on Ethos, and 15.6% on casual
datasets. Using GPT-4 as the solver LM UniPrompt outperforms baselines by 1.5% on MedQA,
10.7% on Ethos and 2.8% on causal datasets.

Performance on novel tasks Due to the diverse task training of UniPrompt, it consistently out-
performs the baselines on out-of-distribution novel tasks. This eliminates the need for task-specific
test-time optimization which was a key component of the previous works.

Sometimes examples hurt: Although it may seem counter-intuitive, but providing in-context examples
in the prompt may reduce its performance (See Table[I). We see that for Ethos dataset, when using
GPT-3.5 as the solver LM, providing examples decreases performance for all prompt models except
UniPrompt (SFT+DPO). When using GPT-4 as the solver LM, the performance decrease is relatively
lower. The MedQA and Causal datasets benefit from examples especially when using a bigger model
like GPT-4 as the solver LM. This could be attributed to the random selection of examples, or the
fact that information conveyed by the examples is already present in the prompt. A better analysis of
example selection could provide more insight on this observation.

6 Discussion

In this work, we addressed the challenging task of generating human-like structured prompts from
scratch, which distinguishes our approach from previous works that primarily focused on prompt
editing. We approach the problem of generating structured prompts by training a smaller language
model on a novel task-prompt dataset. Through extensive experiments conducted on three diverse
datasets, our method consistently outperformed existing techniques, demonstrating its effectiveness
in improving the quality and relevance of generated prompts. Our contributions not only highlight
the significance of prompt engineering but also emphasize the potential of generating prompts as a
crucial step in enhancing the performance of language models.

7 Limitations and Future Work

A potential limitation of this paper is that current method prompts GPT-4 to give feedback on entire
prompt. It is difficult for GPT-4 to provide specific edits in a highly elaborate sectioned prompt.
Further, exploring the prompt space using language feedback might not be the optimal way. Future
work mignt incorporate better principled approaches to explore the prompt space.

Moving forward, several promising avenues for future research emerge from our findings. Firstly,
investigating techniques to exercise more control over the prompter language model’s output could
lead to even more fine-grained prompt generation. Additionally, exploring the impact of incorporating
examples into the prompt generation process represents another exciting direction. By analyzing how
examples influence the performance of the language model, we can gain valuable insights into the
capabilities of the prompt generator LM.
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A Supervised Finetuning Dataset

Task: super glue boolq

Task Description: With no explanation, label the following with either False or True.

Section: description

Prompt: As a prompt engineer, your task is to create a prompt that accurately labels statements
as either True or False without providing any explanations. The statements may involve general
knowledge, trivia, or facts about events, places, people, or objects. Ensure you have a strong
understanding of the subject matter and write a concise and specific task description related to the
given statements.

Task: glue gnli

Task Description: With no explanation, label A to B with either entailment or not entailment
Section: background

Prompt: 1. Entailment means that the information in statement B can be inferred directly from
statement A.

2. Not entailment means that the information in statement B cannot be inferred directly from
statement A or is unrelated.

3. Understanding the context and relationship between the two statements is crucial for accurate
classification.

Task: bigbench undo permutation

Task Description: In the following sentences with shuffled words, find the correct order of word
swaps to unscramble the sentence.

Section: tricks

Prompt: 1. Identify the key words or phrases in the task to understand the context of the sentence.
Look for nouns, verbs, and adjectives that seem related or could logically fit together.

2. Start by solving the problem step by step and focus on one swap at a time. Breaking the problem
into smaller sub-problems will make it easier to manage.

3. To make the task more manageable, first focus on swapping the words that are clearly out of place,



such as words that should be at the beginning or end of the sentence.

SFT data curation Prompt

You are a prompt engineer. You are given a task. This is the task description:
{task_description}

Here are some examples:

{examples}

You are asked to write a prompt to solve this task. The prompt should be able to solve
the task with 1007 accuracy.

The prompt would include the following:

1. Introduction

2. Task Description

3. Examples with explanation

4. Some trics to solve the task

5. Background Knowledge

6. Real life application

7. Rules or Constraints

8. Some simplification to help solve the problem
9. Challanges or corner cases

10. Desired output format.

## Background Section
But, as for now, you only have to write the Background Knowledge section.

The section can include any background knowledge required to solve the task.

For example, if it is a math problem then the task related formulas can be provided.
Incase no background knowledge is required, leave it blank.

Give no more than 3 lines or points.

Be creative but make sure to only provide task specific knowledge. Be breif and specific.

## Constraints Section
But, as for now, you only have to write the Introduction section.

The section can include the constraints to problem or any rules to has to follow.

For example, if the task is to verify a fact then the constraint could be to not

follow any stereotype or bias.

Do not exceed 3 lines.

Be creative but make sure to only provide task specific constraints. Be breif and specific.

## Application Section
But, as for now, you only have to write the Real life application section.

The section can include any application of the task in real life that can ease the models
understanding of the task.

For example, if the task is to solve differential equation, then application

could be to understand the behaviour of a multi-particle system.

Give maximum of two applications with breif explanation.

Be creative but make sure to only provide task specific knowledge. Be breif and specific.

B GPT-4 Feedback Meta Prompts

You are given an input prompt {prompt}.
This prompt is evaluated on an LLM.
The LLM gives the following inputs, the LLM gives wrong answer.



## Wrong outputs
{wrong_outputs}

For the following inputs, the LLM gives right answer.

## Right outputs
{right_outputs}

You need to tell what is wrong with the input prompt and

finally suggest a modification to the prompt.

You can add new sections as well.

Make sure not to change the input section of input prompt.

Make sure not to change the output format section of the input prompt.

Make sure that the modified prompt does not change LLMs answer to the right outputs and
changes the LLMs answer to the wrong outputs.

At the end of your answer, rewrite the entire new prompt in the following format:
[new prompt: prompt Content]

Make sure to write the entire modified prompt between brackets

like [new prompt: prompt Content]. Do not miss this step.

C Hyperparameter Selection

For the supervised fine-tuning stage, we used LORA r = 16, LoORA a = 32, LoRA dropout = 0.05.
We finetuned the model for just one epoch on a batch size of 32, learning rate 2e-4, max grad norm
0.3, warmup ratio 0.03.

For the second stage, we use LORA r = 8, LoORA a = 32, LoRA dropout = 0.05. We optimize
using DPO in this stage with 5 = 0.2 and other hyperparameters as default.
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