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Abstract

The present study addresses the issue of identifying products
in non-standardized invoices, presenting an approach based
on large language models (LLMs). Faced with the scarcity
of models trained in the Portuguese language, we proceeded
with the pre-training of two LLMs, Lamma2-7B and Mistral-
Instruct-7B, followed by fine-tuning for the specific task of
product identification. Our central hypothesis, “continuing
the pre-training of LLMs with Portuguese texts enhances the
model’s ability to identify products in textual purchase de-
scriptions”, was supported by the results, revealing significant
improvements when compared to the original models. This
research contributes not only to solving a practical problem
but also highlights the effectiveness of continuing the pre-
training of a LLM in specific linguistic contexts, such as Por-
tuguese.

Introduction
The Brazilian government implements a series of programs
aimed at promoting the improvement of the quality and ac-
cess to education. These programs are implemented through
the transfer of financial resources to municipalities. There
is a program for the purchase of food to be served to stu-
dents, another for the purchase of educational materials, and
another for the purchase of spare parts for vehicles used in
school transportation, among other programs whose goal is
to support activities related to the education of children.

Entities that receive these financial transfers must account
for the funds received. One of the accountability activities
involves submitting invoices that verify the incurred ex-
penses. These invoices contain specifications of the items
purchased, as well as the corresponding payment amounts.

However, the specifications of the acquired products do
not follow a single defined standard, so the same product
can be specified in different ways, making the analysis and
comparison of purchased items challenging.

Therefore, it is necessary to develop automated tech-
niques that can handle the various ways of specifying a par-
ticular product and identify which products these specifica-
tions refer to.
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Currently, large language models have proven to be very
efficient in performing this type of task. However, most
available models have been trained with limited data in the
Portuguese language, which reduces their capacity to carry
out tasks related to texts written in Portuguese.

Therefore, the goal of this article is to continue the train-
ing of two large language models, Llama 2 – 7B (Touvron
et al. 2023) and Mistral-instruct-7B (Jiang et al. 2023), to
use them in the task of identifying products in textual de-
scriptions.

Related Work
The problem of product identification in textual purchase de-
scriptions is a recurring issue in Public Administration. Con-
sequently, there are already several works that propose to ex-
tract relevant information from governmental textual data. In
this context, Carvalho et al. (2014a) suggest a methodology
for formulating a price database for the Brazilian Federal
Public Administration based on purchasing data presented
on the Transparency Portal of the Brazilian Federal Govern-
ment. These purchases are described in textual format and
require the use of text mining techniques to extract the cor-
responding product for each purchase description.

The proposed approach is divided into 6 steps, where
product identification is accomplished through the use of
keywords defined by experts. In other words, there is a lim-
ited set of products that can be identified. The identification
of measurement units used to quantify these products, on the
other hand, is carried out through the application of cluster-
ing techniques.

Carvalho et al. (2014b) use Bayesian networks (Friedman,
Geiger, and Goldszmidt 1997) to identify and prevent the
splitting of purchases, a type of fraud used to circumvent
legally required purchasing procedures. In Brazil, purchases
below a certain value can be carried out with simpler pro-
cedures. However, a common fraud tactic to fit higher-value
purchases into this simplified procedure is the splitting of
a single purchase into several smaller ones, each below the
legally defined limit. This article aims to identify purchases
considered suspicious of having been split, allowing for ap-
propriate measures to be taken before the irregular expendi-
ture is finalized.

This identification of suspicious purchases is carried out



through the use of Bayesian networks and involves a set of
structured attributes during the classification process. How-
ever, it is also necessary to identify the products that are be-
ing specified in a textual format in the public procurement
documents.

Marzagão (2016) presents another approach to the prob-
lem of identifying products and services acquired by the
Public Administration. This work uses a registry of mate-
rials and services adopted by the Federal Government as
training data and, based on this registry, attempts to clas-
sify purchases using the Support Vector Machine algorithm
(Cortes and Vapnik 1995). This approach achieved an accu-
racy of 83.35%, and according to the author, the identified
errors were caused by two main factors: flaws in the training
dataset and class frequency problems. Some product classes,
due to not being frequently purchased, did not provide suffi-
cient information for the machine learning algorithm.

Aiming to meet the processing needs required by the large
volume of information that constitutes government procure-
ment databases, Paiva and Revoredo (2016) presented a scal-
able solution to the problem of product identification in tex-
tual purchase descriptions. Paiva and Revoredo (2016) pro-
posed a product identification model based on keywords,
similar to the process used in (Carvalho et al. 2014a). How-
ever, the approach suggests an architecture that enables par-
allel processing, addressing issues related to processing ca-
pacity limitations.

All of these works still had some limitations. Among
them, it can be highlighted: the need for the use of a train-
ing dataset, which is usually not available, or the need for
the definition of keywords by experts. Therefore, despite the
advancements, research on product identification in govern-
ment textual data still faced the limitations of the natural lan-
guage processing (NLP) techniques available at that time.

However, the release of the transformers architecture
(Vaswani et al. 2017) and large language models that uti-
lize this architecture breathed new life into these research
efforts. LLMs have demonstrated significant capabilities in
understanding, generating, and manipulating natural lan-
guage (Min et al. 2021), (Qiu et al. 2020). These capabilities
have enabled new approaches to natural language processing
(NLP) problems, and consequently, to the issue of product
identification in textual descriptions.

It is worth noting that LLMs also have some limitations.
Zhou et al. (2023) indicate that almost all knowledge in large
language models is acquired during pre-training. Following
this line of reasoning, Qiu et al. (2020) point out that the
majority of publicly available pre-trained LLMs are trained
on general domain corpora, such as Wikipedia, which limits
their applications to specific domains or tasks.

Therefore, when it is desired to adapt a model to contexts
where specific knowledge is essential, it becomes necessary
to train or continue pre-training a model with data from the
relevant context.

In this sense, some models specialized in specific domains
emerge. BioGPT (Luo et al. 2022) is a pre-trained model
on large-scale biomedical literature. This model has been
evaluated in six biomedical tasks and outperformed previ-
ous models in the majority of them.

Figure 1: Expected Input and Output

On the other hand, BloombergGPT (Wu et al. 2023) is
a model specialized in the financial domain. The authors
conducted a complete training for the model. However, to
retain the ability to answer general questions, the train-
ing utilized both domain-specific financial context data and
general-purpose data.

Specifically in the Brazilian context, there is a lack of
models trained in the Portuguese language that reflect the
cultural and regional aspects of Brazilian society. An initia-
tive in this regard was Sabiá (Pires et al. 2023), a language
model specifically designed for the Portuguese language.
The authors demonstrate that monolingual pre-training in
the target language significantly improves models already
extensively trained on various corpora. Sabiá was trained
with Portuguese data from the ClueWeb 2022 corpus (Over-
wijk, Xiong, and Callan 2022), a dataset obtained from web
pages.

In other words, there is still a shortage of language models
trained in the Portuguese language, and more specifically,
focused on the context of public administration. Therefore,
the main contribution of this work is the proposal of further
training language models with data from the Brazilian public
administration, in Portuguese, aiming to use them in the task
of product identification in textual descriptions.

Problem Statement
Every day, thousands of items are purchased within the
scope of Brazilian government programs that support chil-
dren’s education. The invoices generated from these pur-
chases are used to substantiate expenditures.

However, the information presented in these invoices is
not standardized, so in many situations, the same product is
described differently in different invoices. This complicates
the comparison of the prices paid, as well as other analyses
related to what is being purchased with public funds.

In other words, an individual can read the descriptions and
identify that they refer to the same product. However, the
large volume of available invoices makes this type of anal-
ysis impractical, rendering any manual comparison between
similar purchases unfeasible.

However, this variability in descriptions also makes auto-
mated analysis unfeasible. Therefore, it is necessary to de-
velop a solution capable of taking a textual product descrip-
tion as input and providing, as output, a set of structured
information characterizing the purchased item. Figure 1 il-
lustrates a textual description of a purchase and the desired
output with structured and standardized information.



If the number of possible products were limited, this prob-
lem could be treated as a textual classification issue. How-
ever, the quantity of products that can be acquired within
the scope of this program is very large, around 250 thou-
sand products, and each day new products may be acquired,
consequently expanding the set of possible classes.

Therefore, given the nature of this problem and the im-
practicality of treating it as a classification problem, this
work aims to explore the ability of large language models to
generate standardized texts. The goal is to enable the stan-
dardization of different product descriptions so that identical
products can be uniquely represented even if they have been
described in different ways.

Hence, the goal is to perform fine-tuning on LLMs so that
they become “experts” in the task of standardizing product
descriptions. However, initial tests indicated that the cur-
rently available open-source models had difficulties han-
dling texts in the Portuguese language, as well as under-
standing terms, expressions, and other cultural elements spe-
cific to Brazilian society.

In light of the above, the possibility of continuing the pre-
training of these models with Portuguese texts and content
specific to the Brazilian reality was considered with the aim
of equipping them with the ability to interpret and generate
new texts that align with the Brazilian cultural context and
the writing standards of the Portuguese language.

Thus, this study considered the following hypothesis:
“Continuing the pre-training of LLMs with Portuguese texts
enhances the model’s ability to identify products in textual
purchase descriptions”.

Research Propositions
The proposal for product identification in invoices is struc-
tured into three main components. The initial phase entails
the continuation of pre-training of a large language model
(LLM). Subsequently, the second phase focuses on the fine-
tuning of this model specifically for the task of product iden-
tification. Finally, the last step involves applying the model
to the entire set of available invoices. This section details the
activities related to the first two phases, while the section ad-
dressing the application of the model is presented separately.

Continuation of the model’s pre-training.
Most large language models, when subjected to problems
involving Portuguese texts, do not achieve the same perfor-
mance observed when they are subjected to problems involv-
ing English texts. This characteristic arises from the fact that
such models have been trained with few examples of Por-
tuguese texts.

This problem is not as evident in more complex models,
such as GPT-3.5, which has approximately 170 billion train-
able parameters. However, models like these require signif-
icant computational power, which is not feasible for most
organizations.

Therefore, the solution for most institutions is to look for
less complex models that, in turn, can be used on less robust
infrastructures.

In this context, our research aims to adapt a model con-
sisting of approximately 7 billion parameters to effectively

address our research problem. However, these types of mod-
els suffer from a lack of context for the Portuguese language.
Thus, the pre-training of 2 language models was carried out
to provide a more suitable context for the Portuguese lan-
guage and topics related to Brazil, enabling better results for
the task at hand.

Trained models: The two models chosen to continue the
pre-training in Portuguese were Llama2–7B (Touvron et al.
2023) and Mistral-instruct–7B (Jiang et al. 2023).

Databases: All the databases used in training are available
on the Internet. Five datasets were employed. The number of
tokens presented in the descriptions of these databases was
obtained using the Llama2 tokenizer (Touvron et al. 2023).

• BrWaC - Brazilian Portuguese Web as Corpus - (Filho
et al. 2018): a corpus of Brazilian Portuguese text col-
lected from the web. The present study used only about
5% of this corpus, which corresponds to 4.7 million lines
and 474 million tokens.

• Reports from the CGU1: Reports from the CGU cover
inspections conducted in Brazilian states and municipal-
ities, as well as audits carried out in public bodies of the
Federal Executive Power of Brazil. This database com-
prises 2.5 million lines, generating a total of 559 million
tokens.

• Carolina Corpus (Crespo et al. 2023): a corpus with
textual data collected from the web. This corpus in-
cludes texts from the judiciary and legislative branches
of Brazil, public domain literary works, journalistic texts,
social media and wiki texts, as well as texts already pub-
lished in other corpora. This database consists of 2.1 mil-
lion lines, generating 1.7 billion tokens.

• Public policy theses from FGV (Getulio Vargas Founda-
tion)2: database with academic papers addressing topics
related to public policies. This database consists of 127
thousand lines, generating 19.1 million tokens.

• Brazilian laws3: textual set collected from the web with
the content of Brazilian laws. This set consists of 898
thousand lines, generating 70 million tokens.

Data preparation: Data preparation was carried out in 6
steps:

1. Transformation of PDF files into plain text format (when
necessary)

2. Table removal
3. Segmentation of texts into sentences
4. Removal of blank sentences
5. Removal of short sentences
6. Removal of sentences with many numbers

The transformation of PDF files into plain text format is
done with the assistance of the Apache Tika tool4. This ac-
tivity is necessary for the data related to audit reports and

1Available at https://eaud.cgu.gov.br/relatorios
2Available at https://periodicos.fgv.br/
3Available at https://www4.planalto.gov.br/legislacao
4Available at https://tika.apache.org/



theses on public policies. After that, tables are removed from
the texts since information from tables can become distorted
and hinder the semantic understanding of the text. The next
step involves segmenting the texts into sentences. Follow-
ing this, short sentences are removed, considering a sentence
to be short if it has fewer than 90 characters or fewer than
10 words. The last step involves the removal of sentences
with a high number of numerical values. This removal oc-
curs whenever more than 30% of the characters in a sentence
are numeric.

Training run: This research continued the pre-training of
the Llama2-7B and Mistral-Instruct-7B models with texts
in Portuguese. The resulting models from this pre-training
continuation gave rise to two other models, which were
named Llama2GovBr-7B and Mistral-InstructGovBr-7B, re-
spectively.

The training used a block size of 3072 tokens and an ini-
tial learning rate of 3× 10−5, with a weight decay of 0.1. A
cosine decay learning rate scheduler was employed during
training, where the gradient only decreased to a minimum
of 10% of its initial value.

The optimizer used was paged adamw 8bit, a variant of
the Adam optimizer that applies weight corrections to com-
bat weight decay and uses 8-bit precision to represent num-
bers.

Fine-tuning for the task of product identification
Fine-tuning aims to adjust the pre-trained model to perform
specific tasks. In this way, the model is trained with a smaller
and more specific dataset labeled for the desired task. The
idea is to adjust the weights and parameters of the model
so that it becomes more specialized in the given task. This
activity requires less training data and lower computational
power.

For the research problem at hand, a dataset containing in-
formation from invoices was used, including textual descrip-
tions of the products, as well as the unit of measurement
used to quantify them and the specified quantity. These data
were previously labeled by humans, which involved defining
the specified product, the brand, the unit of measurement
used for quantification, and the quantity purchased. How-
ever, it is important to note that the product description does
not always include all these attributes.

The fine-tuning activity used 900 records, with 800 of
them used for training and 100 for evaluation. The training
was carried out with the aim of optimizing the BLEU metric
(Papineni et al. 2002), which is explained in the evaluation
section.

Fine-tuning started with a learning rate of 3 × 10−4 with
a weight decay of 0.001. In this training, LoRA (Hu et al.
2022) was used, which is a more efficient strategy for fine-
tuning large language models that reduces the number of pa-
rameters to be trained and the amount of memory required.

For training, the prompt below was used, and the text of
this prompt was presented in the Portuguese language5. The

5Original Portuguese Prompt: ”Você é um assistente que orga-
niza itens de notas fiscais. Para cada descrição oferecida, organize

product descriptions and their respective responses were al-
tered for each of the examples used in the training.

Prompt: “You are an assistant that organizes items from
invoices. For each provided description, organize the data
in JSON format, placing the product, brand, quantity, and
unit of measurement information separately. If numbers use
a comma to separate decimals, use the American notation in
the JSON”.

### Description:
ACHOCOLATADO INST 400G FABISE

### Response:
{

product: ACHOCOLATADO INSTANTÂNEO,
brand: FABISE,
quantity: 400,
unit_of_measurement: g,

}

### End

In other words, for each training example, a textual de-
scription of the product and an expected output are provided,
with the data presented in a structured and standardized for-
mat, including the following fields: product name, brand,
quantity, and unit of measurement.

Evaluation
Metrics
To guide the training and evaluation of the models, two met-
rics were used: BERTScore(Zhang et al. 2020) as the main
metric and BLEU(Papineni et al. 2002) as a secondary met-
ric.

BERTScore is used to evaluate the quality of generated
text compared to a reference text. This metric considers the
similarity between words and the context of those words, us-
ing pre-trained language models such as BERT(Devlin et al.
2019).

BLEU (Bilingual Evaluation Understudy) is a text gen-
eration evaluation metric. This metric assesses the model-
generated output by comparing it to one or more human ref-
erences, assigning a score based on the overlap of words and
phrases between the generated output and the human ref-
erences. A higher score is indicative of a greater overlap.
BLEU scores range from 0 to 1, where 1 signifies a perfect
match, and 0 signifies no match.

Evaluation Methodology
The evaluations were conducted always considering two
models: the original model and the model with pre-training
continuation, aiming to verify if this pre-training continua-
tion brought improvements to the process. Thus, evaluations
were performed for Lamma2-7B with Llamma2GovBR-7B
and Mistral-Instruct-7B with Mistral-InstructGovBr-7B. It

os dados em formato JSON colocando as informações de produto,
marca, quantidade e unidade de medida separados. Se os números
estiverem com vı́rgula para separar decimais, utilizar a notação
americana no JSON.”



Model BERT Score BLEU
Llama2-7B 0.952 0.750
Llama2GovBr-7B 0.966 0.809

Table 1: Average results obtained by the Llama2-7B and
Llama2GovBr-7B models

Model BERT Score BLEU
Mistral-Instruct-7B 0.962 0.770
Mistral-InstructGovBr-7B 0.970 0.822

Table 2: Average results obtained by the Mistral-Instruct-7B
and Mistral-InstructGovBr-7B models

is worth noting that the original models evaluated (Lamma2-
7B and Mistral-Instruct-7B) underwent the same fine-tuning
process presented earlier.

For model evaluation, 100 previously labeled product
descriptions were used. Evaluations were performed using
bootstrap (Efron 1992), a resampling strategy employed to
estimate the distribution of a sample statistic. The bootstrap
procedure created 10,000 samples for the evaluation of each
model.

Llama2-7B X Llama2GovBR-7B
Table 1 presents the average results from 10,000 experi-
ment runs related to the Llama2-7B model. The first row
corresponds to the original model, and the second row
corresponds to the model with pre-training continuation
(Llama2GovBr-7B).

As observed, the results indicate better performance for
the Llama2GovBr-7B model. However, statistical tests were
conducted to verify if these differences are statistically sig-
nificant.

Thus, the Student’s t-test (Student 1908) was conducted,
considering the null hypothesis that the means of the results
for the two models are equal and the alternative hypothe-
sis that the means are different. A significance level of 5%
(α = 0.05), corresponding to a confidence level of 95%, was
adopted.

The test returned a p-value very close to zero, allow-
ing us to reject the null hypothesis and consider the al-
ternative hypothesis true. In other words, the results are
statistically different, confirming that Llama2GovBr-7B in-
deed showed superior performance compared to the original
model (Llama2-7B).

Mistral-Instruct-7B X Mistral-InstructGovBr-7B
Table 2 presents the results related to the tests conducted
with the Mistral-Instruct-7B and Mistral-InstructGovBr-7B
models.

As observed, the results presented in Table 2 also indi-
cated better performance for the model with pre-training
continuation (Mistral-InstructGovBr-7B) when compared to
the original model (Mistral-Instruct-7B).

Thus, the t-test (Student 1908) was also conducted to ver-
ify if the differences between the results were significant.
The test considered the same hypotheses described earlier,

Product Reference
Price (R$)

Tomato (kg) 7.40
Carrot (kg) 5.15
Watermelon (kg) 3.20
Onion (kg) 5.73
Banana (kg) 5.42

Table 3: Reference prices for the 5 most purchased products
in December 2022.

and once again, a p-value close to zero was obtained, allow-
ing us to consider the alternative hypothesis. In other words,
the results are different, and the model with pre-training con-
tinuation is indeed better.

Applications
Once the product to which each of the purchase descriptions
refers is identified, a series of other analyses become viable.
The objective of this section is to present some possible
applications with the information obtained from the use of
techniques developed in this research. For this purpose, data
from invoices related to purchases made in December 2022
were used. During this period, there were 50,543 available
invoices, which made reference to a total of 34,834 items
purchased. The model was then applied to the textual de-
scriptions of these items. The identification of the products
was carried out using the model generated by fine-tuning
Mistral-InstructGovBr-7B.

Reference Prices Calculation
Once the products are properly identified, it becomes possi-
ble to propose reference prices for the various products that
are purchased. Table 3 presents the reference prices for the
top 5 products purchased during the considered period.

For the calculation of reference prices, the product prices
were considered as the median of the unit values paid in each
purchase of these products. The median was chosen because
it is less susceptible to the influence of outliers.

Another relevant factor is that in many situations, the price
of a product can be influenced by seasonality and locality is-
sues. However, since information from invoices is used, any
of the attributes of the invoice can be considered for aggrega-
tion and defining the criteria for forming the reference price,
such as by date, region, government agency, etc.

Identification of purchases with prices much
higher than expected
From the moment a reference price is established for the var-
ious purchased products, it also becomes possible to identify
purchases that have been made with values much higher than
expected.

In Table 4, a sample of 2 values much higher than ex-
pected is presented for each of the reference price examples
identified in Table 3. This table is only illustrative, given
that, due to the large number of purchases, the number of



Product Reference
Price (R$)

Paid
Price (R$)

Tomato (kg) 7.40 12.85
10.67

Carrot (kg) 5.15 14.00
13.83

Watermelon (kg) 3.20 7.58
7.30

Onion (kg) 5.73 13.07
13.00

Banana (kg) 5.42 12.15
9.77

Table 4: Purchases with prices significantly above the Ref-
erence Price.

purchases considered significantly above the reference price
is also high.

It is important to emphasize that these elevated values,
presented in Table 4, are not sufficient to assert irregulari-
ties in the mentioned purchasing processes. Any indication
raised through data analysis requires a more in-depth investi-
gation through specific audits. Also, any analysis of individ-
ual purchases is not within the scope of this work. However,
all the processes suggested in this research make it feasible
to identify purchases that deviate from the expected pattern,
enabling new types of analyses that would be impossible
with the information presented in its original (textual) for-
mat.

Other Applications
The applications outlined in this section are just a few ex-
amples of possible uses for identifying products based on
the methodology proposed in this article. However, there are
several other possible applications, such as:

• Identification of suppliers selling the same product at dif-
ferent prices

• Comparison of the relationship between the amount paid
and the quantity purchased

• Application of association rules to identify the probabil-
ity of a municipality buying a certain product, given that
it has already purchased a set of other types of products

• Identification of municipalities that purchase at better
prices and those that pay more for products

• Verification of any behavioral patterns among product-
supplying companies that may indicate collusion or price
fixing

• Monitoring the evolution of prices over the months of the
year

Conclusion
This article provides a solution for the task of identifying
products in non-standardized invoices, using an approach
based on large language models. Faced with the lack of
models trained in Portuguese, we chose to continue the pre-
training of two LLMs, Llama2-7B and Mistral-Instruct-7B,

followed by fine-tuning specifically for product identifica-
tion.

The results obtained confirmed our hypothesis that “con-
tinuing the pre-training of LLMs with Portuguese texts en-
hances the model’s ability to identify products in textual pur-
chase descriptions”. This research not only effectively ad-
dresses a practical problem but also highlights the effective-
ness of the continued pre-training approach in specific lin-
guistic contexts, such as Portuguese.

Thus, this study not only contributes to solving specific
challenges related to product identification in Portuguese
texts but also to a broader understanding of the crucial role
that continuing the pre-training can play in enhancing the
performance of language models in specialized linguistic
tasks. These advancements have significant implications not
only for the academic community but also for professionals
seeking effective solutions in practical and applied contexts.
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