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Abstract

The adaption of multilingual pre-trained Large001
Language Models (LLMs) into eloquent and002
helpful assistants is essential to facilitate their003
use across different language regions. In that004
spirit, we are the first to conduct an extensive005
study of the performance of multilingual mod-006
els instruction-tuned on different language com-007
positions on parallel instruction-tuning bench-008
marks across a selection of the most spoken009
Indo-European languages. We systematically010
examine the effects of language and instruction011
dataset size on a mid-sized and a large, mul-012
tilingual LLMs by instruction-tuning them on013
parallel instruction-tuning datasets. Our results014
demonstrate that instruction-tuning on parallel015
instead of monolingual corpora benefits cross-016
lingual instruction following capabilities by up017
to 9.9%. Furthermore, we show that the Su-018
perficial Alignment Hypothesis does not hold019
in general, as the investigated multilingual 7B020
parameter model presents a counter-example re-021
quiring large-scale instruction-tuning datasets.022
Finally, we conduct a human annotation study023
to understand the alignment between human-024
based and GPT-4-based evaluation within mul-025
tilingual chat scenarios.026

1 Introduction027

LLMs have a significant impact on the daily work028

of many, as they are practical to use and assist029

in solving natural text problems ranging from cre-030

ative writing to math problems. One of the pri-031

mary reasons for their fast adoption as assistants032

is their facilitated usage by simply instructing the033

model to conduct a specific task. The training of034

such an assistant involves multiple stages of model035

training. First, an extensive, compute-intensive pre-036

training over large document corpora is conducted037

where the model is typically trained to predict the038

next token in a sequence. While pre-trained LLMs039

already exhibit significant capabilities, there is a040

discrepancy between their pre-training objective041

and the users’ need for an instruction-following 042

model. Therefore, in the second step, fine-tuning 043

is performed where the model is trained to follow 044

the users’ instructions within a chat environment. 045

The second step is crucial for the model to solve 046

complex, multi-turn user requests. 047

With the availability of strong open-source 048

English-centric models (Touvron et al., 2023), 049

many English-centric instruction-tuning datasets 050

emerged (Wang et al., 2023; Longpre et al., 2023; 051

Zhou et al., 2023). While there are adoptions 052

of monolingual English models for other lan- 053

guages (Uhlig et al., 2024), the choice and training 054

of tokenizers is critical for the fair representation 055

of languages (Petrov et al., 2023; Ali et al., 2023) 056

within pre-trained models, as otherwise underrep- 057

resented languages are not only more resource in- 058

tensive regarding training and inference, but also 059

the performance for those languages drop. A fun- 060

damental problem is the availability of appropri- 061

ate open-source, multilingual datasets and bench- 062

marks for training and assessing instruction-tuned 063

LLMs. Here, especially the lack of multilingual 064

benchmarks targeting instruction-tuned models rep- 065

resents a major gap, as previous instruction-tuned 066

multilingual models are only evaluated on zero- 067

or few-shot, academic benchmarks targeting pre- 068

trained LLMs (Muennighoff et al., 2023; Holm- 069

ström and Doostmohammadi, 2023). However, it 070

is essential to evaluate the multilingual instruction- 071

following capabilities of the model on instruction 072

benchmarks to realistically assess the helpfulness 073

of a model as a chat assistant. 074

To the best of our knowledge, there is no study 075

investigating multilingual instruction-tuning focus- 076

ing on multilingual user request performance where 077

the base model has been pre-trained with a large 078

amount of multilingual data where English is rep- 079

resented only by around 42%. We tackle this re- 080

search gap by translating MT-Bench into the par- 081

allel benchmark MT-Bench-X and systematically 082
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investigate how the language and size of instruc-083

tion datasets impact the instruction-tuning of pre-084

trained, mid-sized and large multilingual LLMs for085

the Germanic and Italo-Western language family,086

including English, German, French, Italian, and087

Spanish, on this novel benchmark dataset.088

To answer the research question, whether089

multilingual models pre-trained with a substan-090

tial amount of data for each language require091

instruction-tuning in all target languages to092

show competitive instruction-following capabili-093

ties across target languages, we make the following094

contributions:095

• Creation of Lima-X, a high-quality, complex,096

parallel corpus comprising 1030 instructions097

for each English, German, French, Italian, and098

Spanish (Section 3).099

• Creation of MT-Bench-X, a parallel, mul-100

tilingual, human-curated evaluation dataset101

for evaluating instruction-tuned LLMs (Sec-102

tion 4).103

• Multilingual instruction-tuning study with a104

focus on multilingual user request perfor-105

mance (Section 5).106

• Correlation analysis of the agreement levels107

between human experts and GPT-4 on MT-108

Bench-X (Section 6).109

2 Related Work110

This section provides an overview of instruction-111

tuning datasets and aspects important for their uti-112

lization.113

2.1 Instruction-tuning114

Template-based Datasets Several English-115

focused instruction-tuning datasets have been116

introduced to broaden the scope of tasks and117

response formats by incorporating diverse sets of118

instructions (Iyer et al., 2022; Longpre et al., 2023).119

Primarily, many of these datasets revolve around120

Natural Language Processing (NLP) benchmarks121

that are refined through the application of either122

single or multiple prompt templates for responses123

and requests (Longpre et al., 2023; Muennighoff124

et al., 2023).125

Synthetic Datasets An alternative approach in-126

volves extending only requests of NLP benchmarks127

by templates, but let sophisticated instruction-tuned128

models predict responses (Zhang et al., 2023). Ex- 129

amples here are OASST (Köpf et al., 2023) and 130

LIMA (Zhou et al., 2023). The latter introduces the 131

Superficial Alignment Hypothesis (Kirstain et al., 132

2022; Zhou et al., 2023). It states that only a few 133

examples per task or instruction format are required 134

to teach a LLM the response style. At the same 135

time, most of the capabilities and knowledge are 136

acquired during pre-training. While gaining great 137

performance advancements with instructional data 138

ranked by user preferences (Uhlig et al., 2024; Lai 139

et al., 2023), this study focuses on the role of lan- 140

guage mixtures during instruction-tuning. 141

Multilingual Datasets Muennighoff et al. (2023) 142

translate classical NLP tasks , which were refined 143

by prompt templates to create the xP3mt dataset. 144

The authors indicate, that fine-tuning solely in En- 145

glish is adequate for a multilingual pre-trained 146

LLM to adapt and perform well across various tasks 147

in other pre-trained languages. However, these re- 148

sults were evaluated solely on downstream evalua- 149

tion tasks for pre-trained LLMs and not on evalua- 150

tion schemes developed for evaluating instruction- 151

tuned models. On the other hand, Holmström 152

and Doostmohammadi (2023) translate and eval- 153

uate instruction-tuning datasets for Swedish and 154

their results indicate translated instructions signif- 155

icantly improve zero-shot performance of models 156

and strong foundation in the target language bene- 157

fits model performance, which contradicts the find- 158

ings of Muennighoff et al. (2023). This discrepancy 159

might be introduced by the lack of response diver- 160

sity (Li et al., 2023) of template-based datasets and 161

their dissimilarity to human created and generated 162

responses as Table 2 of the preliminary study in the 163

Appendix suggests. 164

Bactrian-X (Li et al., 2023) is based on ma- 165

chine translated user requests, whereas corre- 166

sponding responses were generated by OpenAI’s 167

gpt-3.5-turbo. 168

2.2 Evaluation 169

Pre-training Benchmarks Most often multilin- 170

gual benchmarks, such as XCOPA (Ponti et al., 171

2020) and XWinograd (Tikhonov and Ryabinin, 172

2021) are utilized (Muennighoff et al., 2023; 173

Li et al., 2023; Lai et al., 2023) for evaluating 174

instruction-tuned models across languages. While 175

these benchmarks measure specific aspects of pre- 176

trained LLMs by accuracy regarding a gold truth 177

often only spanning only a few words, they fail to 178

2



capture the complex diversity instruction responses179

may offer (Zheng et al., 2023).180

Instruction-tuning Benchmarks With MT-181

Bench, Zheng et al. (2023) developed an automatic182

benchmark, that encompasses the diversity183

of instruction responses, by utilizing LLMs-184

as-a-judge. Despite the availability of recent185

alternatives (Liu et al., 2023; Ferron et al., 2023;186

Ye et al., 2023), MT-Bench was broadly adopted by187

the community1.188

Singh et al. (Singh et al., 2024; Üstün et al.,189

2024), introduces the Aya Evaluation Suite, which190

covers multilingual open-ended generation evalua-191

tion across 101 languages. While their prompts are192

suited for the conversational setup, a key difference193

to MT-Bench-X is that it only covers single turns.194

The work of Li et al. focuses on low resource195

language instruction-tuning on the English-centric196

Llama-2(Touvron et al., 2023) model. In contrast,197

in this work we focus on the composition of lan-198

guage mixture datasets of high resource European199

languages on multilingual models by design and200

underline the importance of thoroughly evaluated201

multilingual human-curated evaluation datasets.202

2.3 Demarcation203

While works exist addressing multilingual fine-204

tuning, our work differs from others in central as-205

pects:206

• We conduct our instruction-tuning based on207

pre-trained models that have been trained with208

a substantial amount of data for each language209

and have been trained with a large number of210

overall tokens (1T tokens).211

• We investigate whether the structural format212

of an instruction tuning dataset needs to be213

represented in each language in parallel, has to214

be split across languages, or should be mono-215

lingual.216

• We inspect the role of multilingual dataset217

quality by comparing models trained on218

human-curated and translated datasets with219

models trained on same sized synthetically220

generated datasets.221

• We evaluate our models on manually human-222

curated multilingual benchmarks that specifi-223

cally assess the model’s instruction-following224

capabilities.225
1https://paperswithcode.com/dataset/mt-bench

3 Multilingual Instruction-Tuning Data 226

To investigate the defined research questions, we 227

require high-quality parallel instruction-tuning 228

datasets of different sizes. While there exist mul- 229

tilingual instruction datasets, the distribution of 230

languages is highly skewed towards English or 231

contain shorter, less complex responses (Muen- 232

nighoff et al., 2023), as a preliminary study shown 233

in the Appendix ?? reveals. An exception here is 234

Bactrian-X (Li et al., 2023), a large-scale, parallel 235

instruction-tuning dataset. 236

Therefore, we select Bactrian-X (Section 3.1) as 237

a large-scale multilingual instruction-tuning dataset 238

and translate a smaller English-only instruction- 239

tuning dataset LIMA (Zhou et al., 2023) into our tar- 240

get languages (Section 3.2). For both datasets, we 241

created different multilingual compositions (Sec- 242

tion 3.3)2. 243

3.1 Bactrian-X 244

The large-scale instruction-tuning dataset Bactrian- 245

X (Li et al., 2023) was created by translating the 246

original English instructions and generating re- 247

sponses by ChatGPT (gpt-3.5-turbo). We se- 248

lected English, German, Italian, French and Span- 249

ish as target languages. We keep 95% (64K sam- 250

ples per language) of the data as the training dataset 251

and use the remaining 5% as the validation dataset 252

(3K samples per language). We additionally down- 253

sample the dataset to the same size as LIMA. 254

3.2 Lima-X 255

Each sample in LIMA is highly curated, which is 256

one benefit of its manageable size of 1030 samples. 257

Despite the creation of a validation set with high 258

standards of curation by Zhou et al. (2023), the au- 259

thors did not publish their validation dataset. Sim- 260

ply sampling the validation dataset from a training 261

data split might remove samples providing impor- 262

tant learning signals that are potentially not redun- 263

dant within the remaining few samples. We thus 264

adapt the curation steps and create a novel valida- 265

tion dataset, that is described in the Appendix B. 266

As we focus on Indo-European languages in 267

our study, we chose to utilize DeepL as a trans- 268

lator performing well in these languages (Yulianto 269

and Supriatnaningsih, 2021; Jiao et al.; Hidalgo- 270

Ternero, 2020). We translate LIMA and the novel 271

validation dataset into German, French, Italian, and 272

2The license details of our created datasets are described
in Appendix E
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Spanish. Before translating, we manually reviewed273

all 1030 training instances and marked the ones274

that could lead to problematic translations. The275

reasons here could be i.) mixed language usage276

in text ii.) code snippets, where code comments277

should be translated into other languages, but con-278

trol statements not iii.) samples which were written279

entirely in a different language other than English280

and iv.) cultural aspects of English that are not281

transferable to the target language, e.g., Here is282

a joke about numbers: Why was the number 10283

scared? Because 7 8 9. We mark 66 such cases284

in total and investigate whether DeepL can handle285

those for German. The LIMA dataset has 12 entries286

of non-English language, e.g., Portuguese, Spanish,287

or German, which are not problematic for DeepL.288

However, variable names in code snippets were289

partially translated. Furthermore, riddles, jokes,290

and poems are not directly translatable, which we291

see as a downside of the translation approach. We292

mark the erroneous cases.293

3.3 Language Mixtures294

We compose multilingual variants of the translated295

monolingual datasets in our five target languages296

that make up Lima-X and our language selection297

of Bactrian-X. This involves creating ENDEFRITES,298

which encompasses all five languages, effectively299

increasing the dataset size five-fold. In the same300

manner, we create DEFRITES, which does not con-301

tain the English part of the datasets and thus only302

quadruples the dataset size. Additionally, we303

create a variant, maintaining the same semantics304

of the questions as in the monolingual original305

but distributed equally across the five languages306

within the dataset, resulting in the concrete datasets307

ENDEFRITES-sampled and DEFRITES-sampled.308

For example, originating from the English dataset309

example ID 100, ENDEFRITES-sampled will con-310

tain either one of 100_X by choice, whereas X311

stands for the fine-tuning language EN, DE, FR, IT,312

ES and so that no ID is duplicated across languages313

and all languages are represented equally often.314

4 Multilingual Benchmarks315

To evaluate the multilingual instruction-following316

capabilities of the models, a comprehensive multi-317

lingual benchmark for our target languages is indis-318

pensable. Thus, we translated MT-Bench (Zheng319

et al., 2023) (Section 4.1) into the five target lan-320

guages, followed by human quality assurance for321

each language to create the multilingual MT-Bench 322

variant MT-Bench-X (Section 4.2). We employed 323

MT-Bench-X to conduct a machine evaluation and 324

a human evaluation (Section 4.3) to asses the relia- 325

bility and limitations of MT-Bench-X. 326

4.1 MT-Bench 327

For evaluating instruction-tuned models within 328

the conversational format, human evaluation is 329

considered gold standard. However, with MT- 330

Bench (Zheng et al., 2023) a cost-effective auto- 331

matic evaluation alternative, that correlates with 332

human judgment was developed for English. For 333

automation MT-Bench utilizes LLMs-as-a-judge. 334

The benchmark consists of 80 high-quality, two- 335

turn user requests across eight categories, whereas 336

complex categories come along with reference an- 337

swers. A LLM-as-a-judge is then prompted to as- 338

sess model responses either in a pair-wise mode 339

i.e. comparing two model responses to determine 340

the better answer or a tie, or in a single scoring 341

mode, where a score between 1 to 10 is to issue. In 342

both modes, the model is also asked to explain it’s 343

decision. The pair-wise mode allows to check for 344

positional bias by prompting the judge the same 345

task twice but with reversed model response po- 346

sitions. For both modes, the judgment is gener- 347

ated by greedy search and varying temperatures 348

depending on the category. The benchmark covers 349

a diverse set of use-cases including Writing, Math, 350

Coding, Reasoning and Extraction among others. 351

To answer the research question above, we prompt 352

GPT-4 with the translated prompts, whereas the 353

English original of Zheng et al. (2023) was utilized. 354

Thus, the focus of evaluation with MT-Bench is to 355

assess "the quality of the response provided by an 356

AI assistant", especially in terms of "helpfulness, 357

relevance, accuracy, depth, creativity, and level of 358

detail of the response", as quoted from the prompt 359

to user and machine. 360

4.2 MT-Bench-X 361

Similarly to the translation of Mulima-X we chose 362

DeepL as translation engine to translate the ques- 363

tions, reference answers and judge prompts of MT- 364

Bench from originally English to German, Spanish, 365

Italian and French. Along with the original English 366

MT-Bench, this leads to a novel multilingual bench- 367

mark called MT-Bench-X, whereas publishing de- 368

tails are in the Appendix E. We investigate the 369

performance of DeepL in the Appendix C. While 370

we consider DeepL as appropriate choice as a trans- 371
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lation tool, there are still problematic cases, that372

we let manually edit for correctness and correct373

wording for both question and references across374

all languages by humans with at least a graduate375

and that are fluent in the corresponding language.376

For German 31 cases were edited, many of them377

minor, for French 36, for Spanish 37 and for Ital-378

ian 72. While French and German was correctly379

translated into the polite form, the Italian personal380

pronouns within user requests were translated into381

plural, which made many corrections necessary.382

Furthermore, for programming related tasks, in383

some cases variable names and control sequences384

are translated. Other aspects noticeable when in-385

specting MT-Bench are the requirement of i) trans-386

lation capabilities of the LLM-as-a-judge models,387

e.g. from Chinese to the translated language, and388

ii) up-to-date knowledge e.g. mentioning of GPT-389

4. Additional to the user requests and references,390

we also translate the prompts within MT-Bench to391

not mix languages systematically during evaluation392

with MT-Bench-X. Through the manual correction393

of the translated MT-Bench-X dataset and the eval-394

uation of MT-Bench-X regarding its reliability and395

limitations, described in the following, we offer a396

high-quality instruction-tuning evaluation bench-397

mark resource to the community.398

4.3 Evaluation Approach of MT-Bench-X399

We utilize the currently best model available, GPT-400

4, which was shown to correlate best to human401

evaluation for English (Zheng et al., 2023). Fur-402

thermore, it was reported that GPT-4 is proficient403

in the languages we target in our study (Jiao et al.;404

OpenAI, 2023). We provide an user interface in-405

spired by Zheng et al. (2023), as can be seen in406

Figure 7 in the Appendix F.3, to let human expert407

judges rate answers of models in a pair-wise re-408

sponse comparison. For this, we translated the409

prompts provided by Zheng et al. (2023) into Ger-410

man, see Appendix F.2. Given a random question,411

we first set the first turn of each model response412

against each other and let the user choose between413

the options i) Assistant A is better, ii) Assistant B is414

better, iii) Tie, iv) both answers are not helpful or v)415

to skip this turn. To reduce evaluation time, we let416

the second turn directly follow in the same manner.417

During the design of the MT-Bench, Zheng et al.418

(2023) minimised the risk for several biases which419

could occur when using a LLM as a judge. To omit420

positional bias, we randomly select the display side421

for each model newly for each turn.422

5 Multilingual Performance Analysis 423

To answer the question of whether polyglot models 424

require multilingual or monolingual instructions, 425

we conducted several experiments. We describe 426

the experimental setup in Section 5.1, followed 427

by the evaluation by GPT-4-as-a-judge of single 428

score ratings and pair-wise evaluation (Section 5.2). 429

Moreover, we analyze the role of dataset quality 430

by comparing same-sized synthetic with curated 431

datasets in Section 5.3 and elaborate the Superficial 432

Alignment Hypothesis for the multilingual setup 433

in Section 5.4. We conclude this section with a 434

qualitative analysis in the Appendix G. 435

5.1 Experimental Setup 436

We employ the datasets described in Section 3 to 437

conduct our experiments. This includes instruction- 438

tuning on each monolingual dataset and all four 439

multilingual dataset mixtures for each dataset 440

source, i.e., Lima-X, Bactrian-X and Bactrian-X- 441

small. As base models, we use a mid-sized multi- 442

lingual 7B model that closely follows the Llama 443

2 (Touvron et al., 2023) architecture, which was 444

trained on a large number of non-English sam- 445

ples and the large, multilingual Mixture of Experts 446

model Mixtral-8x7B-v0.1. Further details are speci- 447

fied in the Appendix D. We follow a similar hyper- 448

parameter setting to Zhou et al. (2023), i.e., we 449

utilize a learning rate of 1e-5 with linear decrease, 450

use a batch size of 64, utilize the Adam optimizer 451

with β1 = 0.9, β2 = 0.95 and weight decay of 452

0.1. Due to the high computational demand of full- 453

weight fine-tuning of Mixtral-8x7B, we omitted 454

fine-tuning Mixtral-8x7B with the large Bactrian-X 455

datasets. The number of epochs and the learning 456

rate are determined by early stopping based on the 457

validation loss, which resulted in a learning rate of 458

1e-6 for the fully parallel datasets for Mixtral-8x7B. 459

5.2 The Impact of Language 460

In the following we investigate the performance 461

of models trained on different language mixtures 462

by both, monolingual evaluation and cross-lingual 463

evaluation. 464

Monolingual Performance For automatic eval- 465

uation with GPT-4, we display the summarised 466

results within Figure 3, alongside fine-grained re- 467

sults in the Appendix F.1. The Figure shows the 468

average absolute results obtained on MT-Bench- 469

X for each instruction-tuned model. Focusing 470
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Figure 1: Percentage improvement for turn one averaged across MT-Bench-X languages of models fine-tuned on
parallel mixed language instruction-tuning datasets over single language fine-tunings.

on 24EU-7B, the results highlight that the sin-471

gle language instruction-tunings Bactrian-DE,472

Bactrian-IT and Bactrian-ES are within their re-473

spective evaluation language inferior compared to474

Bactrian-ENDEFRITES. In contrast, Bactrian-EN475

achieves strong performance. We hypothesize this476

is due to the large fraction of English data within477

the pre-training corpus. Also, Bactrian-FR shows478

to outperform Bactrian-ENDEFRITES within MT-479

Bench-FR. The fully parallel DEFRITES-based480

and ENDEFRITES-based language mixture fine-481

tunings show no consistent superiority. Bactrian-X-482

small shows a coarsely similar, albeit overall lower483

performance compared to Bactrian-X. Mixtral-484

7x8B-based models showcase an overall higher485

absolute score within each language, compared486

to 24EU-7B-based models, supposedly due to its487

larger size. For the Mixtral-7x8B-based results,488

a consistent effect of monolingual performance489

increase or at least comparative performance for490

instruction-tuning with cross-lingual datasets com-491

pared to monolingual datasets can be observed for492

Bactrian-X-small as well as Lima-X-based mod-493

els. However, as with the 24EU-7B model results,494

either DEFRITES or ENDEFRITES language mix-495

ture based models show this effect inconsistently.496

There is no clear picture when evaluating model497

performance in a single language only.498

Cross-lingual Performance We compare the av-499

erage performance across languages between par-500

allel dataset mixtures and monolingual datasets501

in Figure 1. As can be inferred from Figure 1a, 502

for 24EU-7B-based models the language mix 503

ENDEFRITES-sampled, multilingual instruction- 504

tuning improvements for Lima-X and the same 505

sized Bactrian-X-small are notable, but the oppo- 506

site for Bactrian-X. However, the same cannot be 507

observed for DEFRITES-sampled, as here, all mod- 508

els trained with parallel data mixtures are inferior 509

compared to their monolingual counterparts. The 510

inconsistency within these results might come from 511

the number of samples per language, which is five 512

times as small within ENDEFRITES-sampled and 513

DEFRITES-sampled compared to the full monolin- 514

gual dataset. Here, Lima-X and Bactrian-X-small 515

only contain 1030 samples in total, i.e. 206 samples 516

per language within ENDEFRITES-sampled. For 517

Mixtral-8x7B models in Figure 1b, we note con- 518

sistent improvement of parallel instruction-tuning, 519

i.e., for the sampled as well as full-sized datasets, 520

with only a few, but consistent and less pronounced 521

exceptions for the same language and dataset 522

combination. In the same manner, the 24EU-7B 523

models trained based on the full-sized, parallel 524

language mix ENDEFRITES and DEFRITES show 525

performance improvements across languages for 526

Bactrian-X and Lima-X, when compared to their 527

monolingual counterparts. However, the down- 528

sampled variants show decreased performances for 529

both parallel language mixtures. We assume this 530

is due to the synthetic nature of Bactrian-X, as 531

it may show different levels of hallucination de- 532
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pending on the language skill of the generative533

model. Therefore, the sampled setting could have534

a lower signal-to-noise ratio than the ENDEFRITES535

setting. In contrast, LIMA-sampled, a manually536

high-curated dataset, does not express a perfor-537

mance decrease, providing evidence for the above-538

mentioned hypothesis. We assume the increased539

world knowledge associated with a larger model540

size allows Mixtral-8x7B to compensate for the541

assumed high signal-to-noise ratio in Bactrian-X-542

small. We observe a maximum performance gain of543

9.9% (0.99 points on the MT-Bench scale ranging544

from 1 to 10) by Bactrian-ENDEFRITES compared545

to Bactrian-IT. Overall, we found that instruc-546

tion tuning based on parallel multilingual datasets547

increases the cross-lingual instruction-tuning per-548

formance.549

5.3 Synthetic vs Curated Training Datasets550

To factor out the impact of training dataset size, we551

down-sampled the Bactrian-X datasets to the same552

size as the human-curated LIMA-X datasets, result-553

ing in the dataset Bactrian-X-small. As shown in554

Figure 3 in the Appendix, the Bactrian-X-based555

synthetic datasets outperform LIMA-X for both556

dataset magnitudes. When comparing LIMA-X557

with the cross-lingual performance of models tuned558

on Bactrian-X-small or Bactrian-X in Figure 1,559

the same overall performance trend i.e. improved560

cross-lingual performance for parallel Bactrian-X-561

based instruction-tunings, is visible. These results562

underline the beneficial effect of employing syn-563

thetic, semantically parallel datasets for multilin-564

gual instruction-tuning.565

5.4 Superficial Alignment Hypothesis566

We additionally investigated the superficial align-567

ment hypothesis which states that only a few ex-568

amples per task are required to teach a model to569

follow instructions. Figure 3 in the Appendix high-570

lights that 24EU-7B models instruction-tuned on571

Bactrian-X as well as Bactrian-X-small generally572

outperform models instruction-tuned on Lima-X573

and Bactrain-X-small datasets. Our results show574

that the Superficial Alignment Hypothesis (Kirstain575

et al., 2022; Zhou et al., 2023) does not generally576

hold for mid-sized LLMs. However, with Mixtral-577

8x7B, we see high performances for synthetic as578

well as human-curated data, indicating that the ef-579

fectiveness of the Superficial Alignment Hypothe-580

sis increases with larger model size or respectively581

with greater pre-trained model capabilities.582

6 Human Evaluation 583

Human evaluation is the gold standard for evaluat- 584

ing the output of generative models, as responses 585

can be complex and highly diverse. Following the 586

human evaluation, as described in Section 4.3, we: 587

i) inspect the role of positional bias in MT-Bench-X 588

(Section 6.1) and ii) compare the voting distribu- 589

tions between humans and GPT-4 in Section 6.2 590

iii) analyze the correlation of agreement levels be- 591

tween humans and GPT-4 in Section 6.3. 592

6.1 Positional Bias 593

We inspect potential limitations of utilizing GPT-4- 594

as-a-judge for German text: Stem 30.00%, Human- 595

ities 27.50%, Writing 20.00%, Extraction 16.25%, 596

Roleplay 15.00%, Coding 12.50%, Reasoning 597

7.50% and Math 6.25%. We observe a high level 598

of positional bias for the categories Stem, Human- 599

ities and Writing. For the following correlation 600

analysis we mitigate the effect of positional bias 601

by the substitution of missing values through re- 602

sults of a following run, where possible. Albeit 603

judgment generation in MT-Bench-X is conducted 604

by greedy search and the evaluation runs were exe- 605

cuted immediately one after another, we mitigated 606

the positional bias by up to 16.25%. 607

6.2 Voting Distribution 608

We averaged the results of three evalua- 609

tion runs for the models Bactrian-DE and 610

Bactrian-ENDEFRITES on MT-Bench-DE and 611

display the results in Figure 2. As can be 612

seen in Figure 2b, Bactrian-DE looses more 613

frequently against Bactrian-ENDEFRITES, except 614

for the Reasoning category. Especially for the 615

categories Math, Reasoning and Coding the model 616

performance is insufficient and thus a performance 617

comparison is infeasible. We hypothesize this 618

shows a gap of capabilities learned during pre- 619

training. Within Figure 2a it is evident that human 620

evaluators tend to vote less often for "Tie" and 621

"Both Bad". For the categories Math, Reasoning 622

and Coding the underperformance shown by 623

automatic per-category single evaluation scores 624

in Figure 4 in the Appendix is confirmed by the 625

human evaluation in Figure 2a. 626

6.3 Correlation Analysis 627

The correlation between agreement levels of hu- 628

mans and GPT-4 is shown in Table 1. There is 629

only an agreement of 39% between humans and 630

7



(a) Bactrian-DE vs. Bactrian-ENDEFRITES voted by humans. (b) Bactrian-DE vs. Bactrian-ENDEFRITES voted by GPT-4.

Figure 2: Pair-wise MT-Bench-DE quality assessment by humans and GPT-4, including voting option "both bad".

Turn 1 2
Category GPT-4 Hum. GPT-4 Hum.

All 3959 56 4062 52
RCEMRa 5060 57 4671 58
Coding 4780 61 1136 33
Extraction 5148 48 2981 62
Humanities 088 77 4446 66
Math 6292 85 7088 77
Reasoning 4354 60 7083 66
Roleplay 4645 33 3370 41
Stem 2060 54 2642 26
Writing 1649 46 1851 29

a RCEMR: Roleplay, Coding, Extraction, Math and Reasoning

Table 1: Percentage of agreement between Human-GPT-
4 and Human-Human with subscripted upper limit of
agreement by Human-Majority-Human agreement.

GPT-4 for turn one and 56% agreement between631

humans for evaluation observable. To incorporate632

the agreement by chance, we calculate the Fleiss’633

kappa scores (Fleiss and Cohen, 1973) among hu-634

mans, resulting in the coefficient of 0.37 (p-value:635

3× 10−8) on 66 samples for the first turn and 0.36636

(p-value: 6× 10−8) on 62 samples for the second637

turn. This indicates fair agreement between anno-638

tators. We assume the low scores are effects of the639

difficulty of the evaluation task itself, as even hu-640

man judges agree only to 56% to each other. Due641

to the disagreement among human judges only the642

upper bound of 59% agreement can be reached643

for human-GPT-4 agreement. Interestingly, Hu-644

manities, Writing and Stem contribute significantly645

to the disagreement level between humans and646

GPT-4. We attribute this to the positional bias,647

which was especially observable within categories 648

that involve creativity and thus are more subjec- 649

tive to assess. Of the 242 model responses, hu- 650

man judges prefer to 62.8% the model responses 651

of Bactrian-ENDEFRITES, which further supports 652

our findings in Sec. 5.2. 653

7 Conclusion & Future Work 654

We see this work as a fundamental step towards sup- 655

portive multilingual assistants. Across a selection 656

of major Indo-European languages, we thoroughly 657

analyzed instruction-tuned models using parallel 658

instruction-tuning benchmarks. Hereby, the cre- 659

ation of multilingual benchmarks and datasets 660

are crucial to investigate multilingual instruction- 661

tuning capabilities. Our findings highlight the 662

benefits of instruction-tuning on parallel datasets, 663

showcasing improvements of up to 9.9% in cross- 664

lingual instruction-following capabilities compared 665

to monolingual corpora. Additionally, our re- 666

sults challenge the generalizability of the Superfi- 667

cial Alignment Hypothesis, showing that extensive 668

instruction-tuning datasets are necessary for mid- 669

sized multilingual models, but not necessarily for 670

larger models. We identify disparities between hu- 671

man evaluations and those generated by GPT-4 in 672

multilingual chat scenarios. By illuminating these 673

challenges, we emphasize the need for future re- 674

search to address them. Additionally, we recognize 675

the need to explore the impact of multilingual multi- 676

turn dataset variants, which we leave as an avenue 677

for future exploration. By addressing these chal- 678

lenges head-on, we can improve the performance of 679

generative assistants in real-world communication 680

contexts, advancing the field of natural language 681

processing for practical applications. 682
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8 Limitations683

While our study offers valuable insights into684

instruction-tuning for multilingual LLMs, it is es-685

sential to acknowledge several limitations that may686

impact the generalizability and completeness of our687

findings.688

Firstly, our research does not aim to push the689

boundaries of state-of-the-art performance. Instead,690

we focus on exploring the effectiveness of different691

instruction-tuning settings in guiding pre-trained692

multilingual LLMs to follow instructions within693

conversation datasets.694

Secondly, due to involved costs when evaluating695

with GPT-4-as-a-judge, we conducted single-score696

evaluations for each model variant across various697

languages in the MT-Bench-X dataset only once.698

While this approach provided initial insights, it699

limited our ability to calculate comprehensive sta-700

tistical measures like mean and standard deviation.701

Moreover, our research scope is confined to lan-702

guages within the Germanic and Italo-Western lan-703

guage families due to resource constraints. Con-704

sequently, the generalizability of our findings to705

languages from more distant language families706

remains to be determined. Despite these limita-707

tions, our study lays the groundwork for explor-708

ing whether multilingual instruction-tuning bene-709

fits languages beyond those examined in this re-710

search, opening avenues for further investigation711

and refinement of multilingual LLM fine-tuning712

methodologies.713

9 Ethical And Broader Impact714

Instruction-following LLMs offers an efficient way715

of solving natural language problems by simply716

instructing the model to perform the tasks. With717

our work we highlight the importance of investigat-718

ing the multilingual aspect throughout the creation719

process of helpful LLMs, as this becomes an im-720

portant feature for democratizing this technology.721

While this allows users to become proficient in vari-722

ous areas, pre-trained and instruction-tuned models723

are not restricted out-of-the-box to a certain set of724

content and do not follow a specific set of values.725

Thus an important next step is to investigate the726

generalizability of the alignment to human curated727

values embedded within moderated datasets across728

multiple languages.729
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A Preliminary Dataset Study984

For selecting appropriate multilingual datasets to985

instruction-tune the multilingual models, we con-986

ducted a preliminary study to investigate the lan-987

guage distribution and length statistics. The re-988

sults, depicted in Table 2 show a high skew towards989

English-focused datasets.990

B LIMA Validation Dataset Creation991

We utilize the open-source project stackexchange-992

dataset3 to scrape 18 different stackexchange top-993

ics (bioinformatics, biology, buddhism, chemistry,994

coffee, cooking, crafts, datascience, diy, earth-995

science, fitness, health, math, mythology, physics,996

poker, softwareengineering, travel). Despite al-997

ready filtering for quality by stackexchanges scor-998

ing method , we end up with 62021 Question An-999

swering (QA) pairs. Additionally, we filter answers1000

by phrases such as "my", "as mentioned", "stack1001

exchange", "referenced", "figure", "image", among1002

others, to exclude examples not written in the style1003

of a helpful assistant or referencing images, which1004

cannot be represented in our unimodal models. We1005

also filter by the length of QA pairs i.e. only allow-1006

ing pairs which count more words than 1200, but do1007

not exceed 4096 words. Additionally, we filter by1008

consistent language across question and answer and1009

perform near deduplication with Shingling, Min-1010

Hashing, and LSH over the LIMA training dataset1011

split. In total we reduce the 62021 examples to1012

only 84, which we then carefully inspected and1013

manually curate by rewriting or deleting samples.1014

This leads to final 52 samples, which is roughly the1015

size of the validation dataset reported by Zhou et al.1016

(2023).1017

C Translation Quality1018

Most similar to our benchmark translation efforts is1019

the dataset MT-Bench-TrueGerman. The authors of1020

MT-Bench-TrueGerman 4, report translation prob-1021

lems when using GPT-4 as a translation engine.1022

To assess the translation quality of MT-Bench-X,1023

we compare their findings with our translations by1024

DeepL. While GPT-4 can translate across various1025

languages, it falls short compared to specialized1026

translation engines such as DeepL. We showcase1027

3https://github.com/EleutherAI/
stackexchange-dataset

4https://huggingface.co/VAGOsolutions/
SauerkrautLM-7b-v1

this in Table 3, by comparing the failure cases re- 1028

ported by MT-Bench-TrueGerman authors. 1029

DeepL offers a more realistic translation than 1030

GPT-4 for the anglicism problem and we find the 1031

translation of simile accurate. With the exception 1032

of the translation errors due to intentionally gram- 1033

matically incorrect sources we cannot support the 1034

findings of MT-Bench-TrueGerman. 1035

D Models 1036

To investigate multilingual instruction-tuning per- 1037

formance, we require the pre-trained model to 1038

have been i) trained on multilingual data includ- 1039

ing our target languages, ii) trained with a fair to- 1040

kenizer, i.e., an equal amount of tokens per lan- 1041

guage was used for the tokenizer training, and iii) 1042

trained on at least 1T tokens to ensure a minimal 1043

set of learned aptitudes as perquisite for minimal 1044

instruction-following capability. To the best of our 1045

knowledge, only three existing, openly available 1046

model families are multilingual European ones. 1047

This includes BLOOM (Scao et al., 2022) and 1048

Nemotron 5 and Mixtral-8x7B. However, BLOOM 1049

was not pre-trained on German data and only on 1050

366B tokens for 46 languages, and for Nemotron, 1051

no details about the tokenizer training, nor details 1052

about the dataset language composition are avail- 1053

able. While for Mixtral-8x7B no details about the 1054

tokenizer training is known, it shows high perfor- 1055

mance across languages for downstream evaluation 1056

tasks. 1057

Thus, we adopt a multilingual LLM with 7B pa- 1058

rameters pre-trained on 1T tokens. The pre-training 1059

datasets exhibit an English-dominated share of all 1060

24 European languages (1T token dataset: 43.88% 1061

EN, 8.65% FR, 7.63% ES, 8.48% DE, 4.64% IT 1062

and 4.51% Code ) and are filtered and deduplicated. 1063

The tokenizer was trained on a dataset where each 1064

of the 24 languages contributed equally to support 1065

each of these languages fairly. Furthermore, we uti- 1066

lize Mixtral-8x7B-v0.1 as another, but larger multi- 1067

lingual model to strengthen our analysis. 1068

E Licenses 1069

The created LIMA-X datasets are licensed by CC 1070

BY-NC-SA (Lima-X) or stricter as required by 1071

Zhou et al. (2023) and the used Bactrian-X dataset 1072

was released under CC BY-NC 4.0 are thus both 1073

non-commercial, but usable as intended by the 1074

source datasets. 1075

5https://developer.nvidia.com/nemotron-3-8b
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Samples per Language ∅ Words
Dataset Source EN DE FR IT ES User Sys.

xP3mt (Muennighoff et al., 2023) template 32.7M 0 5M 0 5.1M 147 47
HH-RLHF (Bai et al., 2022) gen. 112k 13 10 8 9 118 67
OASST (Köpf et al., 2023) gen. 20.2k 1.5k 1.1k 359 13.4k 20 114
Bactrian-X (Li et al., 2023) gen. 67k 67k 67k 67k 67k 27 90
LIMA (Zhou et al., 2023) human 1k 4 0 0 2 39 419

Table 2: Language distribution for different instruction datasets for English (EN), German (DE), French (FR), Italian
(IT) and Spanish (ES).

Original GPT-4 DeepL
Problem (Zheng et al., 2023) MT-Bench-TrueGerman MT-Bench-DE
Anglicism Now you are a machine

learning engineer . . .
Jetzt bist du ein
Maschinenlern-Ingenieur.
. . .

Jetzt sind Sie ein Ingenieur
für maschinelles Lernen.
. . .

Grammatically
incorrect
source

. . . correct any grammati-
cal errors: She didn’t re-
membre where is her purse,
so I thinks its

. . . grammatikalische
Fehler zu korrigieren: Sie
erinnerte sich nicht daran,
wo ihre Geldbörse ist, also
denke ich, . . .

. . . grammatikalische
Fehler zu korrigieren: Sie
erinnerte sich nicht, wo
ihre Handtasche war, also
dachte ich, . . .

Reference
mismatch

Please assume the role
of an English translator,
. . . Regardless of the lan-
guage I use, . . . respond
. . . in English.

Bitte nehmen Sie die Rolle
eines englischen Überset-
zers an . . . auf Englisch
antworten.

Bitte schlüpfen Sie in
die Rolle eines Englisch-
Übersetzers . . . auf
Englisch antworten.

None Can you rephrase your pre-
vious answer and incorpo-
rate a metaphor or simile
in each sentence?

Kannst du deine vorherige
Antwort umformulieren
und in jedem Satz eine
Metapher oder ein Gleich-
nis einbauen?

Können Sie Ihre vorherige
Antwort umformulieren
und in jeden Satz eine
Metapher oder ein Gleich-
nis einbauen?

Table 3: EN-DE translation comparison by GPT-4 (MT-Bench-True-german) and DeepL (MT-Bench-DE, Ours)

We license the created resource MT-Bench-X1076

under Apache License 2.0. This is consistent1077

with the intended use of the source dataset MT-1078

Bench (Zheng et al., 2023).1079

F Evaluation1080

F.1 Single Score Evaluation1081

With the bar plots in Figure 3, we compare differ-1082

ences of monolingual and multilingual instruction-1083

tuned models across all languages within MT-1084

Bench-X for all pre-trained models instruction-1085

tuned on all dataset variants. For the main dis-1086

cussion of these results, we refer the reader to the1087

monolingual performance analysis in Section 5.2.1088

Furthermore, with the radar plots in Figure 4, we1089

compare differences of monolingual and multilin- 1090

gual instruction-tuned models across all languages 1091

and instruction categories within MT-Bench-X for 1092

Bactrian-X and Lima-X. GPT-4-as-a-judge was uti- 1093

lized to rate the model responses for each individu- 1094

ally and turn-based on a range from 1 to 10. The 1095

highest observed score for the pre-trained 24EU-7B 1096

model is 2.1, which renders its instruction follow- 1097

ing capabilities as insufficient across languages. 1098

While scores increase marginally, the 24EU-7B 1099

base model instruction-tuned on Lima-X show to 1100

perform only on the lower end of the scale. How- 1101

ever, we note spikes in the category Writing and 1102

Roleplay across languages. For Bactrian-X-based 1103

24EU-7B models, a pattern is evident showing best 1104
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English Original Translated German
Instruction

Please act as an impartial judge and evaluate the
quality of the responses provided by two AI assis-
tants to the user question displayed below. You
should choose the assistant that follows the user’s
instructions and answers the user’s question better.
Your evaluation should consider factors such as the
helpfulness, relevance, accuracy, depth, creativity,
and level of detail of their responses. Begin your
evaluation by comparing the two responses and
provide a short explanation. Avoid any position
biases and ensure that the order in which the re-
sponses were presented does not influence your
decision. Do not allow the length of the responses
to influence your evaluation. Do not favor certain
names of the assistants. Be as objective as pos-
sible. After providing your explanation, output
your final verdict by strictly following this format:
"[[A]]" if assistant A is better, "[[B]]" if assistant
B is better, and "[[C]]" for a tie.

Bitte beurteilen Sie als unparteiischer Richter die
Qualität der Antworten von zwei KI-Assistenten
auf die unten dargestellte Benutzerfrage. Sie
sollten den Assistenten auswählen, der die An-
weisungen des Nutzers befolgt und die Frage des
Nutzers besser beantwortet. Bei Ihrer Bewertung
sollten Sie Faktoren wie Hilfsbereitschaft, Rele-
vanz, Genauigkeit, Tiefe, Kreativität und Detailge-
nauigkeit der Antworten berücksichtigen. Begin-
nen Sie Ihre Bewertung mit einem Vergleich der
beiden Antworten und geben Sie eine kurze Erk-
lärung ab. Vermeiden Sie jegliche Voreingenom-
menheit und stellen Sie sicher, dass die Reihen-
folge, in der die Antworten präsentiert wurden,
keinen Einfluss auf Ihre Entscheidung hat. Lassen
Sie sich bei Ihrer Bewertung nicht von der Länge
der Antworten beeinflussen. Bevorzugen Sie nicht
bestimmte Namen der Assistenten. Seien Sie so
objektiv wie möglich. Geben Sie nach Ihrer Erk-
lärung Ihr endgültiges Urteil ab, indem Sie sich
strikt an dieses Format halten: "[[A]]", wenn As-
sistent A besser ist, "[[B]]", wenn Assistent B
besser ist, "[[C]]" bei Gleichstand und "[[D]]"
wenn beide Assistenten gleich schlecht sind.

Prompt Template

[User Question] [Frage des Nutzers]
{question} {question}

[The Start of Assistant A’s Answer] [Beginn der Antwort von Assistent A]
{answer_a} {answer_a}
[The End of Assistant A’s Answer] [Das Ende der Antwort von Assistent A]

[The Start of Assistant B’s Answer] [Beginn der Antwort von Assistent B]
{answer_b} {answer_b}
[The End of Assistant B’s Answer] [Ende der Antwort von Assistent B]

Table 4: English original prompt for pair-wise evaluation (Cf. (Zheng et al., 2023)) and it’s translation and extension
by the fourth option [[D]]: [. . . ] and "[[D]]" if both assistants are equally bad.
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Figure 3: GPT-4-as-a-judge single evaluation average scores for each language mix dataset variant on MT-Bench-X.

performance for Bactrian-ENDEFRITES or models1105

trained directly in the language of the benchmark.1106

However, here no consistent superior fine-tuning is1107

evident across categories and languages.1108

For completeness, we display the evaluation re-1109

sults of the percentage average performance im-1110

provement of models fine-tuned on parallel mixed1111

language instruction-tuning datasets across MT-1112

Bench-X languages for turn two in Figure 5. The1113

same pattern as for turn one within Figure 1 in1114

Section 5.2 is evident.1115

Detailed Tabular View In the following Tables 1116

8, 9 and 10, the detailed category-wise scores of 1117

each model variant are displayed. Despite being 1118

an automatic evaluation and less costly, still high 1119

costs are involved utilizing the OpenAI API for 1120

evaluation with GPT-4-as-judge. Because of these 1121

high costs involved, we did not average the results 1122

across multiple evaluation runs. 1123
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(b) Category-wise MT-Bench-DE single-score by GPT-4.
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(c) Category-wise MT-Bench-FR single-score by GPT-4.
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(d) Category-wise MT-Bench-IT single-score by GPT-4.
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Figure 4: In-depth MT-Bench-X quality assessment by GPT-4.
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Figure 5: Percentage improvement for turn two averaged across MT-Bench-X languages of models fine-tuned on
parallel mixed language instruction-tuning datasets over single language fine-tunings.

F.2 Pair-wise Evaluation1124

For the pair-wise mode of evaluating according1125

to MT-Bench (Zheng et al., 2023) in German, we1126

translate the English prompts for GPT-4-as-a-judge1127

as displayed in Table 4.1128

The initial experiment according to the methods1129

of Zheng et al. (2023), involved only the three vot-1130

ing options Model A is better, Model B is better1131

and Tie. However, as evident from Figure 6, a im-1132

balance between the voting options occur and it1133

is unclear whether the large fraction of Tie votes1134

result from equally bad or good answers. To clarify1135

whether the large fraction of Tie votes occurs due1136

to insufficient overall performance, we repeated1137

the experiment with the additional option to select1138

when both models are equally bad, as presented in1139

Section 6.1140

F.3 Human Evaluation1141

We conduct an human evaluation on pair-wise1142

model assessment on the German MT-Bench-DE.1143

Therefore, we provide the annotation platform de-1144

picted in Figure 7, in which academic, native speak-1145

ing Germans pair-wise assess model responses by1146

selection either a clear winner, denoting a tie or1147

signaling that both models were not helpful at all1148

in answering the multi-turn user request. The 121149

participants are all considered to be experts, as all1150

are working within the field of generative artificial1151

Figure 6: Bactrian-DE vs. Bactrian-ENDEFRITES.
Pair-wise MT-Bench-DE quality assessment by GPT-4.

intelligence. All participants were informed that 1152

the purpose of the annotations was to investigate 1153

research questions for a paper to be published. No 1154

payment was involved. Consent for the human 1155

evaluation study as well as the manual curation of 1156

MT-Bench-X was obtained through video calls. To 1157

protect the annotators participating in this study, 1158

we anonymized the data collected. The translation 1159

for the user directives in English are as follows: 1160

"MT-Bench-X Evaluator Please act as 1161

an impartial judge and evaluate the qual- 1162

ity of the responses provided by two AI 1163

assistants to the user question displayed 1164

below. You should choose the assistant 1165
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that follows the user’s instructions and1166

answers the user’s question better. Your1167

evaluation should consider factors such1168

as the helpfulness, relevance, accuracy,1169

depth, creativity, and level of detail of1170

their responses. Avoid any positional bi-1171

ases and ensure that the order in which1172

the responses were presented does not1173

influence your decision. Do not allow1174

the length of the responses to influence1175

your evaluation. Do not favor certain1176

names of the assistants. Be as objective1177

as possible. Finally, indicate your ver-1178

dict by clicking one button. Please use1179

the tie button sparsely." Cf. (Zheng et al.,1180

2023).1181

G Qualitative Analysis1182

G.1 Cross-lingual vs. Monolingual1183

Within the examples shown in Table 5 and Table 6,1184

minor differences in the format of the answers1185

of Bactrian-ENDEFRITES and Bactrian-DE can1186

be observed. While the multilingual fine-tuned1187

model shows a format and placeholders as one1188

would expect, the model Bactrian-DE shows in-1189

correct formatting. We also noted that responses of1190

Bactrian-ENDEFRITES are often more elaborate1191

compared to monolingual Bactrian-X models.1192

G.2 GPT-4-as-a-judge1193

While for both examples, reasonably high ratings1194

are given by GPT-4-as-a-judge during single mode1195

evaluation and reasonable justifications for not scor-1196

ing model outputs higher where given by GPT-41197

(not shown), we can observe inconsistencies and1198

incorrect ratings, as marked red in Table 7 - even1199

when a reference solution is given - for a lemon-1200

picked example. While this exemplifies that human1201

evaluation should still be considered the gold stan-1202

dard, it also shows that a coarse impression of quan-1203

titative model performance by GPT-4-as-a-judge is1204

a cost- and time-effective evaluation option despite1205

not being as accurate for some examples.1206

H Multilingual Pre-Trained Model1207

This study is based on a multilingual pre-trained1208

model, that was trained on 1T tokens and is in1209

the processes of being open-sourced. The tok-1210

enizer was specifically trained to support each of1211

the 24 EU languages equally fair. The choice1212

of Tokenizer training parameters and implemen- 1213

tation are hereby inferred from results of Ali et al. 1214

(2023), who recommend for multilingual models an 1215

Unigram (Kudo, 2018) SentencePiece6 Tokenizer 1216

with a large vocabulary of 250680 tokens. The 1217

pre-training datasets utilised exhibit an English- 1218

dominated share of all 24 European languages. 1219

Thereby the five languages in question for this 1220

study are contained to the following proportions 1221

within the pre-training dataset: 43.88% EN, 8.65% 1222

FR, 7.63% ES, 8.48% DE, 4.64% IT and 4.51% 1223

Code ). The dataset was filtered and deduplicated. 1224

Regarding architectural choices, the architecture of 1225

Llama 2 (Touvron et al., 2023) was followed. Re- 1226

garding the multilingual Mixtral-8x7B-v0.1, which 1227

supports all langauges inspected within this study, 1228

we refer to the details provided by Jiang et al. (Jiang 1229

et al., 2024). 1230

I Infrastructure & Computational Costs 1231

We trained each of our 27 7B parameter mod- 1232

els and 18 8x7B parameter models on NVIDIA 1233

H100 GPUs, and the training and answer genera- 1234

tion of the models took between 337 (LIMA-X) 1235

and 540 (Bactrian-X) and 337 (Bactrian-X-small) 1236

GPU hours. Therefore, the total training and an- 1237

swer generation costs amounted to ≈ 1214 GPU 1238

hours. 1239

6https://github.com/google/sentencepiece
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Figure 7: User interface for human evaluation. The model response sides are selected randomly for each turn.
Each evaluation instance is sampled randomly and comprises of the two-turn responses of two models, which are
evaluated one after the other. Based on Zheng et al. (2023).
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Request (writing) Draft a professional email seeking your supervisor’s feedback on the ’Quarterly
Financial Report’ you prepared. Ask specifically about the data analysis, presentation style, and the
clarity of conclusions drawn. Keep the email short and to the point.

Bactrian-DE (Rating 9)
Dear [name of supervisor], I am writing to formally request your feedback on my Quarterly Financial
Report. The report was prepared in accordance with the required data analysis and presentation style,
as per our company’s guidelines. I would appreciate if you could provide me with your feedback on
the following:

• Data analysis: Can you please comment on the accuracy of the data presented in the report?

• Presentation style: How do you feel about the visual presentation of the data? Is it easy to
understand and visually appealing?

• Conclusions drawn: Please provide your insights on the conclusions drawn from the report. Were
they clear and easy to understand, or do you have any concerns or suggestions? I appreciate your
time and consideration in reviewing my work, and I look forward to your response. Thank you,
[Your Name]

Bactrian-ENDEFRITES (Rating 10)
Dear [Supervisor],

I hope this email finds you well. I am writing to request your valuable feedback on my Quarterly
Financial Report. Please take a moment to review the report and let me know if there are any areas you
would like me to improve on.

In regards to the data analysis, I have used a combination of quantitative and qualitative methods to an-
alyze the data and present the results in an easy-to-understand manner. The report clearly demonstrates
the financial performance of the company during the quarter, its trends, and the implications for the
future. I would appreciate any feedback or suggestions you may have on how to further improve the
data analysis.

In terms of the presentation style, I have included charts, graphs, and tables to provide visual aids to
the report. The report is well-organized with a clear heading structure and a concise conclusion section.
I would appreciate any comments on the clarity of the conclusions drawn.

Overall, I am satisfied with the quality of the report, but I am always eager to learn from your feedback.
Thank you for your time.

Sincerely,

[Your Name]

Table 5: Qualitative comparison of answers of the 24EU 7B model fine-tuned on Bactrian-ENDEFRITES and
Bactrian-DE for MT-Bench-EN.
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Request (stem) - Turn 1 The city of Vega intends to build a bridge that will span the Vegona River,
covering a distance of 1.8 kilometers. The proposed location falls within a seismically active area that
has experienced several high-magnitude earthquakes. Given these circumstances, what would be the
best approach to constructing the bridge?

Bactrian-DE (Rating 7) The best approach to constructing the bridge would be to use a combination
of seismic engineering measures and construction techniques that are well-suited to the seismically
active area. This would include the use of reinforced concrete and high-strength steel, as well as the
use of advanced design and construction methods that are able to withstand the effects of earthquakes.
The bridge would also need to be built in a way that allows for easy access for emergency response
teams in the event of an earthquake.

Bactrian-ENDEFRITES (Rating 8) The best approach to constructing the bridge in a seismically active
area would be to use advanced engineering techniques and materials that are designed to withstand high
seismic activity. This could include using reinforced concrete, high-strength steel, and advanced seismic
design principles to ensure the bridge is able to withstand the forces of an earthquake. Additionally, the
bridge could be built on a solid foundation, such as a concrete pier, to further increase its stability. It
would also be important to carefully monitor the construction process and ensure that the bridge is built
to the highest safety standards.

Request (stem) - Turn 2 What are the key disadvantages or flaws of your solution? Please perform
calculations and use numbers to illustrate them.

Bactrian-DE (Rating 5) The key disadvantages or flaws of the proposed solution are as follows:

• The cost of the project would be significantly higher than if the bridge were built in a different
location.

• The construction process would be more complex and time-consuming, as the bridge would need
to be built in a seismically active area.

• The bridge would be more vulnerable to earthquakes, as it would be built in a seismically active
area.

• The construction process would be more dangerous for workers, as they would be working in an
area that is prone to earthquakes.

Bactrian-ENDEFRITES (Rating 6) The key disadvantages of the proposed solution are as follows:

1. High cost: The use of advanced engineering techniques and materials would increase the cost of
the bridge significantly, making it unaffordable for the city of Vega.

2. Long construction time: The construction process would take a long time, as the bridge would
need to be built on a solid foundation and carefully monitored during the construction process.

3. Environmental impact: The construction process would have a significant impact on the environ-
ment, as the bridge would require the clearing of trees and other vegetation, which could have
negative consequences for the local ecosystem.

4. Safety concerns: The bridge would be built in a seismically active area, which could increase the
risk of an earthquake damaging the bridge or causing injuries to construction workers.

Table 6: Qualitative comparison of answers of the 24EU 7B model fine-tuned on Bactrian-ENDEFRITES and
Bactrian-DE for MT-Bench-EN.
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Request (reasoning) - Turn 1 David has three sisters. Each of them has one brother. How many
brothers does David have?
Reference Solution David has no brother. He is the one brother of his three sisters.

Bactrian-DE David has two brothers.
Judgment The assistant’s answer is incorrect. [. . . ] Rating: [[2]]
Bactrian-DEFRITES David has six brothers.
Judgment The assistant’s answer is incorrect. [. . . ] Rating: [[1]]
Bactrian-DEFRITES-sampled David has two brothers.
Judgment The assistant’s answer is incorrect. [. . . ] Rating: [[2]]
Bactrian-ENDEFRITES David has one brother.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]
Bactrian-EN David has one brother.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]
Bactrian-ENDEFRITES-sampled David has one brother.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]

Request (reasoning) - Turn 2 If we change the previous question and assume that each sister of David
has two brothers, how many brothers would David have?
Reference Solution David has one brother.

Bactrian-DE David has one brother.
Judgment The assistant’s response to the second question is incorrect. [. . . ] Rating: [[1]]
Bactrian-DEFRITES David has fourteen brothers.
Judgment The assistant’s response is incorrect. [. . . ] Rating: [[1]]
Bactrian-DEFRITES-sampled David would have four brothers.
Judgment The assistant’s response to the second question is incorrect. [. . . ] Rating: [[2]]
Bactrian-ENDEFRITES David would have two brothers.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]
Bactrian-EN David has two brothers.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]
Bactrian-ENDEFRITES-sampled David has two brothers.
Judgment The assistant’s answer is correct. [. . . ] Rating: [[10]]

Table 7: Qualitative comparison of Bactrian-ENDEFRITES, Bactrian-ENDEFRITES-sampled,
Bactrian-DEFRITES, Bactrian-DEFRITES-sampled, Bactrian-EN and Bactrian-DE on MT-Bench-EN,
showing judgment inconsistencies of GPT-4-as-a-judge.
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MT-Bench-EN Wr. Role. Reas. Math Code Extr. STEM Hum. Avg.

24EU-1T-pre-train 1.0 1.75 1.0 1.0 1.25 1.0 1.0 1.0 1.12
Bactrian-DE 5.1 5.1 2.0 1.35 1.95 2.8 4.25 5.35 3.49
Bactrian-DEFRITES 4.92 4.0 2.05 1.05 1.85 2.75 5.15 4.15 3.24
Bactrian-DEFRITES-sampled 4.4 4.2 2.45 1.4 1.65 2.2 4.8 4.53 3.2
Bactrian-EN 4.68 5.2 3.4 1.15 2.05 2.6 5.5 6.2 3.85
Bactrian-ENDEFRITES 5.4 4.75 3.45 1.15 2.0 2.55 4.8 5.35 3.68
Bactrian-ENDEFRITES-sampled 4.6 4.95 3.2 1.05 2.1 2.45 4.65 5.4 3.55
Bactrian-ES 5.5 5.1 2.2 1.35 2.0 2.6 4.05 5.48 3.53
Bactrian-FR 5.68 4.95 3.2 1.4 2.1 2.5 4.28 5.2 3.66
Bactrian-IT 4.82 4.45 2.75 1.35 1.89 2.3 4.35 4.7 3.33
Lima-DE 2.8 3.15 1.5 1.15 1.4 1.3 1.85 1.6 1.84
Lima-DEFRITES 2.55 3.65 2.7 1.35 1.4 1.65 3.4 2.05 2.34
Lima-DEFRITES-sampled 2.4 2.45 3.1 1.1 1.1 1.05 1.75 1.25 1.78
Lima-EN 2.55 4.25 1.8 1.0 1.25 1.4 1.9 1.65 1.98
Lima-ENDEFRITES 2.48 3.85 1.45 1.0 1.4 1.6 1.5 1.95 1.9
Lima-ENDEFRITES-sampled 2.6 3.45 2.05 1.25 1.2 1.15 2.95 2.0 2.08
Lima-ES 2.8 3.35 3.55 1.2 1.35 1.65 2.35 1.7 2.24
Lima-FR 2.5 3.65 2.1 1.0 1.25 1.35 1.5 1.75 1.89
Lima-IT 2.6 2.3 2.1 1.1 1.35 1.1 1.8 1.7 1.76
Bactrian-X-Avg. 5.01 4.74 2.74 1.25 1.95 2.53 4.65 5.15 3.5
Lima-X-Avg. 2.59 3.34 2.26 1.13 1.3 1.36 2.11 1.74 1.98

MT-Bench-DE Wr. Role. Reas. Math Code Extr. STEM Hum. Avg.

24EU-1T-pre-train 1.1 2.2 1.0 1.0 1.0 1.0 1.0 1.0 1.16
Bactrian-DE 5.15 4.6 3.15 1.4 1.7 2.1 4.55 5.7 3.54
Bactrian-DEFRITES 5.48 4.95 3.1 1.85 1.8 2.7 4.65 6.4 3.87
Bactrian-DEFRITES-sampled 4.97 4.15 2.8 1.5 1.9 2.45 4.92 4.58 3.41
Bactrian-EN 4.9 4.4 3.4 1.55 1.85 2.25 3.4 4.22 3.25
Bactrian-ENDEFRITES 5.6 5.35 2.95 1.65 1.85 2.55 5.05 6.0 3.88
Bactrian-ENDEFRITES-sampled 5.08 4.82 2.25 1.05 2.0 1.65 3.75 4.15 3.09
Bactrian-ES 4.75 4.6 3.5 1.5 2.05 2.0 3.6 4.08 3.26
Bactrian-FR 5.3 4.3 3.05 1.95 2.25 1.8 3.35 3.3 3.16
Bactrian-IT 4.8 4.55 2.6 1.5 2.1 2.6 3.75 3.65 3.19
Lima-DE 2.4 2.92 1.8 1.0 1.3 1.1 1.8 1.15 1.68
Lima-DEFRITES 3.5 3.58 3.2 1.0 1.1 1.4 1.7 2.25 2.22
Lima-DEFRITES-sampled 2.0 2.8 1.4 1.55 1.0 1.45 1.2 1.0 1.55
Lima-EN 2.95 3.55 1.1 1.3 1.45 1.1 1.6 1.65 1.84
Lima-ENDEFRITES 2.8 2.7 1.55 1.35 1.2 1.25 1.55 1.05 1.68
Lima-ENDEFRITES-sampled 2.9 2.65 2.1 1.4 1.1 1.5 2.15 1.6 1.92
Lima-ES 2.7 2.45 1.4 1.35 1.25 1.3 2.0 1.6 1.76
Lima-FR 2.75 2.6 1.85 1.05 1.05 1.15 1.35 1.0 1.6
Lima-IT 2.88 3.05 1.4 1.0 1.05 1.15 1.5 1.15 1.65
Bactrian-X-Avg. 5.11 4.64 2.98 1.55 1.94 2.23 4.11 4.68 3.41
Lima-X-Avg. 2.76 2.92 1.76 1.22 1.17 1.27 1.65 1.38 1.77

Table 8: Single evaluation results by GPT-4 for MT-Bench-EN and MT-Bench-DE for 24EU-7B-based models.
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MT-Bench-FR Wr. Role. Reas. Math Code Extr. STEM Hum. Avg.

24EU-1T-pre-train 0.95 1.1 0.79 0.68 0.95 1.0 0.74 0.75 0.87
Bactrian-DE 5.42 4.8 2.35 1.0 1.7 2.45 3.9 5.05 3.33
Bactrian-DEFRITES 5.42 4.85 2.55 1.3 2.0 2.5 5.15 6.6 3.8
Bactrian-DEFRITES-sampled 4.5 4.3 2.2 1.85 2.0 2.15 4.05 4.4 3.18
Bactrian-EN 4.25 4.3 2.9 1.35 1.65 2.25 3.9 3.95 3.07
Bactrian-ENDEFRITES 5.15 4.75 2.6 1.05 1.75 2.65 4.95 4.32 3.4
Bactrian-ENDEFRITES-sampled 4.15 3.85 2.45 1.05 1.85 3.05 3.9 3.42 2.97
Bactrian-ES 4.0 4.35 2.35 1.1 2.0 2.55 3.05 3.7 2.89
Bactrian-FR 4.55 4.9 2.55 1.65 1.8 3.0 4.75 5.65 3.61
Bactrian-IT 4.8 4.8 2.65 1.4 1.75 3.7 3.85 3.1 3.26
Lima-DE 1.65 1.55 1.7 1.0 1.1 1.1 1.75 1.6 1.43
Lima-DEFRITES 3.45 3.9 2.75 1.2 1.45 1.7 2.55 1.9 2.36
Lima-DEFRITES-sampled 1.7 1.6 1.5 1.0 1.15 1.25 1.45 1.3 1.37
Lima-EN 2.4 3.35 1.7 1.35 1.1 1.6 1.7 1.3 1.81
Lima-ENDEFRITES 2.85 2.4 1.85 1.2 1.3 2.2 1.4 1.4 1.82
Lima-ENDEFRITES-sampled 2.25 2.75 1.8 1.05 1.4 1.4 1.85 1.45 1.74
Lima-ES 1.7 3.45 1.95 1.1 1.1 1.2 1.6 1.3 1.67
Lima-FR 2.35 3.25 2.55 1.0 1.5 1.45 2.25 1.35 1.96
Lima-IT 2.45 3.1 2.45 1.1 1.15 1.45 1.5 1.3 1.81
Bactrian-X-Avg. 4.69 4.54 2.51 1.31 1.83 2.7 4.17 4.47 3.28
Lima-X-Avg. 2.31 2.82 2.03 1.11 1.25 1.48 1.78 1.43 1.78

MT-Bench-IT Wr. Role. Reas. Math Code Extr. STEM Hum. Avg.

24EU-1T-pre-train 1.0 2.1 0.93 1.33 1.0 1.1 0.85 0.85 1.15
Bactrian-DE 4.95 4.6 2.65 1.7 1.8 3.15 4.5 5.5 3.61
Bactrian-DEFRITES 4.75 5.15 2.15 1.2 1.7 2.05 4.85 5.35 3.4
Bactrian-DEFRITES-sampled 4.1 3.95 2.25 1.05 1.95 2.5 4.85 5.3 3.24
Bactrian-EN 4.4 4.5 2.3 1.2 1.35 3.1 4.4 3.75 3.12
Bactrian-ENDEFRITES 4.88 5.5 2.15 1.4 2.0 2.65 6.0 5.22 3.72
Bactrian-ENDEFRITES-sampled 4.55 4.9 2.25 1.0 1.65 2.3 4.15 3.75 3.07
Bactrian-ES 4.68 5.05 2.45 1.1 1.7 2.45 3.95 5.0 3.3
Bactrian-FR 4.58 4.9 2.15 1.05 1.3 2.95 3.75 4.0 3.08
Bactrian-IT 4.85 5.1 2.55 1.1 1.65 3.0 4.9 3.95 3.39
Lima-DE 1.85 2.2 1.1 1.35 1.15 1.7 1.1 1.35 1.48
Lima-DEFRITES 2.15 3.35 2.55 1.0 1.45 1.95 2.65 1.9 2.12
Lima-DEFRITES-sampled 1.9 3.5 1.05 1.3 1.0 1.3 1.5 1.0 1.57
Lima-EN 2.45 3.15 1.5 1.1 1.45 1.4 1.8 1.2 1.76
Lima-ENDEFRITES 2.45 2.7 1.7 1.15 1.35 1.6 1.5 1.65 1.76
Lima-ENDEFRITES-sampled 1.85 2.9 2.4 1.0 1.2 1.6 1.35 1.5 1.72
Lima-ES 1.5 2.9 1.75 1.3 1.4 1.7 1.8 1.55 1.74
Lima-FR 1.85 2.15 1.35 1.35 1.25 1.4 1.1 1.7 1.52
Lima-IT 2.05 3.35 1.8 1.0 1.35 1.8 1.35 1.2 1.74
Bactrian-X-Avg. 4.64 4.85 2.32 1.2 1.68 2.68 4.59 4.65 3.33
Lima-X-Avg. 2.01 2.91 1.69 1.17 1.29 1.61 1.57 1.45 1.71

Table 9: Single evaluation results by GPT-4 for MT-Bench-FR and MT-Bench-IT for 24EU-7B-based models.
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MT-Bench-ES Wr. Role. Reas. Math Code Extr. STEM Hum. Avg.

24EU-1T-pre-train 0.84 1.4 0.85 0.85 0.95 0.82 1.94 1.0 1.08
Bactrian-DE 4.5 5.18 2.6 1.05 1.6 2.95 4.5 5.6 3.5
Bactrian-DEFRITES 4.47 5.3 2.1 1.05 1.85 1.85 4.55 4.9 3.26
Bactrian-DEFRITES-sampled 4.47 5.18 1.85 1.4 1.85 2.45 4.2 4.0 3.18
Bactrian-EN 4.58 4.05 2.4 1.1 1.15 2.95 3.48 4.32 3.0
Bactrian-ENDEFRITES 4.82 5.0 2.3 1.05 2.15 2.95 5.18 5.65 3.64
Bactrian-ENDEFRITES-sampled 4.42 4.85 2.4 1.05 1.9 2.45 4.95 4.35 3.3
Bactrian-ES 4.15 4.8 3.0 1.1 2.1 2.0 5.05 5.05 3.41
Bactrian-FR 4.97 4.68 2.45 1.05 1.95 2.05 4.4 5.28 3.35
Bactrian-IT 4.72 4.15 2.4 1.15 1.65 2.1 4.5 4.25 3.12
Lima-DE 2.35 2.3 1.25 1.25 1.1 1.05 1.35 1.25 1.49
Lima-DEFRITES 3.2 3.7 1.3 1.0 1.0 1.95 2.3 2.05 2.06
Lima-DEFRITES-sampled 1.8 2.15 1.4 1.0 1.0 1.35 1.9 1.25 1.48
Lima-EN 2.35 2.2 1.1 1.05 1.05 1.35 1.45 1.55 1.51
Lima-ENDEFRITES 1.95 2.7 1.3 1.05 1.0 1.6 1.6 1.2 1.55
Lima-ENDEFRITES-sampled 2.65 2.85 1.65 1.05 1.0 1.25 2.95 1.75 1.89
Lima-ES 2.3 2.6 1.35 1.0 1.0 1.15 1.05 1.4 1.48
Lima-FR 1.85 2.9 1.3 1.3 1.5 1.4 1.15 1.1 1.56
Lima-IT 1.6 2.45 1.2 1.05 1.0 1.3 1.05 1.8 1.43
Bactrian-X-Avg. 4.57 4.8 2.39 1.11 1.8 2.42 4.53 4.82 3.3
Lima-X-Avg. 2.23 2.65 1.32 1.08 1.07 1.38 1.64 1.48 1.61

Table 10: Single evaluation results by GPT-4 for MT-Bench-ES for 24EU-7B-based models.
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