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Abstract

General and legal domain LLMs have demon-001
strated strong performance in various tasks of002
LegalAI. However, the current evaluations of003
these LLMs in LegalAI lack consistency with004
the legal logic, making LLMs difficult to un-005
derstand and trust by legal experts. To address006
this challenge, we are the first to build the Chi-007
nese legal LLMs benchmark LAiW, based on008
the logic of legal syllogism. We categorize009
the legal capabilities of LLMs into three lev-010
els to align with the thinking process of legal011
experts and legal syllogism: basic information012
retrieval, legal foundation inference, and com-013
plex legal application. Each level collects and014
tailors multiple tasks to ensure a comprehensive015
evaluation. Through automatic evaluation of016
current general and legal domain LLMs on our017
benchmark, we indicate that although LLMs018
can answer complex legal questions, the LLMs019
do not possess the rigorous logical processes020
inherent in legal syllogism, which may pose021
obstacles to be accepted by legal experts. To022
further confirm this scenario of LLMs in legal023
application, we incorporate manual evaluation024
with legal experts. The results not only con-025
firm the above conclusion but also reveal the026
important role of pretraining for LLMs in en-027
hancing legal logic, which may improve the028
future development of the legal LLM.029

1 Introduction030

With the emergence of ChatGPT and GPT-4 and031

their excellent text processing capabilities (Zhao032

et al., 2023), many researchers have paid atten-033

tion to the applications of large language models034

(LLMs) in various fields (Wang et al., 2023; Xie035

et al., 2023; Ko and Lee, 2023). In the field of legal036

artificial intelligence (LegalAI), which specifically037

studies how artificial intelligence can assist in le-038

gal construction (Zhong et al., 2020b; Locke and039

Zuccon, 2022; Feng et al., 2022), LLMs, especially040

those specializing in Chinese law, show strong ca-041

pabilities in generating legal text (Cui et al., 2023a; 042

Pengxiao et al., 2023; Wen and He, 2023). 043

However, due to the opaque nature of LLMs, 044

legal experts are cautious about their practical ap- 045

plication in the law (Dahl et al., 2024). They be- 046

lieve that the lack of understanding the logic and 047

the thinking process of LLMs in legal practice may 048

greatly impact the fairness of the law1. More impor- 049

tantly, the current Chinese legal LLMs and bench- 050

marks have not fully explored this issue. Although 051

current Chinese legal LLMs cover a wide range of 052

legal tasks and utilize pre-training (Wen and He, 053

2023) or fine-tuning (Wu et al., 2023; Cui et al., 054

2023a) to acquire knowledge or capabilities in the 055

legal field, they only focus on improving the effec- 056

tiveness of these tasks without analyzing the rele- 057

vance of the legal logic between the tasks. Existing 058

benchmarks for evaluating these models are also 059

constructed based on these tasks level(Yue et al., 060

2023; Fei et al., 2023). They focus on whether 061

certain types of legal tasks, such as legal question 062

answering and consultation(Zhong et al., 2020b; 063

Choi, 2023; Steenhuis et al., 2023). Therefore, the 064

classification and relationship of types/levels can- 065

not demonstrate the logical application of LLMs in 066

law. It is important to explore the abilities of LLMs 067

from the logic of the legal application perspective, 068

to ensure that legal experts have a better under- 069

standing of LLMs in legal tasks and trust them. 070

In the opinion of legal experts, the application 071

of LLMs in law should adhere to the logic of le- 072

gal practice framework, known as the legal syllo- 073

gism, involving the acquisition of evidence, legal 074

articles, conclusions, and their interconnections 075

(Kuppa et al., 2023; Trozze et al., 2023), as shown 076

in Table 1. Firstly, the ability to extract informa- 077

tion from legal texts, then the ability to provide a 078

reliable and reasoned answer based on solid legal 079

1https://github.com/liuchengyuan123/
LegalLLMEvaluation/
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knowledge, and ultimately the ability to form a080

complete response. This entire process avoids log-081

ical confusion and ensures the regularity of legal082

logic and the reliability of legal conclusions.083

Major Premise: The relevant legal articles.
Minor Premise: The information and evidence pertinent to a case.
Conclusion: The judicial decision based on these premise.

For Example: In criminal law, when judging someone, we need
to first find relevant legal articles based on evidence, then calculate
the judgment result based on these articles, and provide a
well-organized and logical judgment text.

Table 1: The Legal Syllogism.

In this work, to investigate the above-mentioned084

issue, we propose the first Chinese legal LLM085

benchmark LAiW2 based on the logic of legal syl-086

logism. In this benchmark, corresponding to the087

thought process of legal syllogism, we categorize088

the legal capabilities of LLMs into three levels,089

from simple to difficult: basic information retrieval090

(BIR), legal foundation inference (LFI), and com-091

plex legal application (CLA). Among them, BIR092

focuses on the general NLP capabilities of LLMs093

and some legal evidence, knowledge, and category094

determination, which are tailored for the Major095

Premise and Minor Premise in legal; LFI empha-096

sizes the performance of LLMs in simple applica-097

tion tasks in the legal domain, which tries to let098

LLMs give a Conclusion based on Major Premise099

and Minor Premise; CLA focuses on the perfor-100

mance of LLMs in complex tasks in the legal do-101

main, which requires support from the abilities de-102

veloped in the first two levels and integrates them103

to form the entire legal logical process. Based on104

these capabilities, our benchmark collects and re-105

construct 14 tasks from the existing LegalAI tasks.106

When conducting benchmark evaluations, we107

performed both automatic evaluations and addi-108

tional manual evaluations. For automatic evalua-109

tions, we not only evaluate existing Chinese legal110

LLMs but also focused on the base models of these111

Chinese legal LLMs and more effective general112

LLMs. The results of automatic evaluations in-113

dicate that while existing LLMs have strong text114

generation capabilities for complex legal applica-115

tions, they are unable to meet the underlying logic116

in legal applications in basic information retrieval117

and legal foundation inference. This demonstrates118

that the powerful legal logical process of LLMs119

does not come from the step-by-step legal syllo-120

2It means "AI in LAW".

gism. Therefore, we conduct additional manual 121

evaluations to specifically investigate the reasons 122

behind this and to confirm the effectiveness of au- 123

tomatic evaluations. Through evaluations by legal 124

experts, we find that in some complex legal applica- 125

tions with relatively lenient requirements for legal 126

logic, LLMs’ powerful generation ability cleverly 127

bridges the gap in legal logic. However, in more 128

demanding scenarios, they exhibit significant dis- 129

crepancies from real results. We find that legal syl- 130

logism of LLMs may be learned from the pretrain 131

stage, which is difficult to learn through fine-tuning 132

alone. This provides insight for future practical 133

improvements for LLMs in the legal field. 134

Our contributions are as follows: 135

• We are proud to introduce the first Chinese 136

legal LLMs benchmark LAiW, which is de- 137

signed based on the logic of legal syllogism. 138

We categorize the legal capabilities of LLMs 139

into three levels to facilitate a more precise 140

evaluation of legal logic process of LLMs in 141

legal practice and to enhance legal experts’ 142

understanding of LLMs. 143

• Based on our automatic evaluation, we demon- 144

strate that the current legal LLMs do not have 145

the logic of legal syllogism. While LLMs 146

demonstrate strong text generation abilities to 147

complete complex legal applications, strug- 148

gling to achieve satisfactory performance in 149

adhering to the basic legal logic framework. 150

• We invite legal experts for manual evaluations 151

to further explore the reasons for the lack of 152

legal syllogism in LLMs. This indicates the 153

need of the tasks of the legal logic to pretrain 154

LLMs for future development. 155

2 Related Work 156

Chinese Legal LLMs. We summarize the current 157

Chinese legal LLMs and some general models in 158

Table 4. Most of these Chinese legal LLMs fo- 159

cus on the ultimate application tasks in the legal 160

field and are generally fine-tuned on some general 161

LLMs. For instance, LawGPT_zh (Liu et al., 2023), 162

Lawyer-LLaMA (Huang et al., 2023a), ChatLaw 163

(Cui et al., 2023a), Fuzi-Mingcha (Wu et al., 2023), 164

and LexiLaw developed the ability to answer legal 165

questions and provide legal consultations by fine- 166

tuning on related legal data. To compensate for the 167

lack of legal knowledge due to only fine-tuning, 168

these LLMs introduce additional legal knowledge 169
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databases for retrieval to supplement. However,170

the accuracy and comprehensiveness of the knowl-171

edge base may be a major limiting factor for these172

LLMs. The other Chinese legal LLMs adopted173

the pretraining or continued pretraining to enhance174

the legal knowledge of LLMs, such as LaWGPT175

(Pengxiao et al., 2023), wisdomInterrogatory, and176

HanFei (Wen and He, 2023). They collect a large177

amount of legal text data, covering a wider range178

of legal tasks such as element extraction and case179

classification. These have a noticeable impact on180

improving the overall effectiveness of LLMs in le-181

gal applications. However, the Chinese legal LLMs182

mentioned above mainly focus on the performance183

of legal application in each tasks, which rarely con-184

sider whether they meet the logical requirements of185

legal practice. It is important to evaluate their legal186

logic, which is of utmost concern to legal experts.187

Legal LLMs Benchmark. The development of188

LegalAI has led to a substantial quantity of tasks189

that combine law and computer science, from NLP-190

focused legal NER and legal text summarization191

(Kanapala et al., 2019) to legal-focused similar case192

matching (Locke and Zuccon, 2022; Sansone and193

Sperlí, 2022), providing ample data for evaluating194

Chinese legal LLMs (Zhong et al., 2020b). When195

categorizing from a legal perspective, it also encom-196

passes the logic of the entire legal process from197

the legal elements extraction (Cao et al., 2022;198

Zhang et al., 2022a; Zhong et al., 2020a) to le-199

gal judgment prediction (Feng et al., 2022; Cui200

et al., 2023b). Based on these tasks, LawBench (Fei201

et al., 2023) built an automatic evaluation frame-202

work for Chinese legal LLMs, which concerns the203

memorization, understanding, and application of le-204

gal knowledge. DISC-Law-Eval Benchmark (Yue205

et al., 2023) also based on the aforementioned tasks206

divides the evaluation into objective and subjective207

parts. The objective section assesses knowledge208

retention and reasoning abilities in the legal exami-209

nation, and the subjective part uses GPT-3.5 Turbo210

to score the accuracy, completeness, and clarity211

of the answers. These frameworks have helped212

us understand the capabilities of legal LLMs from213

the perspective of knowledge systems. However,214

whether these LLMs can be accepted by legal ex-215

perts from legal logic is still a question worthy of216

evaluation. In this work, we focus on addressing217

this issue from the legal syllogism.218

3 Benchmark Construction 219

In this section, we divide LLMs’ abilities levels 220

based on the Legal Syllogism in practice, and con- 221

struct our Chinese legal LLMs benchmark LAiW 222

based on these levels. To ensure comprehensive 223

evaluation, we incorporate both automatic evalua- 224

tion using computable metrics and manual evalua- 225

tion by legal experts. 226

Figure 1: Multi-level Legal Capabilities of LLMs.

3.1 The Logic of Legal Practice for LLMs 227

In contemporary legal practice, the logical frame- 228

work is based on Syllogism (Wróblewski, 1974; 229

Patterson, 2013). It typically consists of three parts: 230

the major premise, the minor premise and the con- 231

clusion, which is derived from the major and minor 232

premises. As shown in Table 1, in legal practice, 233

this entails assessing the information and evidence 234

pertinent to a case (minor premise), identifying the 235

relevant legal articles (major premise), and reach- 236

ing a judicial decision based on these factors (con- 237

clusion). This systematic approach underscores the 238

intricate interplay between legal articles and factual 239

circumstances in legal practice. 240

To ensure that LLMs also have the aforemen- 241

tioned logical framework and remain synchronized 242

with legal practice, we should also divide the abili- 243

ties of LLMs into the aforementioned logical stages 244

with 14 tasks. Specifically, we categorize the le- 245

gal abilities of LLMs into three levels and try to 246

align them with the logic of legal syllogism, as il- 247

lustrated in Figure 1. By merging the process of 248

acquiring minor premise and major premise, we 249

construct the capability level of basic informa- 250

tion retrieval. Building upon this foundation, we 251

develop the capability level of legal foundation 252

inference to draw preliminary conclusions based 253

on the minor and major premises. Additionally, to 254

assess the direct representation of the entire legal 255

syllogism, we have created the capability level of 256

complex legal application3. 257

3Appendix A.2 provides more details for each tasks.
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Capability Task Primary Origin Dataset LAiW Domain Task Type Class Balance

BIR

Legal Article Recommendation CAIL2018 (Xiao et al., 2018) 1000 Criminal Classification 3 0.231

Element Recognition CAIL-2019 (Zhang et al., 2022a) 1000 Civil Classification 20 0.002

Named Entity Recognition CAIL-2021 (Cao et al., 2022) 1040 Criminal Named Entity Recognition - -

Judicial Summarization CAIL-2020 (Huang et al., 2023b) 364 Civil Text Generation - -

Case Recognition CJRC (Duan et al., 2019) 2000 Criminal, Civil Classification 2 0.499

LFI

Controversy Focus Mining LAIC-2021 306 - Classification 10 0.029

Similar Case Matching CAIL-2019 (Xiao et al., 2019) 260 Civil Classification 2 0.450

Charge Prediction Criminal-S (Hu et al., 2018) 827 Criminal Classification 3 0.172

Prison Term Prediction MLMN (Ge et al., 2021) 349 Criminal Classification 3 0.074

Civil Trial Prediction MSJudeg (Ma et al., 2021) 800 Civil Classification 3 0.065

Legal Question Answering JEC-QA (Zhong et al., 2020c) 855 - Classification 4 0.201

CLA
Judicial Reasoning Generation AC-NLG (Wu et al., 2020) 834 Civil Text Generation - -

Case Understanding CJRC (Duan et al., 2019) 1054 Criminal, Civil Text Generation - -

Legal Consultation CrimeKgAssitant (Liu et al., 2023) 916 - Text Generation - -

Table 2: Statistical information of our dataset. All datasets are sourced from open-source. In classification tasks,
"Balance" refers to the proportion of the least represented class in the dataset compared to the total dataset size. It
can be observed that the dataset labels for the four tasks: Element Recognition, Controversy Focus Mining, Prison
Term Prediction, and Civil Trial Prediction, are significantly unbalanced.

3.1.1 BIR: Basic Information Retrieval258

We design the Basic Information Retrieval level259

with 5 tasks to assess the fundamental abilities of260

LLMs in legal logic, corresponding to directly ac-261

cessible text information, minor premises, and ma-262

jor premises, such as legal evidence, legal knowl-263

edge, and category determination. This is the most264

fundamental step within the framework of legal265

syllogism, identifying all the necessary elements266

for its following reasoning.267

Specifically, we first consider three tasks that are268

well-defined in the fields of law and NLP: Named269

Entity Recognition, Judicial Summarization, and270

Case Recognition. They identify and summarize271

the key elements in legal texts, and classify cases as272

either Criminal or Civil. Although these tasks may273

not require extensive legal knowledge from LLMs,274

they can yield a wealth of foundational information275

useful for both legal and computational purposes276

from the text.277

We also consider two other tasks in the legal278

domain, namely Legal Article Recommendation279

and Element Recognition. The first task is to catch280

the major premises by finding relevant legal arti-281

cles. The second task is to catch minor premises282

by identifying their relevant elements.283

3.1.2 LFI: Legal Foundation Inference284

The Legal Foundation Inference level follows Syl-285

logism’s idea to explore the ability of LLMs to de-286

rive basic results and some judgment conclusions287

from minor premises and major premises. This288

also constitutes the core step in legal syllogism, as 289

it connects all the parts within legal syllogism. 290

We can divide 6 tasks for this capability into 291

three parts. The first part presents the basic results 292

of some simple legal applications, including Con- 293

troversial Focus Mining and Similar Case Match- 294

ing. Controversial Focus Mining is an intermediate 295

result obtained in civil law based on the underlying 296

circumstances and legal articles, used to determine 297

the core issues of concern for both the plaintiff 298

and the defendant. Similar Case Matching involves 299

finding similar cases based on the current case sit- 300

uation and referring to these cases to ensure the 301

fairness of the judgment. The second part involves 302

predicting the outcomes of the court judgment con- 303

clusion. Since criminal law and civil law are two 304

main branches of law, we have 3 tasks. Charge 305

Prediction and Prison Term Prediction for criminal 306

law, Civil Trial Prediction for civil law. Finally, 307

The third part involves another application task, 308

Legal Question Answering, that requires some fun- 309

damental integrated capabilities and focuses on the 310

simple application of legal knowledge. Based on 311

the information provided, LLMs provide some ba- 312

sic legal responses. 313

3.1.3 CLA: Complex Legal Application 314

For this capability, we endeavor to integrate the 315

steps of legal syllogism mentioned above, explor- 316

ing whether LLMs can effectively accomplish re- 317

sponses based on legal syllogism in tasks. We 318

consider 3 challenging tasks that LLMs may be re- 319
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quired to complete a complex legal reasoning and320

application task: Judicial Reasoning Generation,321

Case Understanding, and Legal Consultation. Judi-322

cial Reasoning Generation involves the complete323

reproduction of the logical process from major and324

minor premises to conclusions in legal judgments.325

Case Understanding, on the other hand, analyzes326

the logic from the perspective of understanding,327

from major and minor premises to conclusion. Le-328

gal Consultation utilizes this logic from the perspec-329

tive of a legal professional to provide assistance.330

3.2 Datasets Construction331

With the mentioned criteria for capability division332

and task preparation, we construct the evaluation333

dataset for our LAiW benchmark based on the ma-334

jority of open-source datasets and a small amount335

of proprietary data. The dataset is divided into two336

parts: Automatic and Manual.337

3.2.1 Automatic Evaluation Datasets338

To facilitate a more efficient evaluation of LLMs,339

we construct all 14 tasks mentioned above into340

datasets that can be automatically assessed shown341

in Table 2. The primary sources of this data include342

previous years’ CAIL competition data (Xiao et al.,343

2018; Zhang et al., 2022a; Huang et al., 2023b), as344

well as the most commonly used open-source data345

(Ge et al., 2021; Wu et al., 2020; Liu et al., 2023).346

We cover a wide range of legal areas, including347

criminal law, civil law, constitutional law, social348

law, and economic law, to encompass as many legal349

scenarios as possible..350

During the construction of the dataset, we de-351

signed different prompts for various tasks to ensure352

LLMs can provide related answers. We validated353

the quality of prompts using ChatGPT and con-354

firmed their validity through legal experts. Cur-355

rently, all tasks exist in a zero-shot format4.356

3.2.2 Manual Evaluation Datasets357

As shown in automatic evaluation results 5.2, we358

observed that these LLMs may not align with the359

logic of legal syllogism. LLMs seem to be able to360

directly acquire complex legal application capabili-361

ties but perform poorly in following the syllogism362

framework. To further investigate the reasons be-363

hind the phenomenon caused by LLMs, we add a364

manual evaluation focus on the third level.365

4Examples and the detailed processing methods can be
found in Appendix A.2 and Appendix A.3.

Due to the cost of the manual evaluation, we 366

focus on two tasks that are more oriented toward 367

LLMs for logical reasoning: Judicial Reasoning 368

Generation and Legal Consultation. These two 369

tasks are respectively directly or indirectly related 370

to the syllogism framework.5 371

4 Evaluation for Benchmark 372

In this section, we provide the criteria, the metrics 373

and scoring method for automatic evaluation and 374

manual evaluation. 375

4.1 Automatic Evaluation 376

Automatic Evaluation Legal Tasks contains classi- 377

fication tasks, named entity recognition tasks, and 378

text generation tasks. Table 3 presents the evalua- 379

tion metrics6 for each task. 380

Task Metric

Classification Acc, F1, Miss, Mcc

Named Entity Recognition Entity-Acc

text generation ROUGE-1, ROUGE-2, ROUGE-L

Table 3: The metrics for automatic evaluation.

To evaluate the overall legal capabilities of 381

LLMs, we further select a few key indicators for 382

each task and calculate legal scores for LLMs based 383

on these indicators as shown in Equation (1). 384


Sclassification = F1 ∗ 100,
Stext generation = 1

3(R1 +R2 +RL) ∗ 100,
Snamed entity recognition = Entity-Acc ∗ 100.

(1) 385

Subsequently, the total score is calculated by 386

averaging the scores of the three levels, which in 387

turn are determined by averaging the scores of tasks 388

within each level. 389

4.2 Manual Evaluation 390

First, to ensure the reliability of the assessment, 391

we present criteria with several legal experts for 392

manual evaluation, shown in Table 57. 393

We adopt the approach used in studies (Dubois 394

et al., 2023; Li et al., 2023) for manual evalua- 395

tion, considering legal experts as evaluators, using 396

5The detailed processing methods for the datasets are out-
lined in Appendix A.4.

6The details of these metrics are provided in Appendix C.
7A more detailed description about these criteria is pro-

vided in Appendix B.2.
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Model Model Size Model Domain From Baseline Creater URL

GPT-4 (OpenAI, 2023) - General Api - OpenAI [1]

ChatGPT - General Api - OpenAI [2]

Baichuan2-Chat (Baichuan, 2023) 13B General Open - Baichuan Inc [3]

Baichuan 7B General Open - Baichuan Inc [4]

ChatGLM (Du et al., 2022) 6B General Open - Tsinghua, Zhipu [5]

Llama (Touvron et al., 2023a) 7B General Application - Meta AI [6]

Llama (Touvron et al., 2023a) 13B General Application - Meta AI [6]

Llama2-Chat (Touvron et al., 2023b) 7B General Application - Meta AI [7]

Chinese-LLaMA (Cui et al., 2023c) 7B General Open Llama-7B Yiming Cui [8]

Chinese-LLaMA (Cui et al., 2023c) 13B General Open Llama-13B Yiming Cui [8]

Ziya-LLaMA(Zhang et al., 2022b) 13B General Open Llama-13B IDEA-CCNL [9]

HanFei (Wen and He, 2023) 7B Law Open - SIAT NLP [10]

wisdomInterrogatory 7B Law Open Baichuan-7B ZJU, Alibaba, e.t [11]

Fuzi-Mingcha (Wu et al., 2023) 6B Law Open ChatGLM-6B irlab-sdu [12]

LexiLaw 6B Law Open ChatGLM-6B Haitao Li [13]

LaWGPT (Pengxiao et al., 2023) 7B Law Open Chinese-LLaMA-7B Pengxiao Song [14]

Lawyer-LLaMA (Huang et al., 2023a) 13B Law Open Chinese-LLaMA-13B Quzhe Huang [15]

ChatLaw (Cui et al., 2023a) 13B Law Open Ziya-LLaMA-13B PKU-YUAN’s Group [16]

Table 4: The LLMs evaluated in our work. LaWGPT and wisdomInterrogatory undergo pre-training on Chinese-
LLaMA and Baichuan respectively, followed by fine-tuning. HanFei does not have a baseline model. Apart from
GPT-4 and ChatGPT, these general LLMs have a parameter size of 7-13B to ensure a size similar to legal LLMs.

Task Criteria

Judicial Reasoning Generation Completeness, Relevance, Accuracy

Legal Consultation Fluency, Relevance, Comprehensibility

Table 5: The assessment criteria for manual evaluation.

reference answers as the baseline to calculate the397

win rate for the target LLMs. For example, when398

using the reference answer as the baseline, legal399

experts comprehensively assess the output of the400

target LLM and the reference answer from multiple401

judgment dimensions, and then choose the most402

satisfactory response.403

5 Experiment404

In this section, we present relevant experiment set-405

tings and highlight the key results of the Legal406

Syllogism in LLMs.407

5.1 Experiment Settings408

For the automatic evaluation, We evaluate 18409

LLMs, including 7 mainstream legal LLMs (Cui410

et al., 2023a; Pengxiao et al., 2023), their corre-411

sponding 6 baseline LLMs (Du et al., 2022; Cui412

et al., 2023c; Zhang et al., 2022a), and 5 more ef-413

fective general LLMs (Baichuan, 2023; Touvron414

et al., 2023a) such as GPT-4 and ChatGPT. For fair-415

ness in evaluation, all LLMs did not utilize legal416

knowledge databases. Table 4 lists more detailed417

information about these LLMs. 418

For the manual evaluation, We choose the top- 419

performing four legal LLMs in our automatic eval- 420

uation. They are Fuz-Mingcha (Wu et al., 2023), 421

HanFei (Wen and He, 2023), Lawyer-LLaMa 422

(Huang et al., 2023a), and LexiLaw. Furthermore, 423

we also conducted manual assessments of the per- 424

formance of both GPT-4 and ChatGPT. 425

5.2 Automatic Evaluation Results 426

The scores for each level and the total score of 427

our automatic evaluation are shown in Table 68. 428

We analyze the results from two different aspects: 429

overall results and the legal logic of Chinese Legal 430

LLMs. 431

Overall results. When compared to GPT-4 and 432

ChatGPT, there still exists a significant gap be- 433

tween the current open-source LLMs and specifi- 434

cally trained legal LLMs. 435

From Table 6, we find that GPT-4 and ChatGPT 436

maintain optimal performance in most tasks. They 437

significantly outperform the current open-source 438

LLMs at various levels of scoring. Among the 439

open-source LLMs, only Baichuan2-Chat, Chat- 440

GLM, and Ziya-LLaMA achieve a total score of 45 441

or above. However, their performance in the BIR 442

and LFI levels still lags far behind GPT-4 and Chat- 443

8The complete results of each task are available in Ap-
pendix D.1.
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Model
Basic Information Retrieval Legal Foundation Inference Complex Legal Application

Total Score
B1 B2 B3 B4 B5 Avg. L1 L2 L3 L4 L5 L6 Avg. C1 C2 C3 Avg.

GPT-4 99.20 82.27 80.67 42.72 99.75 80.92 80.50 45.94 100.00 65.58 70.43 53.14 69.27 37.22 96.19 42.66 58.69 69.63
ChatGPT 99.05 79.32 61.73 41.01 98.85 75.99 57.16 46.17 99.28 47.35 62.85 37.08 58.32 35.64 90.70 47.55 57.96 64.09

Baichuan2-13B-Chat 45.07 52.18 47.31 26.67 97.14 53.67 4.12 2.99 17.50 61.43 67.91 38.24 32.03 52.61 81.29 41.31 58.40 48.04
Baichuan-7B 17.81 2.87 0.00 26.89 58.45 21.20 1.74 0.00 1.18 1.03 64.50 24.32 15.46 40.27 33.79 18.51 30.86 22.51
ChatGLM-6B 72.55 49.82 1.06 42.87 91.27 51.51 14.18 39.03 67.57 44.84 33.02 23.86 37.08 35.39 86.90 35.02 52.44 47.01

Llama-7B 19.53 1.43 0.00 11.40 23.23 11.12 1.31 0.00 35.19 1.03 49.15 5.74 15.40 0.61 56.08 10.93 22.54 16.35
Llama-13B 28.16 7.66 0.00 9.94 46.80 18.51 1.86 0.00 36.79 5.80 40.46 5.57 15.08 11.19 65.68 11.34 29.40 21.00

Llama2-7B-Chat 48.24 11.93 0.19 15.79 83.17 31.86 0.74 0.00 3.88 7.31 62.09 2.59 12.77 28.76 69.51 17.65 38.64 27.76
Chinese-LLaMA-7B 24.39 7.45 0.00 30.77 48.97 22.32 2.02 0.76 31.79 1.03 65.24 8.63 18.25 26.34 62.31 13.81 34.16 24.91

Chinese-LLaMA-13B 30.34 5.47 0.00 7.73 61.56 21.02 3.28 5.05 20.21 5.33 64.46 16.60 19.16 18.86 73.15 12.40 34.80 24.99
Ziya-LLaMA-13B 66.39 58.42 48.94 38.85 94.73 61.47 5.64 0.76 53.18 55.62 36.07 25.38 29.44 30.12 83.96 25.26 46.45 45.79

HanFei-7B 24.91 7.25 51.63 21.14 82.18 37.42 1.15 0.00 5.27 2.73 66.81 22.03 16.33 51.31 81.19 27.43 53.31 35.69
wisdomInterrogatory-7B 0.39 0.19 0.00 34.75 27.99 12.66 3.57 35.38 2.32 1.30 16.76 3.34 10.45 13.91 68.02 18.17 33.37 18.83

Fuzi-Mingcha-6B 58.95 12.58 0.38 47.92 78.57 39.68 4.70 20.84 31.53 48.40 32.66 26.64 27.46 49.55 80.48 34.10 54.71 40.62
LexiLaw-6B 47.16 2.89 31.35 41.79 83.43 41.32 2.11 18.49 3.40 6.42 4.35 18.51 8.88 25.85 80.81 24.52 43.73 31.31
LaWGPT-7B 10.15 2.59 0.00 27.69 36.92 15.47 1.62 0.00 20.04 1.03 54.55 8.40 14.27 35.23 65.62 14.11 38.32 22.69

Lawyer-LLaMA-13B 20.26 1.52 7.88 51.13 73.44 30.85 2.19 0.76 0.24 2.12 12.75 20.26 6.39 34.00 85.68 31.83 50.50 29.25
ChatLaw-13B 67.08 31.29 52.21 41.33 98.20 58.02 0.00 0.00 37.82 30.85 6.58 0.00 12.54 0.00 20.23 0.00 6.74 25.77

Table 6: The all scores of LLMs at various levels of the LAiW based on equation (1). We use bold to indicate the
top-performing five LLMs overall. Here, B1 to B5 respectively represent the tasks: Legal Article Recommendation,
Element Recognition, Named Entity Recognition, Judicial Summarization, and Case Recognition. L1 to L6

respectively represent the tasks: Controversy Focus Mining, Similar Case Matching, Charge Prediction, Prison
Term Prediction, Civil Trial Prediction, and Legal Question Answering. C1 to C3 respectively represent the tasks:
Judicial Reasoning Generation, Case Understanding, and Legal Consultation.

GPT. As for the specifically trained legal LLMs,444

the top four performing ones are Fuzi-Mingcha,445

HanFei, LexiLaw, and Lawyer-LLaMA. However,446

their overall scores are lower, all below 45.447

We believe that the reason for this phenomenon448

is twofold: first, due to the large number of parame-449

ters in GPT-4 and ChatGPT; second, we during the450

pretraining phase, GPT-4 and ChatGPT may have451

been exposed to a larger amount of data. Since452

the open-source LLMs we selected are primarily453

aimed at the Chinese community, the data they col-454

lect may be more limited compared to GPT-4 and455

ChatGPT. GPT-4 and ChatGPT cover a wide range456

of legal data in multiple languages. In this case, it457

is reasonable for them to have higher scores in the458

BIR and LFI levels which focus on the basic legal459

logic and legal knowledge.460

The Legal Syllogism in Chinese Legal LLMs.461

Most of the Legal LLMs cannot follow the Legal462

Syllogism framework. While they demonstrate463

strong text generation abilities in complex legal464

applications, they perform poorly in other tasks.465

Observing Table 6, it is evident that the majority466

of legal LLMs score nearly 20 points higher in the467

application of direct logic (CLA level) compared to468

the scores in BIR and LFI levels. This is contrary469

to the logic typically found in law. It suggests that470

these LLMs seem to have learned the patterns of471

generating legal texts directly, but have not grasped472

the legal reasoning behind these patterns. As a re-473

sult, LLMs are unable to effectively identify the474

major and minor premises in law and lack the abil-475

ity to reason to a conclusion. However, for the BIR 476

level, ChatLaw stands out among legal LLMs. It 477

instead has a strong ability at the BIR level, which 478

may stem from the outstanding performance of its 479

base model Ziya - LLaMA at this level. 480

This raises concerns that current legal LLMs 481

may not meet the expectations of legal experts. The 482

performance demonstrated by LLMs shows a very 483

weak correlation with the logical framework of the 484

law, potentially jeopardizing trust in LLMs within 485

the legal domain. 486

5.3 Manual Evaluation Results 487

Model
Judicial Reasoning Generation Legal Consultation

Total Score Win Rate Std Total Score Win Rate Std

GPT-4 44.72 0.38 0.18 43.97 0.85 0.15

ChatGPT 41.74 0.35 0.27 48.79 0.79 0.12

Fuzi-Mingcha 63.58 0.65 0.35 35.22 0.51 0.19

HanFei 60.13 0.59 0.26 27.06 0.33 0.06

LexiLaw 43.48 0.31 0.15 25.53 0.24 0.02

Lawyer-LLaMA 39.61 0.30 0.26 33.27 0.51 0.21

Table 7: The average win rate (WR) of LLMs for the
Judicial Reasoning Generation and Legal Consultation
tasks. The total score represents the score obtained by
LLMs through automatic evaluation on our benchmark.
We use bold to indicate the best and underline to indicate
the second-best.

According to the assessment criteria for expert 488

evaluation in Section 4.2, and the calculated aver- 489

age win rate scores of three legal experts shown 490
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in Table 79. Based on these results, we have three491

findings.492

Manual evaluation and automatic evaluation493

share similarities. This enhances the reliability of494

our automatic evaluation. From Table 7, we can495

observe that the results of manual evaluation and496

automatic evaluation are similar. For instance, in497

both evaluation rounds, Fuzi-Mingcha and HanFei498

performed best in the Judicial Reasoning Genera-499

tion task, while GPT-4 and ChatGPT excelled in500

the Legal Consultation task. In addition, despite501

its shortcomings as an automatic evaluation metric502

in many cases, Rouge still demonstrates a certain503

level of capability when reflecting legal logic. This504

indicates that our automatic evaluation can provide505

a reliable path for the legal logic assessment of506

legal LLMs and further reduce manual effort. Ad-507

ditionally, our assessment of legal logic is granular,508

and the degree of emphasis on legal logic in differ-509

ent scenarios can also be reflected by our automatic510

evaluation of different tasks.511

The lack of Legal Syllogism in LLMs still ex-512

ists in Complex Legal Applications. For the task513

of Judicial Reasoning Generation that requires a514

strong understanding of legal logic, even models515

with powerful text generation capabilities like GPT-516

4 and ChatGPT may have deficiencies in legal logic.517

As described in Section 4.2, the Judicial Reason-518

ing Generation task focuses on accuracy, such as519

the correct citation of legal articles and reasoning520

based on the citation. This directly connects to the521

basic logic of legal. Therefore, most of the LLMs’522

win rates are much lower than 0.5, indicating that523

strong text generation capabilities cannot directly524

replace legal logic.525

For tasks like Legal Consultation, there is a526

lower requirement for legal logic but a higher re-527

quirement for fluency. Therefore, during the man-528

ual evaluation, legal experts tend to prefer models529

with stronger language capabilities, which is the530

strength of GPT-4 and ChatGPT. This capability531

can also be learned by legal LLMs through instruc-532

tion tuning. As a result, the final evaluation results533

of legal experts also reflect this, giving higher win534

rates to all LLMs, with most even surpassing the535

annotated answers.536

The future of Chinese Legal LLMs. Fine-537

tuned legal LLMs have enhanced the normativity538

of legal text generation, but they may sacrifice legal539

9The detailed win rate scores and agreements results are
available in Appendix D.2, Appendix D.3 and Appendix D.4.

logic. Furthermore, for legal LLMs, undergoing 540

additional pre-training on legal text could be the 541

pathway to acquiring diverse legal capabilities and 542

understanding the logic of legal syllogism. 543

From manual evaluation, legal experts find that 544

legal LLMs such as Fuzi-Mingcha, WisdomInter- 545

rogatory, LaWGPT and Lawyer-LLaMA have the 546

powerful normativity of generated texts in legal text 547

generation. Referring to Table 6, we can further 548

find that the acquisition of this normativity may 549

stem from fine-tuning LLMs on CLA-level tasks 550

compared to their base models. This enables LLMs 551

to respond in a certain style, albeit not within the 552

logical framework of Legal Syllogism. Moreover, 553

such fine-tuning may result in a decline in perfor- 554

mance at the BIR and LFI levels. 555

On the other hand, legal LLMs like HanFei, 556

which focus more on pre-training, may indicate 557

how Chinese Legal LLMs acquire ability and logic. 558

HanFei, although it is based on an older LLM struc- 559

ture (Bloomz), with extensive pre-training on legal 560

texts, it demonstrates capabilities on par with subse- 561

quent legal LLMs from automatic and manual eval- 562

uation. Furthermore, GPT-4 and ChatGPT, models 563

with extensive pre-training on large corpora, also 564

showed excellent performance at the BIR and LFI 565

levels. These findings indicate that developing legal 566

reasoning and comprehensive abilities may require 567

learning from a significant amount of pre-training 568

text, rather than just fine-tuning. 569

6 Conclusion 570

This paper aims to construct a Chinese Legal LLMs 571

benchmark based on the logic of legal syllogism 572

in practice. To match the process of syllogism in 573

legal logic step by step, the benchmark categorizes 574

LLM legal capabilities into three levels and encom- 575

passes 14 tasks. During benchmark evaluations, 576

automatic and manual evaluations were conducted. 577

Automatic results showed that existing LLMs excel 578

in text generation for complex legal applications 579

but struggle with basic information retrieval and 580

legal foundation inference, leading to a lack of le- 581

gal logic and distrust among legal experts. Manual 582

evaluations revealed that while LLMs may bridge 583

the gap in legal logic in some application scenarios, 584

they still exhibit significant discrepancies as legal 585

experts. This underscores the necessity for further 586

pretraining of LLMs in the legal domain to gain the 587

logic of legal syllogism rather than solely relying 588

on fine-tuning. 589
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7 Limitations and Future Work590

Due to the significant amount of work required to591

construct this benchmark and complete the eval-592

uation, we also acknowledge the following two593

limitations and areas for future work:594

1) In the manual evaluation experiment, to save595

workload, only a portion of the data and LLMs596

are sampled and chosen for evaluation, rather than597

assessing all of them. In the future, we will col-598

laborate more with legal experts to ensure a more599

comprehensive human assessment.600

2) Most of the tasks are collected and recon-601

structed from publicly available legal data, which602

may not comprehensively evaluate the logic of le-603

gal practice for LLMs. We will further develop604

additional tasks to refine the logic of legal practice605

at each stage.606

8 Ethics Statement607

Due to the sensitivity of the legal field, we have608

conducted a comprehensive review of the rele-609

vant data in this benchmark. The open-source610

datasets we used all have corresponding licenses.611

We have masked sensitive information, such as612

names, phone numbers, and IDs, and legal experts613

have conducted ethical evaluations.614
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A More Details of Data Construction835

A.1 Data Source836

For the convenience of researchers, Table 8 lists837

the original sources of our reconstructed dataset.838

A.2 Automatic Evaluation Dataset839

In this section, we provide the construction details840

for the LAiW datasets of each task.841

A.2.1 BIR: Basic Information Retrieval842

Legal Article Recommendation.843

Definition: Legal Article Recommendation aims844

to provide relevant articles based on the description845

of the case.846

Description: It comes from the first stage data of847

the CAIL-2018, aimed at providing relevant legal848

articles based on case descriptions. We selected849

the top three legal articles with their corresponding850

charges, namely the crime of dangerous driving,851

theft, and intentional injury. The three charges 852

correspond to Article 133, Article 264, and Article 853

234 of the Criminal Law of the People’s Republic 854

of China. 855

Prompt: "Based on the relevant description pro- 856

vided below, predict the applicable law article. The 857

options are (’133’, ’264’, ’234’). Your answer must 858

be one of these three articles. These articles repre- 859

sent the legal provisions in the Criminal Law of the 860

People’s Republic of China. Among them, Article 861

’133’ refers to ’Violating regulations on transporta- 862

tion management, resulting in a major accident 863

causing serious injury, death, or significant loss of 864

public or private property’. Article ’264’ refers to 865

’Stealing public or private property, or committing 866

theft multiple times, burglary, armed theft, or pick- 867

pocketing’. Article ’234’ refers to ’Intentionally 868

causing bodily harm to others’. Text:" 869

"请根据下面给定的案件的相关描述预测其 870

涉及的法条，可供选择的法条为(’133’, ’264’, 871

’234’)，回答只能是这三个法条中的一个。这 872

三个法条代表《中华人民共和国刑法》中的 873

法律条文，其中，法条’133’表示’违反交通 874

运输管理法规，因而发生重大事故，致人重 875

伤、死亡或者使公私财产遭受重大损失’， 876

法条’264’表示’盗窃公私财物，或者多次盗 877

窃、入户盗窃、携带凶器盗窃、扒窃’，法 878

条’234’表示’故意伤害他人身体’。文本:" 879

Element Recognition. 880

Definition: Element Recognition analyzes and 881

assesses each sentence to identify the pivotal ele- 882

ments of the case. 883

Description: It comes from the element recog- 884

nition track of the CAIL-2019, aiming to automati- 885

cally extract key factual descriptions from case de- 886

scriptions. The original dataset primarily involves 887

marriage, labor disputes, and loan disputes. We 888

selected the labor dispute dataset. 889

Prompt: "Based on the partial paragraphs of the 890

arbitral awards in the field of labor disputes below, 891

identify the elements involved. The selectable ele- 892

ments are (’LB1’, ’LB2’, ’LB3’, ’LB4’, ’LB5’, 893

’LB6’, ’LB7’, ’LB8’, ’LB9’, ’LB10’, ’LB11’, 894

’LB12’, ’LB13’, ’LB14’, ’LB15’, ’LB16’, ’LB17’, 895

’LB18’, ’LB19’, ’LB20’). The options are as 896

follows: ’LB1’ represents ’termination of labor 897

relations’, ’LB2’ represents ’payment of wages’, 898

’LB3’ represents ’payment of economic compensa- 899

tion’, ’LB4’ represents ’non-payment of full la- 900

bor remuneration’, ’LB5’ represents ’existence 901

of labor relations’, ’LB6’ represents ’no labor 902

contract signed’, ’LB7’ represents ’labor con- 903

11



Dataset URL

CAIL-2018 http://cail.cipsc.org.cn/task_summit.html?raceID=1&cail_tag=2018

CAIL-2019 https://github.com/china-ai-law-challenge/CAIL2019

CAIL-2021 https://github.com/isLouisHsu/CAIL2021-information-extraction/tree/master

CAIL-2020 http://cail.cipsc.org.cn/task_summit.html?raceID=4&cail_tag=2022

CJRC https://github.com/china-ai-law-challenge/CAIL2019/tree/master

LAIC-2021 https://laic.cjbdi.com/

Criminal-S https://github.com/thunlp/attribute_charge

MLMN https://github.com/gjdnju/MLMN

MSJudge https://github.com/mly-nlp/LJP-MSJudge

JEC-QA https://jecqa.thunlp.org/

AC-NLG https://github.com/wuyiquan/AC-NLG

CrimeKgAssitant https://github.com/LiuHC0428/LAW-GPT

Table 8: The original source of the datasets utilized in the experiment. We conducted extensive cleaning and
reconstruction on these data to align their format with legal logic, in order to obtain instruction datasets for
evaluation.

tract signed’, ’LB8’ represents ’payment of over-904

time wages’, ’LB9’ represents ’payment of double905

wages compensation for unsigned labor contracts’,906

’LB10’ represents ’payment of work-related in-907

jury compensation’, ’LB11’ represents ’not raised908

at the labor arbitration stage’, ’LB12’ represents909

’non-payment of compensation for illegal termi-910

nation of labor relations’, ’LB13’ represents ’eco-911

nomic layoffs’, ’LB14’ represents ’non-payment912

of bonuses’, ’LB15’ represents ’illegally collect-913

ing property from workers’, ’LB16’ represents914

’specialized occupations’, ’LB17’ represents ’pay-915

ment of work-related death allowance|funeral al-916

lowance|bereavement allowance’, ’LB18’ repre-917

sents ’advance notice of termination by the em-918

ployer’, ’LB19’ represents ’corporate legal status919

has ceased’, ’LB20’ represents ’mediation agree-920

ment exists’. Text:"921

"请根据以下劳动争议领域的裁判文922

书的部分句段，识别其涉及的要素，923

可供选择的要素有(’LB1’, ’LB2’, ’LB3’,924

’LB4’, ’LB5’, ’LB6’, ’LB7’, ’LB8’, ’LB9’,925

’LB10’,’LB11’, ’LB12’, ’LB13’, ’LB14’, ’LB15’,926

’LB16’, ’LB17’, ’LB18’, ’LB19’, ’LB20’)，927

回答只能是这二十个选项中的一个。928

这二十个选项中，’LB1’表示’解除劳动关929

系’，’LB2’表示’支付工资’，’LB3’表示’支付930

经济补偿金’，’LB4’表示’未支付足额劳动931

报酬’，’LB5’表示’存在劳动关系’，’LB6’表932

示’未签订劳动合同’，’LB7’表示’签订劳动933

合同’，’LB8’表示’支付加班工资’，’LB9’表934

示’支 付 未 签 订 劳 动 合 同 二 倍 工 资 赔935

偿’，’LB10’表示’支付工伤赔偿’，’LB11’表 936

示’劳动仲裁阶段未提起’，’LB12’表示’不支付 937

违法解除劳动关系赔偿金’，’LB13’表示’经济 938

性裁员’，’LB14’表示’不支付奖金’，’LB15’表 939

示’违法向劳动者收取财物’，’LB16’表示’特殊 940

工种’，’LB17’表示’支付工亡补助金|丧葬补助 941

金|抚恤金’，’LB18’表示’用人单位提前通知解 942

除’，’LB19’表示’法人资格已灭失’，’LB20’表 943

示’有调解协议’。文本：" 944

Named Entity Recognition. 945

Definition: Named Entity Recognition aims to 946

extract nouns and phrases with legal characteristics 947

from various legal documents. 948

Description: It comes from the Information Ex- 949

traction competition of CAIL-2021, aiming to ex- 950

tract the main content of judgments. The original 951

dataset covers 10 legal entities, including "crimi- 952

nal suspect," "victim," etc. We selected five enti- 953

ties: "criminal suspect," "victim," "time," "stolen 954

items," and "item value." We filtered out samples 955

with non-nested entities. We used five prompts, 956

each corresponding to one of the five legal entities. 957

Prompt: "Your task is to extract the entity ’sus- 958

pect’ from the text below. If this entity does not 959

exist, the answer is ’No’. Text: "A set of stolen 960

’Jingqiu’ brand batteries worth 1488 yuan." An- 961

swer:" 962

"你的任务是从下面的文本中提取’犯罪 963

嫌疑人’实体，如果不存在这个实体，则回 964

答’No’。文本：被盗“京球”牌蓄电池一组价值 965

人民币1488元。回答：" 966

Judicial Summarization. 967
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Definition: Judicial Summarization aims to con-968

dense, summarize, and synthesize the content of969

legal documents.970

Description: It comes from the Judicial Sum-971

mary competition of CAIL-2020, aiming to extract972

the main content of judgments. We removed certain973

information from the original text of each sample,974

including case number, case title, judges, trial time,975

etc., as we believe this information has little impact976

on the quality of summary generation. Addition-977

ally, we only kept samples with a text length less978

than 1.5k.979

Prompt: "Please extract an abstract from the980

legal document given below and express its main981

content in shorter, more coherent and natural words.982

text:"983

"请对下面给的这篇法律文书提取摘要，用984

更短、更连贯、更自然的文字表达其主要内985

容。文本："986

Case Recognition.987

Definition: Case Recognition aims to deter-988

mine, based on the relevant description of the case,989

whether it pertains to a criminal or civil matter.990

Description: It comes from CJRC, aiming to991

determine whether a given case is a criminal or992

civil case based on relevant case descriptions. We993

sampled criminal and civil cases in nearly a 1:1994

ratio.995

Prompt: " Please determine whether the follow-996

ing case belongs to criminal or civil cases based997

on the title or relevant description text, and your998

response should be one of the two options. Text:"999

"请根据以下案件的标题或者相关描述文1000

本，判断该案件属于刑事案件还是民事案件，1001

并且你的回答应该只能是其中一个。文本："1002

A.2.2 LFI: Legal Foundation Inference1003

Controversy Focus Mining.1004

Definition: Controversial Focus Mining aims1005

to extract the logical and interactive arguments be-1006

tween the defense and prosecution in legal docu-1007

ments, which will be analyzed as a key component1008

for the tasks that relate to the case result.1009

Description: It comes from the Controversy Fo-1010

cus Recognition task of LAIC, aiming to identify1011

and detect the disputed focal points based on the1012

original plaintiff’s claims and defense contents in1013

legal judgments. We selected samples that meet the1014

following conditions: 1) contain only one disputed1015

focal point, 2) have a text length less than 3k, and1016

3) involve the top ten disputed focal points in terms1017

of frequency. Consequently, we restructured the1018

dataset into a classification task, where the model 1019

is required to correctly identify the disputed fo- 1020

cal point from the ten available options for each 1021

sample. 1022

Prompt: "Please select the most appropriate dis- 1023

pute focus based on the plaintiff’s claims and de- 1024

fendant’s defense in the judgment document. The 1025

options are (’A’, ’B’, ’C’, ’D’, ’E’, ’F’, ’G’, ’H’, 1026

’I’, ’J’), representing ten dispute focuses respec- 1027

tively. You only need to return the letter of the 1028

correct option. Among them, ’A’ represents ’deter- 1029

mination of the amount of engineering funds’, ’B’ 1030

represents ’determination of the amount of dam- 1031

ages compensation’, ’C’ represents ’dispute over 1032

principal/loan agreement/written agreement or elec- 1033

tronic agreement/expressions of borrowing inten- 1034

tion’, ’D’ represents ’dispute over principal/loan 1035

agreement/written agreement or electronic agree- 1036

ment/principal amount’, ’E’ represents ’liability 1037

determination’, ’F’ represents ’whether there is a 1038

breakdown of relationship’, ’G’ represents ’guar- 1039

antee liability/claim for warranty’, ’H’ represents 1040

’existence of labor relations’, ’I’ represents ’con- 1041

tractual effectiveness issue’, ’J’ represents ’respon- 1042

sibility assumption’. Text:" 1043

"请根据裁判文书中原被告的诉请及答辩 1044

内容选择出一个最匹配的争议焦点。可供 1045

选择的回答为(’A’, ’B’, ’C’, ’D’, ’E’, ’F’, ’G’, 1046

’H’, ’I’, ’J’)，这十个选项分别代表十个争 1047

议焦点，你只需要返回正确选项的字母。 1048

其中，回答’A’表示’工程款数额认定’，回 1049

答’B’表示’损失赔偿数额认定’，回答’C’表 1050

示’本金争议/借贷合意/书面协议or电子协议/借 1051

款的意思表示’，回答’D’表示’本金争议/借贷 1052

合意/书面协议or电子协议/本金（金额）’， 1053

回答’E’表示’责任认定’，回答’F’表示’感情是 1054

否破裂’，回答’G’表示’担保责任/保证责任诉 1055

求’，回答’H’表示’是否存在劳动关系’，回 1056

答’I’表示’合同效力问题’，回答’J’表示’责任 1057

承担’。文本：" 1058

Similar Case Matching. 1059

Definition: Similar Case Matching aims to find 1060

cases that bear the closest resemblance, which is a 1061

core aspect of various legal systems worldwide, as 1062

they require consistent judgments for similar cases 1063

to ensure the fairness of the law. 1064

Description: It comes from CAIL2019-SCM, 1065

which aims to match similar cases based on fac- 1066

tual descriptions. Each entry in the original dataset 1067

contains three fields labeled ’A,’ ’B,’ and ’C,’ rep- 1068

resenting three legal factual descriptions. Our task 1069

is to determine, given three legal documents A, B, 1070
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and C, which one (B or C) is more similar to A.1071

Additionally, each selected case has a length not1072

exceeding 2k.1073

Prompt: "Based on the content of Case A, select1074

the case that is more similar to Case A. The options1075

are (’B’, ’C’). The length of the answer is limited to1076

3 characters, meaning you only need to provide the1077

letter of the correct option. ’B’ indicates that Case1078

B is more similar to Case A, while ’C’ indicates1079

that Case C is more similar to Case A."1080

"请根据案件A的内容，选择与案件A相似1081

度更高的案件，可供选择的回答为（’B’,1082

’C’），回答的文本长度限制为3个字符，即1083

只回答正确选项的字母。其中，回答’B’表1084

示案件B与案件A相似度更高，回答’C’表示案1085

件C与案件A相似度更高。"1086

Charge Prediction.1087

Definition: It is the sub-task of Criminal Judg-1088

ment Prediction task. Criminal Judgment Predic-1089

tion involves predicting the guilt or innocence of1090

the defendant, along with the potential sentencing,1091

based on the results of basic legal NLP, including1092

the facts of the case, the evidence presented, and1093

the applicable law articles.1094

Description: It is from the Criminal-S dataset,1095

which consists of criminal cases published by CJO.1096

As each case is well-structured and divided into1097

multiple sections such as facts, court opinions, and1098

judgment results, the authors of this dataset chose1099

the facts section of each case as input and selected1100

149 different charges as output. In this paper, we1101

specifically chose the charges of "Theft," "Inten-1102

tional Smuggling," and "Drug Trafficking, Sell-1103

ing, Transporting, and Manufacturing" as our focus.1104

Each sample corresponds to a unique charge.1105

Prompt: "Based on the given description of the1106

case below, predict the crime it involves. The op-1107

tions are (’69’, ’50’, ’124’). You can only choose1108

one of these three options. ’69’ represents ’theft’,1109

’50’ represents ’intentional injury’, and ’124’ rep-1110

resents ’smuggling, selling, transporting, or manu-1111

facturing drugs’. Text:"1112

"请根据下面给定的案件的相关描述预测1113

其涉及的罪名，可供选择的回答为(’69’, ’50’,1114

’124’)，回答只能是这三个选项中的一个。这1115

三个选项代表了三个罪名，其中，罪名’69’表1116

示’盗窃罪’，罪名’50’表示’故意伤害罪’，罪1117

名’124’表示’走私、贩卖、运输、制造毒品1118

罪’。文本："1119

Prison Term Prediction.1120

Definition: It is the sub-task of Criminal Judg-1121

ment Prediction task, which is defined in Charge1122

Prediction task. 1123

Description: It comes from MLMN, aiming 1124

to learn fine-grained correspondences of factual- 1125

Articles in legal cases. The original dataset is di- 1126

vided into crimes of injury and traffic accidents. 1127

Based on the original data’s months of imprison- 1128

ment, the labels are categorized into five classes. In 1129

this paper, we further categorized the sentences 1130

into three classes: the first class includes non- 1131

punishment and detention, the second class in- 1132

cludes imprisonment of less than 1 year and 1 year 1133

to less than 3 years, and the third class includes 1134

imprisonment of 3 years to less than 10 years. 1135

Prompt: "Based on the given description of the 1136

case below, predict the possible sentence the defen- 1137

dant may receive. The options are (’A’, ’B’, ’C’). 1138

You can only choose one of these three options. 1139

’A’ represents ’non-criminal punishment’ or ’deten- 1140

tion’, ’B’ represents ’fixed-term imprisonment of 1141

less than 3 years’, and ’C’ represents ’fixed-term 1142

imprisonment of 3 years or more but less than 10 1143

years’. Text:" 1144

"请根据下面给定的案件的相关描述预测被 1145

告人可能被判的刑期，可供选择的回答为(’A’, 1146

’B’, ’C’)，回答只能是这三个选项中的一个。 1147

这三个选项对应了三个刑期区间，其中，回 1148

答’A’表示’免予刑事处罚’或’拘役’，回答’B’表 1149

示’3年以下有期徒刑’，回答’C’表示’3年及3年 1150

以上，10年以下有期徒刑’。文本：" 1151

Civil Trial Prediction. 1152

Definition: Civil Trial Prediction task involves 1153

using factual descriptions to predict the judgment 1154

of the defendant in response to the plaintiff’s claim, 1155

which we should consider the Controversial Focus. 1156

Description: It comes from MSJudge, aim- 1157

ing to predict opinions on each claim based on 1158

case-related descriptions and claims. The original 1159

dataset includes court factual descriptions, mul- 1160

tiple claims, and judgments for each claim. We 1161

extracted samples with only a unique claim and 1162

sampled them based on the distribution of judg- 1163

ment results. 1164

Prompt: "Based on the factual description of the 1165

civil case provided below and a litigation request, 1166

provide an overall judgment prediction for the liti- 1167

gation request. Your response can only be one of 1168

the three options (’A’, ’B’, ’C’). ’A’ indicates sup- 1169

port for the litigation request, ’B’ indicates partial 1170

support for the litigation request, and ’C’ indicates 1171

opposition to the litigation request." 1172

"根据下面给定民事案件的事实描述和一个 1173

诉讼请求，给出你对该诉讼请求的一个整体 1174
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裁判预测，你的回答只能是(’A’, ’B’, ’C’)三1175

个选项中的一个。其中，’A’表示支持诉讼请1176

求，’B’表示部分支持诉讼请求，’C’表示反对1177

诉讼请求。"1178

Legal Question Answering.1179

Definition: Legal Question Answering utilizes1180

the model’s legal knowledge to address the national1181

judicial examination, which encompasses various1182

specific legal types.1183

Description: It is from a question-answering1184

dataset collected from the China National Judicial1185

Examination, which includes both single-choice1186

and multiple-choice questions. The goal is to pre-1187

dict answers using the presented legal questions1188

and relevant articles. We selected only the single-1189

choice questions for our analysis.1190

Prompt: "Please answer the question based on1191

the judicial examination question below. There is1192

only one correct answer among the options (’A’,1193

’B’, ’C’, ’D’). You don’t need to provide a detailed1194

analysis of the question, just select the correct an-1195

swer."1196

"请根据下面的司法考试题目回答问题，选1197

项(’A’, ’B’, ‘C’, ’D’)中只有一个正确答案。你1198

不需要返回对题目的具体分析，只需选出正确1199

的答案。"1200

A.2.3 CLA: Complex Legal Application1201

Judicial Reasoning Generation.1202

Definition: Judicial Reasoning Generation aims1203

to generate relevant legal reasoning texts based on1204

the factual description of the case. It is a complex1205

reasoning task, because the court requires further1206

elaboration on the reasoning behind the judgment1207

based on the determination of the facts of the case.1208

This task also involves aligning with the logical1209

structure of syllogism in law.1210

Description: It comes from the AC-NLG1211

dataset, constructed from private lending cases,1212

which are the most common category in civil cases.1213

The focus is on the task of generating court opin-1214

ions in civil cases. This task takes the plaintiff’s1215

claims and factual descriptions as input and gener-1216

ates the corresponding court opinions as output.1217

Prompt: "Please generate corresponding "the1218

court holds that" content based on the "litigation re-1219

quests" and "trial findings" provided in the brackets1220

below."1221

"请你根据下面中括号里的’诉讼请求’和’审1222

理查明’内容生成对应的’本院认为’内容。"1223

Case Understanding.1224

Definition: Case Understanding is expected to 1225

provide reasonable and compliant answers based 1226

on the questions posed regarding the case-related 1227

descriptions in the judicial documents, which is 1228

also a complex reasoning task. 1229

Description: It also comes from the CJRC 1230

dataset, which includes 10,000 documents and 1231

nearly 50,000 questions with answers. These doc- 1232

uments are from judgment files, and the questions 1233

are annotated by legal experts. Each document con- 1234

tains multiple questions. In this paper, we selected 1235

only the training set from the original data, where 1236

each question has only one standard answer. 1237

Prompt: "Based on the provided "legal text ma- 1238

terial" content, answer the corresponding "ques- 1239

tion" to complete the task of fragment extraction- 1240

based reading comprehension. Specifically, you 1241

need to correctly answer the "question", and the 1242

answer is limited to a clause (or fragment) from the 1243

"legal text material". Please provide your answer 1244

in the format ”’Answer: A”’, where A represents 1245

the correct clause (or fragment) from the "legal text 1246

material"." 1247

"请你根据下面提供的’法律文本材料’内 1248

容，回答相应的’问题’，以完成片段抽取式的 1249

阅读理解任务。具体来说，你要正确回答’问 1250

题’，并且答案限定是’法律文本材料’的一个子 1251

句（或片段）。请你以”’答案：A”’的格式给 1252

出回答，其中A表示’法律文本材料’中正确的 1253

子句（或片段）。" 1254

Legal Consultation. 1255

Definition: Legal Consultation covers a wide 1256

range of legal areas and aims to provide accurate, 1257

clear, and reliable answers based on the legal ques- 1258

tions provided by the different users. Therefore, 1259

it usually requires the sum of the aforementioned 1260

capabilities to provide professional and reliable 1261

analysis. 1262

Description: It comes from the CrimeKgAssis- 1263

tant dataset, where ChatGPT has been utilized to 1264

rephrase answers based on the Q&A pairs from 1265

CrimeKgAssistant. The goal is to generate an- 1266

swers that are more detailed and linguistically well- 1267

organized compared to the original responses. We 1268

further filtered question-answer pairs by identify- 1269

ing responses containing phrases like "抱歉" or 1270

"无法准确回答", and cases where questions con- 1271

tained numerous "?" symbols or were linguistically 1272

awkward. 1273

Prompt: "If you are a lawyer, please answer the 1274

legal consultation question below based on the real 1275

scenario." 1276
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"假设你是一名律师，请回答下面这个真实1277

情景下的中文法律咨询问题。"1278

A.3 Some Automatic Evaluation Examples1279

This is an appendix for examples of our three tasks:1280

classification, named entity recognition and text1281

generation. Then we respectively choose Case1282

Recognition, Named Entity Recognition and Legal1283

Consultation tasks as example prompts for these1284

three tasks.1285

In named entity recognition task, the {entity}1286

include: 犯罪嫌疑人,受害人, 时间, 物品价值,1287

被盗物品, totaling five entities.1288

A.3.1 Example for Classification Tasks1289

Please determine whether the following case be-1290

longs to criminal or civil cases based on the title or1291

relevant description text, and your response should1292

be one of the two options.1293

Text: "The People’s Procuratorate of Neixiang1294

County accuses that, from June 26 to June 29, 2016,1295

the defendant, Zhang, organized personnel to cut1296

down a large number of poplar trees on the road-1297

side farmland in Shangwangzhuangzu, Miaobei1298

Village, Chimei Town, without obtaining a timber1299

harvesting permit. According to the appraisal by1300

the Neixiang County Forestry Investigation and De-1301

sign Team, a total of 128 poplar trees were felled,1302

with a total living wood volume of 32.5521 cubic1303

meters. On June 29, 2016, the defendant, Zhang,1304

voluntarily surrendered to the Neixiang County For-1305

est Public Security Bureau."1306

Answer:1307

请根据以下案件的标题或者相关描述文本，1308

判断该案件属于刑事案件还是民事案件，并且1309

你的回答应该只能是其中一个。1310

文 本 ：’内 乡 县 人 民 检 察 院 指1311

控，2016年6月26日至6月29日期间，被告1312

人张某在未办理林木采伐许可证的情况下，组1313

织人员将其购买的位于赤眉镇庙北村上王庄组1314

路边耕地里的大量杨树砍伐。经内乡县林业调1315

查设计队鉴定，共砍伐杨树128株，计活立木1316

蓄积32.5521立方米。2016年6月29日，被告人1317

张某主动到内乡县森林公安局投案自首。’1318

回答:1319

A.3.2 Example for Named Entity Recognized1320

Tasks1321

Your task is to extract the ’{entity}’ entity from the1322

text below. If this entity does not exist, the answer1323

is ’No’.1324

Text: "A set of stolen ’Jingqiu’ brand batteries 1325

worth 1488 yuan." 1326

Answer: 1327

你的任务是从下面的文本中提取’{entity}’实 1328

体，如果不存在这个实体，则回答’No’。 1329

文本：被盗“京球”牌蓄电池一组价值人民 1330

币1488元。 1331

回答： 1332

A.3.3 Example for Text Generation Tasks 1333

If you are a lawyer, please answer the legal consul- 1334

tation question below based on the real scenario. 1335

’Question’: I was driving straight ahead, and a 1336

tricycle coming from the opposite direction hit me 1337

as it came out of the gas station, causing injuries to 1338

people. Who is more responsible, and how is the 1339

responsibility divided? 1340

假设你是一名律师，请回答下面这个真实情 1341

景下的中文法律咨询问题。 1342

’问题’：我开车直行，对面三轮车从加油站 1343

出来撞了，人受伤了，是谁的责任大，怎么划 1344

分责任的? 1345

A.4 Manual Evaluation Dataset 1346

In this section, we focus on the manual evaluation 1347

of the Judicial Reasoning Generation and Legal 1348

Consultation tasks. 1349

Legal Consultation. We directly use the legal 1350

evaluation dataset from the previous automatic eval- 1351

uation of the Legal Consultation task, sampling 50 1352

data points as the artificial evaluation dataset for 1353

the Legal Consultation task. 1354

Judicial Reasoning Generation. We recon- 1355

structed the evaluation dataset. Our dataset is 1356

sourced from the China Judgements Online (CJO), 1357

where all are written judgment of first instance. We 1358

extract the sections in the documents related to the 1359

court identified that, claims, and court hold that. 1360

In the end, our reconstructed Judicial Reasoning 1361

Generation manual evaluation dataset consists of 1362

50 data points, covering five charges: kidnapping, 1363

trafficking of women and children, fraud, robbery, 1364

and extortion, with 10 data points for each charge. 1365

B More Details of Manual Evaluation 1366

B.1 Data License 1367

The Legal Consultation is sourced from a public 1368

dataset, while the Judicial Reasoning Generation 1369

comes from our private dataset. All personally iden- 1370

tifiable information such as names, phone numbers, 1371
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Capability Task Metrics GPT-4 ChatGPT HanFei wisdomInterrogatory Fuzi-Mingcha LexiLaw LaWGPT Lawyer-LLaMA ChatLaw

BIR

Legal Article Recommendation
Acc 0.9890 0.9880 0.1690 0.0020 0.5540 0.5240 0.0590 0.1280 0.6570
Miss 0.0060 0.0050 0.6530 0.9940 0.1840 0.0100 0.8770 0.7570 0.1000
F1 0.9920 0.9905 0.2491 0.0039 0.5895 0.4716 0.1015 0.2026 0.6708

Element Recognition

Acc 0.8170 0.7910 0.0600 0.0010 0.1390 0.0230 0.0480 0.0080 0.3050
Miss 0 0.0010 0.7650 0.9970 0.0750 0.8250 0.2900 0.9700 0.2880
F1 0.8227 0.7932 0.0725 0.0019 0.1258 0.0289 0.0259 0.0152 0.3129

Mcc 0.7960 0.7656 0.0289 0.0110 0.0861 0.0113 -0.0108 0.0198 0.2381

Named Entity Recognition Entity-Acc 0.8067 0.6173 0.5163 0 0.0038 0.3135 0 0.0788 0.5221

Judicial Summarization
ROUGE-1 0.5549 0.5463 0.2834 0.4592 0.6243 0.5406 0.3894 0.6467 0.5362
ROUGE-2 0.2982 0.2849 0.1359 0.2400 0.3423 0.2947 0.1746 0.3877 0.3000
ROUGE-L 0.4285 0.3990 0.2150 0.3433 0.4710 0.4184 0.2668 0.4994 0.4036

Case Recognition
Acc 0.9975 0.9885 0.8270 0.2820 0.7935 0.8380 0.4670 0.7505 0.9815
Miss 0 0 0 0.4435 0.0025 0.0010 0.1790 0.0005 0.0010
F1 0.9975 0.9885 0.8218 0.2799 0.7857 0.8343 0.3692 0.7344 0.9820

LFI

Controversy Focus Mining

Acc 0.8072 0.5458 0.0229 0.0817 0.049 0.0359 0.0458 0.0392 0
Miss 0.0196 0.0196 0.3595 0.2484 0.4085 0.6536 0.4641 0.4967 1
F1 0.8050 0.5716 0.0115 0.0357 0.0470 0.0211 0.0162 0.0219 0

Mcc 0.7662 0.4713 -0.0284 0.0393 0.0066 0.0210 0.0159 0.0079 0

Similar Case Matching
Acc 0.5692 0.5500 0 0.3885 0.1654 0.1231 0 0.0038 0
Miss 0 0.0038 0.9962 0.3423 0.6692 0.7769 1 0.9923 1
F1 0.4594 0.4617 0 0.3538 0.2084 0.1849 0 0.0076 0

Charge Prediction
Acc 1 0.9927 0.1717 0.0121 0.2044 0.0181 0.1330 0.0012 0.4631
Miss 0 0 0.0060 0.9649 0.7352 0.9528 0.7509 0.9915 0.0278
F1 1 0.9928 0.0527 0.0232 0.3153 0.0340 0.2004 0.0024 0.3782

Prison Term Prediction

Acc 0.6533 0.4499 0.0802 0.0287 0.4097 0.0716 0.0745 0.0115 0.2579
Miss 0 0 0 0.7450 0.2923 0.4900 0 0.9628 0.0573
F1 0.6558 0.4735 0.0273 0.0130 0.484 0.0642 0.0103 0.0212 0.3085

Mcc 0.3353 0.1705 -0.0125 0.0239 0.0810 -0.0226 0 0.0240 -0.0467

Civil Trial Prediction

Acc 0.6775 0.5925 0.7675 0.0950 0.2183 0.0266 0.5038 0.0712 0.1500
Miss 0.0525 0.0075 0.0025 0.8950 0.6713 0.9686 0.3425 0.8988 0.1138
F1 0.7043 0.6285 0.6681 0.1676 0.3266 0.0435 0.5455 0.1275 0.0658

Mcc 0.2657 0.1929 0.0155 0.0602 0.0165 -0.0046 0.0023 0.0051 0.0283

Legal Question Answering
Acc 0.5298 0.3789 0.2398 0.0222 0.2456 0.2199 0.1731 0.2175 0
Miss 0.0012 0 0.0538 0.8760 0.1871 0.0959 0.2094 0.2094 1
F1 0.5314 0.3708 0.2203 0.0334 0.2664 0.1851 0.0840 0.2026 0

CLA

Judicial Reasoning Generation

ROUGE-1 0.5193 0.4985 0.6882 0.2105 0.6804 0.3613 0.4943 0.4809 -
ROUGE-2 0.2473 0.238 0.3723 0.0698 0.3411 0.1517 0.2286 0.2091 -
ROUGE-L 0.3499 0.3326 0.4788 0.1371 0.4651 0.2626 0.3340 0.3300 -

Case Understanding

ROUGE-1 0.9650 0.9168 0.8219 0.7502 0.8173 0.8307 0.7187 0.8765 0.2061
ROUGE-2 0.9568 0.8919 0.7917 0.5778 0.7837 0.7735 0.5625 0.8268 0.1962
ROUGE-L 0.9640 0.9122 0.8220 0.7127 0.8134 0.8200 0.6873 0.8671 0.2047

Legal Consultation

ROUGE-1 0.5974 0.6482 0.3777 0.2518 0.4797 0.3436 0.1956 0.4514 -
ROUGE-2 0.2758 0.3197 0.1693 0.0980 0.2086 0.1391 0.0660 0.1992 -
ROUGE-L 0.4066 0.4585 0.2759 0.1953 0.3346 0.2529 0.1617 0.3044 -

Table 9: The automatic evaluation results of 7 Legal LLMs, GPT-4 and ChatGPT. We use bold to indicate the best
and underline to indicate the second-best. Except for Miss, where smaller is better, for other metrics, larger is better.

and ID numbers has been anonymized in the pro-1372

cess. Therefore, we can proceed with annotating1373

these two datasets for manual evaluation.1374

B.2 Rules and Standards of Manual1375

Evaluation1376

Before starting the annotation process of manual1377

evaluation, we formulated annotation guidelines1378

for the Judicial Reasoning Generation and Legal1379

Consultation tasks through discussions with legal1380

experts.1381

For the Judicial Reasoning Generation task, the1382

criteria are completeness, relevance and accuracy.1383

• Completeness: Whether the reasoning content1384

is complete, including the completeness of1385

the reasoning structure and whether explicit1386

penalties are provided.1387

• Relevance: The degree of relevance between1388

the reasoning content and the case.1389

• Accuracy: Whether the reasoning content is 1390

accurate, including the presence of fabricated 1391

facts, incorrect citation of legal provisions, 1392

and usage errors. 1393

As for the Legal Consultation task, the criteria 1394

include flueny, relevance and comprehensibility. 1395

• Fluency: The fluency and coherence of the 1396

response content. 1397

• Relevance: The relevance of the response con- 1398

tent to legal issues and its alignment with legal 1399

practicality. 1400

• Comprehensibility: The level of understand- 1401

ing of legal issues in the response content. 1402

Additionally, to facilitate computer processing, 1403

we standardized the annotation rules for legal ex- 1404

perts. For each sample, if the output of the target 1405
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Capability Task Metrics Baichuan2-Chat Baichuan ChatGLM Llama-7B Llama-13B Llama2-Chat Chinese-LLaMA-7B Chinese-LLaMA-13B Ziya-LLaMA

BIR

Legal Article Recommendation

Acc 0.5620 0.1800 0.7320 0.1750 0.2660 0.4800 0.3790 0.3580 0.6540
Miss 0.0020 0.5770 0.0030 0.6670 0.2770 0.0170 0.0470 0.0470 0.0020
F1 0.4507 0.1781 0.7255 0.1953 0.2816 0.4824 0.2439 0.3034 0.6639

Element Recognition

Acc 0.5400 0.0330 0.4900 0.0370 0.1870 0.1420 0.1310 0.0300 0.5930
Miss 0 0.6200 0.0110 0.5250 0.0240 0 0.0250 0.9080 0
F1 0.5218 0.0287 0.4982 0.0143 0.0766 0.1193 0.0745 0.0547 0.5842

Mcc 0.4995 -0.0629 0.4511 0.0054 -0.0017 0.0872 0.0293 0.0521 0.5427

Named Entity Recognition Entity-Acc 0.4731 0 0.0106 0 0 0.0019 0 0 0.4894

Judicial Summarization
ROUGE-1 0.3584 0.3911 0.5613 0.1655 0.1388 0.2098 0.4094 0.1259 0.5115
ROUGE-2 0.1632 0.1650 0.2994 0.0584 0.0524 0.1063 0.2174 0.0236 0.2738
ROUGE-L 0.2785 0.2507 0.4253 0.1180 0.1071 0.1575 0.2963 0.0824 0.3803

Case Recognition

Acc 0.9700 0.6380 0.8735 0.2235 0.5290 0.8360 0.5235 0.6430 0.9470
Miss 0.0030 0 0.0940 0.5130 0.0395 0 0.1450 0 0.0010
F1 0.9714 0.5845 0.9127 0.2323 0.4680 0.8317 0.4897 0.6156 0.9473

LFI

Controversy Focus Mining

Acc 0.0621 0.0556 0.0948 0.0425 0.0588 0.0098 0.0229 0.0621 0.0915
Miss 0.2941 0.1405 0.7092 0.183 0.2059 0.6863 0.6373 0.1732 0.0327
F1 0.0412 0.0174 0.1418 0.0131 0.0186 0.0074 0.0202 0.0328 0.0564

Mcc 0.0186 -0.0061 0.1105 -0.0198 0.0059 -0.0206 -0.0020 0.0069 0.0052

Similar Case Matching

Acc 0.0154 0 0.5500 0 0 0 0.0038 0.0269 0.0038
Miss 0.9692 1 0 1 1 1 0.9962 0.9538 0.9962
F1 0.0299 0 0.3903 0 0 0 0.0076 0.0505 0.0076

Charge Prediction

Acc 0.2406 0.0060 0.6010 0.4317 0.4643 0.3857 0.3362 0.1391 0.5998
Miss 0 0.9794 0.2902 0.2273 0.1016 0.2648 0.3277 0.6784 0.0073
F1 0.1750 0.0118 0.6757 0.3519 0.3679 0.3879 0.3179 0.2021 0.5318

Prison Term Prediction

Acc 0.7249 0.0745 0.4155 0.0229 0.0458 0.0860 0.0745 0.1003 0.5616
Miss 0 0 0.0630 0.7393 0.6762 0.1232 0 0 0
F1 0.6143 0.0103 0.4484 0.0103 0.0580 0.0731 0.0103 0.0533 0.5562

Mcc 0.0533 0 0.0871 0.0040 0.0096 -0.0347 0 0.0539 -0.0377

Civil Trial Prediction

Acc 0.6875 0.7037 0.2334 0.4200 0.3063 0.5750 0.7262 0.7113 0.2787
Miss 0.0013 0.0875 0.6512 0.4537 0.6050 0.1562 0.0525 0.0525 0.0063
F1 0.6791 0.6450 0.3302 0.4915 0.4046 0.6209 0.6524 0.6446 0.3607

Mcc 0.1544 0.0196 -0.0403 0.0022 0.0061 0.1081 -0.0064 -0.0275 -0.0348

Legal Question Answering

Acc 0.3836 0.2304 0.2491 0.1193 0.0772 0.0164 0.1591 0.1497 0.2608
Miss 0.0152 0.1368 0.0234 0.3519 0.6386 0.9404 0.2070 0.3988 0.0012
F1 0.3824 0.2432 0.2386 0.0574 0.0557 0.0259 0.0863 0.1660 0.2538

CLA

Judicial Reasoning Generation

ROUGE-1 0.6967 0.5295 0.5096 0.0088 0.1663 0.4052 0.3692 0.2602 0.4113
ROUGE-2 0.3938 0.2974 0.2158 0.0033 0.0616 0.1759 0.1633 0.1053 0.1948
ROUGE-L 0.4878 0.3811 0.3363 0.0062 0.1077 0.2816 0.2578 0.2004 0.2975

Case Understanding

ROUGE-1 0.8249 0.3857 0.8821 0.5995 0.7009 0.7175 0.6745 0.7718 0.8562
ROUGE-2 0.7920 0.2574 0.8480 0.4948 0.5912 0.6584 0.5441 0.6717 0.8150
ROUGE-L 0.8219 0.3707 0.8769 0.5880 0.6784 0.7093 0.6507 0.7510 0.8477

Legal Consultation

ROUGE-1 0.5882 0.2508 0.5007 0.1496 0.1555 0.2618 0.1912 0.1699 0.3494
ROUGE-2 0.2547 0.0973 0.2022 0.0500 0.0505 0.0885 0.0664 0.0586 0.1529
ROUGE-L 0.3963 0.2071 0.3478 0.1283 0.1343 0.1793 0.1568 0.1434 0.2554

Table 10: The automatic evaluation results of baseline LLMs.

Model
Judicial Reasoning Generation Legal Consultation

WRA WRB WRC WRA WRB WRC

GPT-4 0.34 0.22 0.58 0.98 0.88 0.68

ChatGPT 0.22 0.18 0.66 0.82 0.90 0.66

Fuzi-Mingcha 0.74 0.26 0.94 0.40 0.72 0.40

HanFei 0.58 0.34 0.86 0.34 0.38 0.26

LexiLaw 0.18 0.28 0.48 0.22 0.26 0.24

Lawyer-LLaMA 0.18 0.12 0.60 0.46 0.74 0.32

Table 11: The win rate (WR) of LLMs for the Judicial
Reasoning Generation and Legal Consultation tasks.
Subscripts A, B, C represent the judgment results of
three experts respectively.

LLM is better than the baseline, it is marked as 1;1406

otherwise, it is marked as 0.1407

During the annotation process, we imported the1408

annotated data into Excel. Each row represents the1409

input for one data point and the outputs of differ-1410

ent models. To prevent potential subjective biases1411

from experts toward LLMs, we adopted a model-1412

anonymous annotation approach. Specifically, for1413

each row, we shuffled the order of models, and1414

the shuffling results varied, ensuring that experts1415

wouldn’t know which LLM produced the output1416

during annotation. 1417

Finally, we organized the expert annotations to 1418

calculate the win rate for each LLM. Figure 2 il- 1419

lustrates the annotation results of expert A for the 1420

Judicial Reasoning Generation task. 1421

B.3 Risk Statement of Manual Evaluation 1422

This work is solely intended for academic research 1423

and strictly prohibited for any other commercial 1424

activities. Before the annotation process, due to the 1425

sensitivity of the legal field, we confirmed the us- 1426

ability and security of the dataset and legal experts 1427

have conducted ethical evaluations. Additionally, 1428

legal experts have conducted ethical evaluations. 1429

B.4 Annotators of Manual Evaluation 1430

The three legal experts conducting the annotations 1431

are three graduate students from our research team, 1432

specializing in the field of criminal law. 1433

C More Details of Evaluation Metrics 1434

For classification tasks, we select accuracy (Acc), 1435

miss rate (Miss), F1 score (F1), and matthews cor- 1436
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Figure 2: The annotation results of expert A for the
Judicial Reasoning Generation task. And this annotation
is based on using the reference answer as the baseline.

relation coefficient (Mcc) as evaluation metrics for1437

these tasks.1438

The F1 values presented in our work are all1439

weighted F1.1440

The miss rate (Miss) is the proportion of missed1441

samples to the total number of test samples. Like1442

MMLU(Hendrycks et al., 2020), we give the can-1443

didate categories in the prompt of LLMs for classi-1444

fication tasks. Therefore, for a particular sample, if1445

the outputs of LLMs do not give the results related1446

to the candidate categories, we consider the LLMs1447

have missed that sample, which also means LLMs1448

do not understand the questions.1449

Finally, as shown in Table 2, the labels of some1450

classification tasks are significantly unbalanced,1451

mirroring real-world scenarios in judicial practice.1452

Relying solely on the F1 score may not effectively1453

reflect the actual performance of LLMs(Chicco and1454

Jurman, 2020). Therefore, we utilize the Matthews1455

correlation coefficient (MCC) to further evaluate1456

the ability of LLMs to handle imbalanced data. 1457

The accuracy of the LLMs in identifying ev- 1458

ery legal entities (Entity-Acc) is used to evaluate 1459

named entity recognition tasks. 1460

For named entity recognition tasks, we use the 1461

accuracy of the LLMs in identifying every legal 1462

entities (Entity-Acc). 1463

For text generation tasks, we use ROUGE as 1464

evaluation metrics for this task, since ROUGE re- 1465

mains one of the mainstream evaluation metrics for 1466

LLMs(Fei et al., 2023; Srivastava et al., 2022). 1467

D More Results 1468

Model JRGref LCref

GPT-4 0.57 0.77

ChatGPT 0.55 0.69

Fuzi-Mingcha 0.52 0.59

HanFei 0.55 0.71

LexiLaw 0.63 0.80

Lawyer-LLaMA 0.53 0.52

Table 12: The agreement scores of LLMs. JRG and
LC represent the Judicial Reasoning Generation and
Legal Consultation tasks, respectively. The subscript
ref indicates the agreement of the evaluations from the
three experts when using the reference answer as the
baseline.

D.1 The Automatic Evaluation Results 1469

As shown in Table 9 and Table 10, we can observe 1470

that their performance is consistent with the trend 1471

of our score results. GPT-4 and ChatGPT have 1472

strong multi-level capabilities, with a certain legal 1473

logic, while other LLMs have strong text genera- 1474

tion capabilities but lack legal logic. 1475

These detailed tables can also help us more 1476

clearly identify the strengths and weaknesses of 1477

LLMs in various tasks. The legal LLMs performed 1478

unsatisfactorily in tasks corresponding to the major 1479

and minor premises in syllogism, such as Legal Ar- 1480

ticle Recommendation and Element Recognition. 1481

They also fell short in further reasoning tasks such 1482

as Charge Prediction, Prison Term Prediction, and 1483

Civil Trial Prediction compared to GPT-4 and Chat- 1484

GPT. Overall, the performance of these LLMs indi- 1485

cates a lack of information retrieval and reasoning 1486

related to legal logic. 1487
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Task Evaluation GPT-4 ChatGPT Fuzi-Mingcha HanFei LexiLaw Lawyer-LLaMA τ p

Judicial Reasoning Generation
Automatic 3 4 2 1 6 5

0.7333 0.0566
Manual 3 4 1 2 5 6

Legal Consultation
Automatic 2 1 3 5 6 4

0.8281 0.0217
Manual 1 2 3 5 6 3

Table 13: The agreement scores for manual and automatic evaluation.

D.2 The Win Rate of LLMs for Each Expert1488

As shown in Table 11, Expert A and B have simi-1489

lar win rates, while Expert C differs significantly1490

from them. This suggests that while legal logic is1491

commonly recognized among legal experts, there1492

are still individual differences in actual judgment,1493

influenced by certain subjectivity.1494

D.3 The Agreement Scores for Expert1495

Evaluation1496

Furthermore, for the manual evaluation, we cal-1497

culated agreement scores for expert evaluation, as1498

shown in Table 12. Based on this, we observe the1499

following fact:1500

Although experts can find the lack of legal1501

logic in LLMs, assessing legal logic may also1502

pose a challenge for experts. The agreement score1503

for the Judicial Reasoning Generation task is no-1504

ticeably lower than that for the Legal Consultation1505

task. The reference answers for judicial reason-1506

ing generation tasks are derived from actual court1507

judgments in legal documents, serving as the gold1508

answers. This task emphasizes the completeness1509

and accuracy of formal content, which is directly1510

related to legal logic. This allows experts to judge1511

based on their legal logic, which may be affected1512

by their legal background, bring noise, and also1513

bring challenges to evaluation.1514

On the other hand, legal consultation work in-1515

volves legal opinions for the public, covering a1516

broader range of legal areas but addressing com-1517

mon legal issues. Experts provide answers more1518

based on fluency rather than based on the legal1519

logic of legal practice. This makes it easier for ex-1520

perts to judge, and the agreement scores are higher.1521

D.4 The Agreement Scores for Manual and1522

Automatic Evaluation1523

We ranked the LLMs evaluated automatically based1524

on the scores in Table 6, and ranked the LLMs1525

evaluated manually based on the average win rate1526

scores in Table 7. Subsequently, we calculated1527

Kendall’s tau scores (τ ) and significance values1528

(p) for both Judicial Reasoning Generation and Le- 1529

gal Consultation tasks, as shown in Table 13. We 1530

observe that for these same LLMs, two entirely 1531

different evaluation methods demonstrate similar 1532

rankings, both with high τ values. Thus, this fur- 1533

ther strengthens the reliability of our automatic 1534

evaluation and confirms the conclusions summa- 1535

rized in section 5.3. 1536
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