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Abstract

Training deep neural networks for classification
often includes minimizing the training loss be-
yond the zero training error point. In this phase
of training, a “neural collapse” behavior has been
observed: the variability of features (outputs of
the penultimate layer) of within-class samples de-
creases and the mean features of different classes
approach a certain tight frame structure. Recent
works analyze this behavior via idealized uncon-
strained features models where all the minimizers
exhibit exact collapse. However, with practical
networks and datasets, the features typically do
not reach exact collapse, e.g., because deep layers
cannot arbitrarily modify intermediate features
that are far from being collapsed. In this paper,
we propose a richer model that can capture this
phenomenon by forcing the features to stay in
the vicinity of a predefined features matrix (e.g.,
intermediate features). We explore the model in
the small vicinity case via perturbation analysis
and establish results that cannot be obtained by
the previously studied models. For example, we
prove reduction in the within-class variability of
the optimized features compared to the predefined
input features (via analyzing gradient flow on the
“central-path” with minimal assumptions), ana-
lyze the minimizers in the near-collapse regime,
and provide insights on the effect of regularization
hyperparameters on the closeness to collapse. We
support our theory with experiments in practical
deep learning settings.

1. Introduction

Modern classification systems are typically based on deep
neural networks (DNN5s), whose parameters are optimized

“Equal contribution 'Faculty of Engineering, Bar-Tlan Univer-
sity, Ramat Gan, Israel *Courant Institute of Mathematical Sci-
ences, New York University, NY, US. Correspondence to: Tom
Tirer <tirer.tom@gmail.com>.

Proceedings of the 40" International Conference on Machine
Learning, Honolulu, Hawaii, USA. PMLR 202, 2023. Copyright
2023 by the author(s).

Haoxiang Huang “?> Jonathan Niles-Weed >

using a large amount of labeled training data. The training
scheme of these networks often includes minimizing the
training loss beyond the zero training error point (Hoffer
et al., 2017; Ma et al., 2018; Belkin et al., 2019). In this
terminal phase of training, a “neural collapse” (NC) behav-
ior has been empirically observed when using either cross-
entropy (CE) loss (Papyan et al., 2020) or mean squared
error (MSE) loss (Han et al., 2022).

The NC behavior includes several simultaneous phenom-
ena that evolve as the number of epochs grows. The first
phenomenon, dubbed NC1, is decrease in the variability of
the features (outputs of the penultimate layer) of training
samples from the same class. The second phenomenon,
dubbed NC2, is increasing similarity of the structure of
the inter-class features’ means (after subtracting the global
mean) to a simplex equiangular tight frame (ETF). The third
phenomenon, dubbed NC3, is alignment of the last layer’s
weights with the inter-class features’ means. A consequence
of these phenomena is that the classifier’s decision rule
becomes similar to nearest class center in feature space.

Many recent works attempt to theoretically analyze the NC
behavior (Mixon et al., 2020; Lu & Steinerberger, 2022;
Wojtowytsch et al., 2021; Fang et al., 2021; Zhu et al., 2021;
Graf et al., 2021; Ergen & Pilanci, 2021; Ji et al., 2021;
Galanti et al., 2021; Tirer & Bruna, 2022; Zhou et al., 2022a;
Thrampoulidis et al., 2022; Yang et al., 2022; Zhou et al.,
2022b; Kothapalli, 2023). The mathematical frameworks
are almost always based on variants of the unconstrained
features model (UFM), proposed by (Mixon et al., 2020),
which treats the (deepest) features of the training samples
as free optimization variables (disconnected from data or in-
termediate/shallow features). Typically, in these “idealized”
models all the minimizers exhibit “exact collapse” (i.e., their
within-class variability is exactly 0 and an exact simplex
ETF structure is demonstrated) provided that arbitrary (but
nonzero) level of regularization is used.

However, the features of DNNSs are not free optimization
variables but outputs of predetermined architectures that get
training samples as input and have parameters (shared by
all the samples) that are hard to optimize. Thus, usually, the
deepest features demonstrate reduced “NC distance metrics”
(such as within-class variability) compared to features of
intermediate layers but do not exhibit convergence to an



Perturbation Analysis of Neural Collapse

exact collapse. Indeed, as can be seen in any NC paper that
presents empirical results, the decrease in the NC metrics is
typically finite and stops above zero at some epoch. The mar-
gin depends on the dataset complexity, architecture, hyper-
parameter tuning, etc. Yet, due to their “over-idealization”,
the previously studied theoretical models mask the effects of
these factors on the closeness to collapse and cannot capture
the depthwise progress of collapse.

In this paper, this issue is taken into account by studying a
model that can force the features to stay in the vicinity of a
predefined features matrix. By considering the predefined
features as intermediate features of a DNN, the proposed
model allows us to analyze how deep features progress from,
or relate to, shallower features. We explore the model in the
small vicinity case via perturbation analysis and establish
results that cannot be obtained by the previously studied
UFMs.

Our main contributions include:

* We prove reduction in the within-class variability of the
optimized features compared to the predefined input
features. To the best of our knowledge, this is the first
proof of depthwise reduction of an NC1 metric, as
existing works have only demonstrated this behavior
empirically.'

» To obtain the aforementioned result (for arbitrary in-
put features), we prove monotonic decrease of an NC1
metric along gradient flow on the “central-path” of an
associated UFM with minimal assumptions (i.e., we
drop all the assumptions and modifications of the flow
that Han et al. (2022) did to facilitate their analysis).
Moreover, we establish a separation between the be-
havior of the within- and between-class covariance of
the features along the flow, and show that the rate of de-
crease of the NC1 metric is exponential in the presence
of regularization.

* We provide a closed-form approximation for the min-
imizer of the newly proposed model. Then, focusing
on the case where the input features matrix is already
near collapse (e.g., the penultimate features of a well-
trained DNN), we present a fine-grained analysis of our
closed-form approximation, which provides insights
on the effect of regularization hyperparameters on the
closeness to collapse, as well as reasoning why NC1
metrics commonly plateau at lower values than metrics
of other NC components (e.g., NC2).

* We support our theory with experiments in practical
deep learning settings.

'Note that layer-extended UFMs are proven to exhibit exact
zero within-class variability across all their layers rather than pro-
gressive depthwise reduction, which suggests that they are limited
in modeling the depthwise behavior of practical DNNs (Tirer &
Bruna, 2022; Dang et al., 2023).

2. Background

Consider a classification task with K classes and n training
samples per class. Let us denote by y; € R¥ the one-hot
vector with 1 in its k-th entry and by x;; € RP? the i-th
training sample of the k-th class. DNN-based classifiers can
be typically expressed as

DNNe (X) = Whyg (X) + b,

where hg(-) : R? — R? (with d > K) is the feature map-
ping that is composed of multiple layers (with learnable
parameters 6), and W = [wy,...,wg|' € REXd (w]
denotes the kth row of W) and b € R¥ are the weights and
bias of the last classification layer. The network’s parame-
ters @ = {W, b, 8} are usually learned by empirical risk
minimization

K n

. 1
min —— ;;ﬁ(Whe(Xk,i) +b,yx) + R(O),

where L(-, -) is a loss function (e.g., CE or MSE?) and R ()
is a regularization term.

Let us denote the feature vector of the i-th training sample
of the k-th class by hy, ; (i.e., hy; = hg(x1,)), and let ®
denote the Kronecker product. Papyan et al. (2020) em-
pirically demonstrated that when DNNg is trained beyond
the zero training error point, the (organized) features ma-
trix H = [hl,h e ,hl,", hg,l, ey hK,n] € ]RdXKn gets
closer to an exact “collapse structure”, defined as follows.

Definition 2.1 ((Neural) Collapse structure). We say that
the organized features matrix H € R?*X™ ig collapsed,
or alternatively, has a (neural) collapse structure, if H =
H® 1, for some H € R¥*X and

(H-Ho1}) (H-helk) = p <1K _ ;1K1;) ,

for some p > 0, where h; = +-H1x is the global mean.

In the above definition, H = H ® 12 reflects zero within-
class variability (“exact NC1”), and the property stated for
H — hg1); (the mean-subtracted features) is being referred
to as having a simplex ETF structure (“exact NC2”).

Following the work of (Mixon et al., 2020), in order to
mathematically show the emergence of minimizers with NC
structure, most of the theoretical papers have followed the
“unconstrained features model” (UFM) approach, where the
features {hy, ; = hg(xy;)} are treated as free optimization

%(Hui & Belkin, 2021) have shown that training DNN classifiers
with MSE loss is a powerful strategy whose performance is similar
to training with CE loss.
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variables. Namely, they study problems of the form

n
Wb{hk i} KnZZ£ th7i+bayk)

=11=1

+R(W,b,{hy,}).

One such example is the work in (Tirer & Bruna, 2022),
which considered a setting with regularized MSE loss:

1 9 | Aw 2 | AH 2
Vr{/n% SKn WH - Y||% + ﬁ”W”F + %”H”Fa
(D

where H = [h171, ey hl,’ru hg717 ey hK,n] S R4xKn g
the (organized) unconstrained features matrix, Y = Iy ®
1; € RE*En ig jts associated one-hot vectors matrix, and
Aw and Ag are positive regularization hyperparameters.

The model in (1) shares similarity with models in the matrix
factorization literature (Koren et al., 2009; Chi et al., 2019),
except the assumptions d > K and the specific structure
of Y. (In the model studied here, we further deviate from
previous models). These crucial differences allowed the
authors to show that all the (global) minimizers of this bias-
free UFM exhibit an orthogonal collapse, as stated in the
following theorem.?

Theorem 2.2 (Theorem 3.1 in (Tirer & Bruna, 2022)). Let
d > K and define ¢ :== \/AgAw. If c < 1, then any global
minimizer (W* H*) of (1) satisfies

hj,=...=h;, =h,, VkelK]

Aw

B2 = .
B3 =,

= ||hK||2 =p=(l-c¢
S —x 1T [ —x
{hl,...,hK} [hl,...,hK} — plg,
=/ Au/ w by, VEke€[K].
If ¢ > 1, then (1) is minimized by (W*,H*) = (0, 0).

In short, the theorem states that any minimizer (W*, H*)
of (1) obeys that H* = H® 1, for some H € R¥*K,

and W*H ﬁTH x W*W*T o I. It is not hard
to show that H H = pl implies that H — hgl) =
H- HlKl is a simplex ETF (see Definition 2.1).

From the structure of the problem and the theorem, we see
that there are infinitely many minimizers of (1). Indeed, as

3Note that the results in (Tirer & Bruna, 2022) are stated for
Aw ATW and Ay < % (i.e., their hyperparameters absorb
the factors 1/K and 1/Kn that are used here). Scaling the terms
in the objective according to the number of samples, as done in (1),
agrees with what is done in practice (e.g., averaging the squared
errors over the minibatch samples rather than summing them).
Our scaling also highlights the independence of the minimizers’
properties on K and n.

can be deduced from the proof of Theorem 2.2 in (Tirer &
Bruna, 2022): Taking any (partial) orthonormal matrix R €
R4*K (je., RTR = Iy), one can construct a minimizer

for (1) simply by H* = \/p(Aw, A\g)R ® 1, and W* =
VAu/Aw/p(Aw, Ag)RT.

The existing literature includes other different UFM settings
where all the minimizers exhibit exact NC structures (e.g.,
see (Lu & Steinerberger, 2022; Wojtowytsch et al., 2021;
Zhu et al., 2021; Fang et al., 2021; Tirer & Bruna, 2022;
Thrampoulidis et al., 2022)). However, as discussed in Sec-
tion 1, all the previously studied UFMs are idealized and
their results deviate from the situation in practical DNN
training, where: 1) the features do not exhibit exact collapse
(e.g., since deep layers cannot arbitrarily modify interme-
diate features that are far from being collapsed); and 2)
the setting of the hyperparameters affects the distance from
exact collapse structure.

In what follows, we extend the model in (1) to overcome the
two limitations mentioned above, as well as being able to
explain depthwise behavior. As will be shown, the theoreti-
cal insights that we gain are empirically aligned also with
DNNss trained with CE loss and bias (beyond the setting of
(1)). Potentially, our novel perturbation analysis approach,
which exploits knowledge on exactly collapsed minimizers
of UFMs, can be also applied to models other than (1).

3. Problem Setup

To gain insights on the practical NC behavior, in this paper,
we consider a model capable of analyzing the real-world
situation where exact NC structure is not reached. Motivated
by (1), we consider the following model

. 1
i J(W,H; Hp) = %”WH -Y|% 2

w 2 )\H 2 5 2
—||W —||H —|H-—H

AW + 5o [HL + [~ Ho
where Hy € R¥*K7 g an input features matrix, which is
fixed, and [ is a positive hyperparameter that controls the
distance of H from Hj,.

Let us discuss the motivation for studying this model. As
before, we interpret W and H as the final weights and
deepest features of the DNN, respectively. Clearly, for
Hj = 0 this model reduces to (1) (with || H||% regularized
by Ay + (). Furthermore, when Hj, is nonzero, but already
a minimizer of (1) (and thus has an exact collapse structure),
the following statement is straightforward.

Corollary 3.1. Let d > K, Aglw < 1, and let
(W* H*) be a minimizer of (1). Then, the minimizer of
F(W,H; Hy = H") (in (2)) is unique* and it is given by
(W*, H*).

*Note that in both (1) and (2) the minimizer w.r.t. W is a closed-



Perturbation Analysis of Neural Collapse

That is, (2) allows us to pick one of the minimizers of (1) by
H, and transfer its orthogonal collapse properties, which
are stated in Theorem 2.2, to the minimizer of (2).

However, the usefulness of (2) comes from exploring cases
with nonzero/non-collapsed Hy. Indeed, while H can be
interpreted as the deepest features of a DNN, here we inter-
pret Hy as the features that are obtained in a shallower layer.
In this case, 1/ can be understood as the complexity of the
subnetwork from Hy to H. We are particularly interested in
the the large 3 regime, 5 > 1, where H( expresses penul-
timate features (only one layer before H) that significantly
constrain H. Focusing on the large /3 regime, in this paper
we provide mathematical reasoning for the empirical NC
behavior that are not captured by previously studied UFMs,
such as proving that the optimized H has smaller within-
class variability than Hy, and analyzing how perturbations
from collapse of Hy can be mitigated by the minimizer of

Q).

Lastly, note that even though the relation between H and
Hj in (2) differs from their explicit relation in DNNs, there
exist networks and settings that motivate the assumption
that the deepest features and the penultimate features are
close to each other. For example, consider the ResNet ar-
chitecture from (He et al., 2016b) that explicitly includes
identity mappings, where (under our interpretation of H and
H)) the deepest features obey H = Hy+r(Hj), where r(-)
denotes a residual block. The residual term can potentially
be very small if H, already separates the classes (e.g., it has
a “near NC” structure). In fact, in the popular neural ODE
framework (Chen et al., 2018), which is understood as the
infinite depth limit of these ResNets, we inherently have that
H ~ Hj,. Another example where the concept H ~ H
inherently holds is deep equilibrium models (DEQ) (Bai
et al., 2019). These practical DNN frameworks provide the
rationality for analyzing our model. Furthermore, our theo-
retical results are aligned also with the empirical behavior
of DNN architectures beyond the aforementioned examples
(e.g., the other version of ResNet (He et al., 2016a) and
plain MLPs).

4. Decrease in Within-Class Variability

As discussed above, while the features matrix H represents
the output of a DNN’s penultimate layer, the input ma-
trix Hy can be interpreted as the features of a preceding
layer. Tirer & Bruna (2022) and follow-up works (Galanti
et al., 2022; He & Su, 2022) have empirically presented
settings where the within-class variability of the features,
measured by some “NC1 metric”, decreases across depth.
The goal of this section is to prove such a phenomenon for

form function of H: W*(H) = YH' (HH" + nAw 1)1, As
such, a minimizer H* of either objective uniquely implies the
associated W* = W™ (H").

the model stated in (2). The theory that we provide shows
also monotonic decrease of the within-class variability (till
exact collapse) along gradient flow on the “central-path” of
the UFM stated in (1).

Let us begin with several definitions that will be used in
this section. For a given set of n features for each of K
classes, {hy ;}, we define the per-class and global means
as Ek = % Z?:l hk,i and HG = ﬁ Zi:l Z?:l hk,i’
respectively, as well as the mean features matrix H :=
[Hl, o ,HK]. Next, we define the within-class and
between-class d x d covariance matrices

K n
Sw(H) = L Z Z(hk,i —hy) (g —hy)T,

The within-class variability collapse (NC1) can be ex-
pressed as 3y (H) — 0 while ¥5(H) - 0, where
the limit takes place with increasing the training epoch,
and X p(H) > 0 filters degenerate cases such as H = 0.
Several papers considered in their experiments the metric

+Tr (EW(H)EL(H)), where 3%, denotes the pseudoin-
verse of 35 (Papyan et al., 2020; Han et al., 2022; Zhu
et al., 2021). Yet, we believe that considering the metric

NC\(H) := Tt (Sw (H)) /Tr (Sp(H)  (3)

is more amenable for theoretical analysis while capturing
the desired nondegenerate collapse behavior.’ Indeed, the
trace of a covariance matrix equals zero if and only if
the covariance matrix is a zero matrix (this follows from
Cov?(X,Y) < Var(X)Var(Y)).

Recall that the minimizer w.r.t. W in (2) (and (1)) has a
closed-form expression that is a function of H, which is
givenby W*(H) = YH" (HHT + nA\w 1)t Thus, the
optimization in (2) is equivalent to

H, /5 := argglnin L(H) + %HH —Ho|%

where L(H) = 5

S W (B3 + 532 [ H 3

W*HH - Y[% +

>The metric +Tr (EWZJTB
2022). Yet, to state a result on this metric the authors claim (in the

proof of Cor. 2) that a nonzero eigenvalue of 2;‘,1/ 2HHTE;VU 2
equals the reciprocal of the associated nonzero eigenvalue of

2%2 (HH-r D %2. However, this is not correct in general (due

) was considered in (Han et al.,

to the inherent rank deficiency of HHT). For example, for
2%2 = [f ;] and HH ' = [(1) 8}, we have that the single

nonzero eigenvalue of the former is 5/9 while the single nonzero
eigenvalue of the latter is 5.
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For large 3, the minimizer H, /5 can be viewed as a back-
ward/implicit gradient descent update from Hy with respect
to the loss £. This follows from rewriting the first order
optimality condition as

H,,3 — Hp
1/p

Observing that for 8 — oo we have H; /53 — Hy (formally
shown in Appendix B), the above equation can be written

— —KnVL(H, ).

as | = —KnVL(H,), where we think of  as 7.
This naturally gives rise to the gradient flow

dH

Wt = —KnVL(H,), )

associated with the UFM in (1). This means that results on
this flow can be translated to results on the minimizer of
(2) in the large /3 regime. Indeed, in Theorem 4.1 below,
we show that NC 1(H) monotonically decreases along this
flow, which implies that NC; (Hy/p) < NC1(Hy) for
large enough f3 (see the statement in Corollary 4.2 below).

Note that a flow for an objective that is equivalent to £(H)
with Ayy = 0 and Ay = 0 has been studied in (Han et al.,
2022), who called it the “central path”. The motivation for
studying such an objective, where the optimization variable
‘W is replaced by the optimal W*(H), comes from the em-
pirical observation in (Han et al., 2022) that the gap from the
“central path” measured by [WH — Y||%2 — [W*(H)H —
Y||% is rather small (compared to each term) during the
optimization process of practical DNNs with MSE loss.

We now state our result for gradient flow on the “central
path” (which is proved in Appendix A).

Theorem 4.1. Assume that Ay > 0, A\g > 0, and that H
has nonzero within-class variability (i.e., Ly (Hp) # 0).
Then, along the gradient flow, which is stated in (4), we
have that

. J/\/'\C/Z’l(Ht) strictly decreases along the flow until it
reaches zero.

ot 2P Tr(Zy (Hy)) decreases along the flow. In
particular, when Agp > 0, Tr(Zw (Hy)) decays expo-
nentially.

o t > 2t Tr(Sp(Hy)) strictly increases along the

Sflow.

Remark. Note that our gradient flow analysis has minimal
assumptions. Unlike (Han et al., 2022), our flow does not
assume zero global mean (hg = 0), A\yy = Ay = 0 and
invertibility of ¥y,. And most importantly, it does not
include any engineered renormalization and projection of
the gradient, contrary to the previous work. Thus, it is more

similar to practical gradient descent optimization of DNNs.
Our unmodified flow and minimal assumptions require a
different, and more general, analysis with quite involved
computations.®

Not only does Theorem 4.1 state a strict monotonic decrease
toward 0 in the NC1 metric, it further implies exponential
rate of convergence if A\iy > 0. Indeed, in this case Tr(X )
decays exponentially with a rate faster than e ~>*#* (as im-
plied by the second bullet point), while Tr(X ) cannot
decay exponentially with such a rate (as implied by the third
bullet point). Therefore, the NC1 metric Tr(Zyw )/ Tr(Xp),
decays exponentially. Similarly, Theorem 4.1 also provides
a separation between the behavior of Tr(Xyy ) and Tr(X )
along the flow. A strict separation is observed for Ay = 0:
Tr(Xy ) decreases while Tr(X 5) increases.

Oftentimes, gradient flow is used as a proxy for analyzing
gradient descent with a small step-size (Elkabetz & Cohen,
2021). Therefore, if we overlook the difference between
optimizing the UFM in (1) jointly w.r.t. W and H and re-
stricting the optimization to the “central path” (W*(H), H),
then our theory also provides a mathematical reasoning for
the experiments in (Tirer & Bruna, 2022) that show mono-
tonic decrease in within-class variability during gradient
descent iterations.

Finally, with our interpretation of ¢ as 37!, the following
Corollary is a direct consequence of Theorem 4.1 and the
continuity of VL(H) (see Appendix B for a formal proof).

Corollary 4.2. Assume that Hy has nonzero within-class
variability (i.e., Xy (Hg) # 0). Then, there exists some
constant C = C(Hg) > 0 such that for 8 > C we have
that NCl(Hl/ﬁ) < Ncl(H()).

Recall that in the large 3 regime we can interpret H as
features of DNN that are deeper than Hy but such that the
architecture between Hy and H is extremely simple (e.g.,
they are features of adjacent layers) and thus the distance be-
tween them is constrained. Under this interpretation, Corol-
lary 4.2 implies that layer-wise optimization of DNN where
each time a new layer is added (so that the previous deepest
features H, /4 are considered as the new Hy) will result in
gradually depthwise decreasing NC1. An extension of the
model in (2) that will include multiple levels of optimiz-
able parameters may be able to provide similar reasoning to
the gradual depthwise decrease in NC1 that is observed in
practical DNN training, where all the layers are optimized
simultaneously.

In more detail, all the assumptions in (Han et al., 2022) (in-
cluding continually renormalization the gradient) lead to the fact
that only the singular values (and not the singular vectors) of an
“SNR matrix” E;VU ?(H)H vary along their flow. However, since
we do not make their assumptions, we do not have such a ma-
trix whose singular bases are fixed along the flow and we need to
approach the problem in a more general way.
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5. Analysis of the Near-Collapse Regime

In this section, we will explore the behavior of the min-
imizers of (2) in the near collapse regime. As stated in
Corollary 3.1, if Hy = H* is a minimizer of (1), and thus
already exactly collapsed, then the minimizer of (2) is also
collapsed. This is aligned with the rationale that if we have
a DNN that already exhibits collapse at some intermediate
layer, we would expect the subsequent layers to maintain
this collapse.” Essentially, we would like to analyze the
minimizer of (2) for Hy that is not already collapsed. Un-
fortunately, for general non-collapsed Hj it is not likely
that the minimizer is amenable for explicit analytical char-
acterization. Yet, the fact that for orthogonally collapsed
H, = H* we get a unique minimizer (W*, H*) of (2),
which is still characterized by Theorem 2.2, gives us a desir-
able setting for examining the minimizer of (2) obtained for
H, = H* + 6H, (with sufficiently small 6H) by exploit-
ing our knowledge on (W*, H*; Hy = H*).

Analyzing the near-collapse setting will shed light on the
way that the deviation from collapse in the input features is
transferred to the optimized features, e.g., the amount of in-
teraction within/between classes and the effects of hyperpa-
rameters. Such insights can be latter examined empirically
beyond the near-collapse regime.

Let us denote by (W*, H*) the minimizer of (W, H; Hy).
We are interested in studying the dependence of 6W :=
W* — W* and 6H := H* — H* on §H, = H, — H*
without the requirement of computing (W*, H*) (that lack
analytical expressions). In particular, our focus is on the
relation between the features dH and 0H (rather than W
and 6H,), both because a minimizer H* uniquely implies
the associated W*, and because important aspects of NC,
such as within-class variability decrease (NC1) and inter-
class feature structure (NC2), consider the feature mapping
rather than the last layer weights.

We begin with establishing such a result in the following
theorem (which is proved in Appendix C) for Hy that is
not necessarily a collapsed features matrix. For the reader’s
convenience, we present here a simplified version of a more
general theorem that is stated and proved in Appendix C.
Specifically, the statement here includes only the effect of
0Hy on dH and the large 3 regime. In what follows, we use
vec(-) to denote the column-stack vectorization of a matrix.

Theorem 5.1. Let d > K, and set some Hqy and dH,,.
Let (W*, H*) be the minimizer of f(W,H;Hy) (with
f stated in (2)). Let (W*,ﬂ*) be the minimizer of
f(W,H;Hy = Hy + 6Hy). Define 6H := H* — H*.
Then, for B > max{1, Ay }, with approximation accuracy

"This is also aligned with empirical observations of gradual

depthwise collapse in practical DNNs and with Corollary 4.2 at
the limit where Hy is nearly collapsed.

OfO(ﬂfz, ||5H0H2), we have that
vec(0H) =~ F vec(6Hy),

with
Ay 1 TR 1
F= IdnK - 7IdnK - *InK & W*'W* + *Z*7
B B B
(5
where

7 — (E*T + I:I* ® W*)T(I:I*I:I*T ® IK 4 n)\WIdK)_l
x (BT + H* @ W),

with E* € RIEXEd ywhose (i — 1)K + k)-th column (for
i € [d] and k € [K)) is given by

E*[;, (i — 1)K + k] = vec(eq,ief (W H* —Y)),

and egy ; is the standard vector in R with 1 in its ith entry
(similar definition stands for ek 1).

Observe that, assuming small approximation error, Theo-
rem 5.1 states the linear operation that transforms §Hj to
0H. Furthermore, due to the vectorization operation, ob-
serve that the linear expression vec(dH) ~ Fvec(6Hg) has
the following block-based representation

vec(6H™) Fia Fix]| |vec(dH)

~
~

)

vec(§H(K)) Fra Frx] |vec(sH)

(6)

where SH®) := §H[:,dn(k — 1) + 1 : dnK] € R is
the sub-matrix of H that is composed of the columns asso-
ciated with the kth class (and similarly for 6Hg). Namely,
we have that F € RIExdnK j5 composed of blocks of size
dn x dn. The diagonal blocks are the “intra-class blocks”.
Each of them shows the effect of perturbation in a certain
class in Hy on the features of the same class in H. The
off-diagonal blocks are the “inter-class blocks”. Each of
them shows the effect of perturbation in a certain class in
Hj, on the features of another class in H.

Recall that for Hy = H* that is already exactly collapsed,
the minimizer of f(-;Hy) is also collapsed, so H* = H*
in the above theorem. Importantly, in this case the matrix
in (6) transforms deviation from exact collapse in the input
features to deviation from exact collapse in the optimized
features. Thus, we have that stronger attenuation behavior
of the blocks of F (e.g., small singular values) implies that
the minimizer H* is closer to exact collapse. Based on spe-
cializing Theorem 5.1 to the near-collapse case, we present
in the following theorem (which is proved in Appendix D)
an exact analysis of singular values of the blocks of F. (The
notations oy,q.(+) and oy () stand for the largest and
smallest singular values of a matrix, respectively).
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Figure 1: The effect of Ay on the spectrum of Fy, .
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Figure 2: Layer-wise training of MLP on CIFAR-10.

Theorem 5.2. Consider the setting of Theorem 5.1,
AgAw < 1 (assumed in Theorem 2.2), d > K, f >
max{1l, Ay}, and the representation of (5) that is given in
(6). Let Hy be a collapse features matrix (minimizer of (1)
for the same i, \w as in (2)). Then, for k, ke [K] with
k # k we have that ¥y, i, is full rank, F, j is rank-1, and

Omaz(Frr) =1,
Umzn(F *175 V )‘H/)\Wv
Umal.(Fk I~€) = 25_1)\1{(1 — 1/ )\H/\W)~

Remark. In Appendix D we derive expressions for the
complete singular value decomposition of F, ;, and F e
Our expressions for the entire spectrum of Fy, ;. reveal its
step-wise decreasing shape, as visualized in Figure 1 for
B =100,K = 4,d = 10,n = 10, \yy = /2 and vari-
ous values of A\z. To keep the paper concise, we state in
the above theorem only the results for the maximal and
minimal singular values of F, ;, but note that, similarly
t0 O pmin (Fi, k), almost all singular values decrease as Ag
increases. Even though a small portion ( 1= K/ d) of the singu-
lar values equal 1 (as shown in our analy51s in Appendix D),
we can still gain insights on the attenuation profile since
generic perturbations are unlikely to concentrate in such an
extremely low-dimensional subspace. In fact, our analysis
shows that the singular vectors associated with this subspace
do not affect the within-class variability, which further im-
plies that metrics of the NC1 component are attenuated more
than those of other components in the near collapse regime.
Interestingly, this theoretical observation is aligned with an
empirical observation that when exploring NC behavior of
practical DNNs, NC1 metrics commonly reach lower values
than metrics of other components (e.g., NC2).

From Theorem 5.2 we gain the following insights on the

minimizer of (2) in the near-collapse and large ( regime.
First, observe that not only do exactly collapsed minimiz-
ers have orthogonal features for different classes, but also
in the near-collapse setting an intra-class block is much
more dominant than each inter-class block, as follows from
F, ; being rank-1 and crmm(Fk’,;) & omin(Frx). For
generic perturbations that do not concentrate in specific low-
dimensional subspaces this implies that also before/near
pure collapse, we have that the deviation from collapse in
the features of a certain class is mainly due to deviation
from collapse of input (preceding) features of the same
class and not those of the K — 1 other classes. (See Ap-
pendix D.1 for more details, and note that this also implies
preservation of per-class near-collapse). Second, we see that
the feature mapping regularization plays the major role in
approaching (near-)collapse behavior. Indeed, increasing
Mg decreases the spectral values of the (more dominant)
intra-class blocks {F}, ;. } (contrary to increasing Ay). Re-
call that reducing the singular values of the blocks of F
implies reducing the distance of the minimizer H* from
exact collapse. Third, our result on the inter-class blocks
{F} 7z hints that the regularization of the last layer’s
weights (determined by Ay, > 0) may still have a support-
ive effect on reaching (near-)collapse behavior by reducing
the component of the deviation from collapse that is due to

“crosstalk’/interference of features of different classes (e.g.,

when some classes are harder to be classified then others).
In the sequel, we show that the above observations correlate
with the NC behavior in practical settings.

6. Experiments

In this section, we translate the insights that are obtained
for the model in (2) to what is observed with practical
DNNSs and datasets. We evaluate the distance of DNN’s
features from exact NC using metrics that have been also

used in previous works. Despite defining the metric ]Vél in
(3), here we mainly measure within-class variability using

NCy := %Tr (EWEJ];), where we use the definitions of

Section 4. (We use this metric due to its popularity even
though it is less amenable for theoretical analysis). We
measure the structure of the features using

—T—=
H H 1 1
NG o= || ——— = =l — e lxc 1)
|H Hr

F

where ﬁ :=H — hg1/, and the simplex ETF is normal-
ized to unit Frobenius norm.

The result of Section 4 provides reasoning to justify depth-
wise decrease in within-class variability, which has already
been empirically demonstrated for end-to-end training in
several papers (Tirer & Bruna, 2022; Galanti et al., 2022; He
& Su, 2022) (we present such experiments in Appendix E.2).
Here we show this behavior also for layer-wise training,
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Figure 3: The effect of modifying the weight decay (WD) on NC metrics for ResNet18 trained on CIFAR-10. Top: MSE loss without
bias; Bottom: CE loss with bias. Observe that modifying the WD in the feature mapping increases the deviation from the baseline more

than modifying the WD of the last layer.

which is better represented by our model. We consider the
CIFAR-10 dataset and train an MLP with 1 to 10 hidden
layers and a final classification layer. Each time, we add and
train a hidden layer on top of the previous hidden layers,
which are maintained fixed. Then we compute the NC1
metrics for the deepest features (more experimental details
appear in Appendig.l). Figure 2 demonstrates decrease
in both NC; and NC as we add more hidden layers on
top the previous, which are maintained fixed. Note that our
theory justifies such decrease for all the layers (the features
are not required to be near collapse).

Next, we turn to demonstrate correlation of practical NC
behavior with the insight gained in Section 5 that A plays a
bigger role than Ay does in approaching NC. Based on the
equivalence of Ly-regularization with weight decay (WD)
in gradient-based methods, we can make the analogy of
regularizing H in (2) to WD of the weights of practical
DNNs in the feature mapping layers (i.e., excluding the
last layer’s weights). Importantly, note that this analogy is
empirically justified for plain UFMs in (Zhu et al., 2021).
Under this analogy, our analysis suggests that, as long as
entering the zero training error phase of training is main-
tained, increasing (resp. decreasing) the WD in the feature
mapping layers should decrease (resp. increase) the distance
from exact collapse more than increasing (resp. decreasing)
the WD in the classification layer. Indeed, we empirically
show this behavior below. (More experiments are presented
in Appendix E.2). We note that there exists a work that em-
pirically® shows that WD facilitates collapse (Rangamani &
Banburski-Fahey, 2022), however, they do not examine the
WD in feature mapping and classification layers separately.

8Note that the claim in (Rangamani & Banburski-Fahey, 2022)
that NC solution cannot minimize unregularized bias-free MSE
loss comes from demanding that H* — without subtracting the
global mean — will be a simplex ETF rather than an orthogonal
frame as shown in Theorem 2.2.

We consider the CIFAR-10 dataset and examine how mod-
ifying the regularization hyperparameters affects the NC
behavior of the widely used ResNet18 (He et al., 2016a)
compared to a baseline setting. Specifically, as a baseline
hyperparameter setting, we consider one that is used in pre-
vious works (Papyan et al., 2020; Zhu et al., 2021): default
PyTorch initialization of the weights, SGD optimizer with
LR 0.05 that is divided by 10 every 40 epochs, momentum
of 0.9, and WD of 5e-4 for all the network’s parameters.
The modifications include: 1) doubling the WD only for
the last (FC) layer; 2) doubling the WD only for feature
mapping (conv) layers; 3) zeroing the WD for the last layer;
and 4) zeroing the WD for feature mapping layers.

Figure 3 presents the NC1 and NC2 metrics of the (deep-
est) features for: (Top) MSE loss with no bias in the FC
layer (similar to the analyzed model); and (Bottom) CE
loss with bias in the FC layer. In all the settings, we reach
zero training error at the 40 epoch approximately. The em-
pirical results show that modifying the WD in the feature
mapping layers leads to curves with larger deviations from
the baseline compared to modifying the last layer’s WD,
which is aligned with the theory established in Section 5
(i.e., the important role of A in attenuating the dominant
intra-class perturbations). Reducing (zeroing) the WD in
the feature mapping increases the distance from exact NC
(i.e., from O value of the metrics), while increasing the WD
decreases the gap from exact NC, as the theory predicts.
The fact that sometimes (e.g., with CE loss) increasing the
WD of the last layer can also decrease the gap from collapse
hints that mitigating inter-class interference/correlation of
features in practical deep learning settings is more signifi-
cant for reaching NC than in our analysis that considers a
near-collapse regime.’ Yet, both the experiments and the

In Appendix E.2, we demonstrate the role of Ay in mitigat-
ing inter-class interference of features, which is identified by our
analysis, also empirically with practical DNNs.
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theoretical study show that the regularization of the feature
mapping has larger significance in approaching NC.

7. Conclusion

The features that are learned by training practical networks
on real world datasets typically do not reach exact NC. In
this paper, we addressed this issue by studying a model that
can force the features to stay in the vicinity of a predefined
features matrix. We analyzed it for the small vicinity case
and established results that cannot be obtained by the pre-
viously studied (idealized) UFMs. We proved reduction in
within-class variability of the optimized features compared
to the input features (via analyzing gradient flow along the
“central-path” of a UFM with minimal assumptions, unlike
existing literature). We also presented an analysis of the
model’s minimizer in the near-collapse regime that provides
insights on the effect of the regularization hyperparameters
on the closeness to collapse, which correlate with the be-
havior in practical deep learning settings. Importantly, note
that our perturbation analysis approach, which is based on
exploiting our knowledge on exactly collapsed minimizers
of UFMs for studying non-collapse cases, can also be ap-
plied to models other than the one considered in this paper,
such as models with different loss functions and/or multiple
levels of features and/or imbalanced data.
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A. Proof of Theorem 4.1

To prove Theorem 4.1, in addition to the within-class and between-class covariance matrices, let us define the total covariance
matrix (across all classes) of the non-centered features

For convenience we also define the non-centered between-class covariance matrix
1 Z = =T
= — hph, .
K k
k=1

We have the decomposition X7(H) = Sy (H) 4+ X5 (H).

Using YH' = (Ix @ 1])HT = nH' and £y = +HH', we have that for each features matrix H, the optimal weight
matrix W*(H) is given by

. 17, 1 A 1— A
W*(H) = 2H (- HH' + WWI) EH (Er+ ?WI)

Next, let us simplify the terms with W*(H) in £(H):
L(H) = —— [W*(H)H — Y2 + 2% W () 2 + 2|2
2Kn FT oK B oRgp T

For the first term in £(H), observe that

1 % . 2 1 * T * Ty 1 * T 1
S7e W (EDH = Y[} = T (W (E)HH W*(H) ) — —Tr (W (HE)HY ") + 2
1 ~ A -~ o~ A ~ 1 ~ A ~ 1

= o™ (@T + Z D Er(Er + }VI)‘IEB) “xT (@T + }VI)‘IEB) 3

Aw < AW 1 —2e 1 < AW 1€ 1
_ W AWy _ Wy -
2K2Tr ((ET-F i ) “Yp 2[(Tr (ET-‘r K ) ¥p +2,

where in the second equality we used S5 = %HHT , and in the last equality we used (iT + ’\TWI)_lET =I- ’\TW(iT +
Ml)fl
K

For the second term in £(H), observe that

DIW e E)F = 2 (W (W (H) )

Aw
=252 Tr ((

Adding the two terms together,

1 * 2 )‘W * 2
EHW (H)H Y||F+ﬁ||w M7 =

K

1T
——Tr
2K

S+ A—WI) 223) .

(@T + )\IV(VI)‘12~33> +

DN =

d—K
2K

1 - /\W )\W
ﬁTr ((ET + ?I) YEw + I))
where we used (B7 + 2 1) 7185 =1 — (27 + 22 1) "1 (S + 221).
Finally, for the third term in £(H) we have

)\H AH

S|} = ST (ET).

11
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To conclude
Aw AH

L(H) = %Tr ((EW + %WI)(ET + 5207 ) + 28y <2T> _

d—K
2K

Next, we are going to analyze the traces of d?f , diltw , and dgtT , along the flow that is stated in (4), which is repeated here
for the convenience of the reader:

dH,

dt
In the following lemma, we state the required derivatives.

Lemma A.1. Denote Cp := EB(flT + ’\TWI)’I, Cp = EB(ET + ’\7"‘/1)’1 and Cyy = EW(ET + ’\TWI)’l. Along
the gradient flow we have

iy 1 ) -

Lo (CB(I ~Cp)+ (I Cg)cg> —2An S5

dx 1 L

e (CWCB n CECJV) DS

s 1 - - ~ = =
S (1~ €p - Cw)Cp + LI~ Cf — Cf) ) ~22u Sy

Proof. We use the notation Jy; to denote the derivative w.r.t. the /th entry of hy, ;. Then
1 _ _
OpjiXp = F(el(hk —hg)" + (hy —hg)e/),
n
1 — _
OkjiXxw = Tn (e(hy; —hy) " + (hy; —hy)e/),
n
~ 1
OkjiXr = Kfn(elhlj +hy je)),
where e; € R is the one-hot vector whose Ith entry is one (i.e., a standard basis vector). By the product rule,
1 ~ )\W _ 1 /\W = )\W -t /\H
Ot L(H) = —Tr | (OpjiZw)(Br + =D ) + —=Tr [ (Z Do (B + 551 = e/ hy
kit L(H) = o0 r(( kit Ew ) (Bt + ==1) )+2K r(( w+ =) kﬂ( T+ + € By
1 = AW 1
1 A\ - Aw ) s [« A\ AH T
——Tr| (2 —I (X —/1 N DY —1 —e ' h
QKr<(W+K>(T+K>ak3lT T+K +Kelk

1 Aw A\ ! . ) A\ ! .
" Kon (7 + ?I) H(hyj —By) = (B + 71 (Ew + ?I) Xr+ ?I hyj+AgKhg ;| e

Therefore, the gradient of L is given by

VL(H) = @)

1 ~ o R -1 ~ -1
e ((ET + %VI)—l(H ~Ho1l)) - (ET + AIV(VI) (EW + Aé?l) (ET + AIV{VI) H+ )\HKH> .

Next, we compute how each covariance matrix updates along the flow. Let 3 B(a b) =e/X Bep denote the a, b th entry
of 5. We further denote C := (27 + 2 I)~!, Cp 1= Zp(Br + 22I)~1,Cp := Zp(Sr + WI)~! Cy =
Sw(Er + 22I)~! and write 9y L(H) = (Lk],el>, where

1

i = g2,

(C(hk,j —hy) — (I—CL)Chy, + AHth,j) .

12
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Using the chain rule, we have that

d¥p(a,b dhy ;¢
% = 0kiiBp(a,b) ]Zl;[ I > 0113 (a,b)(— Kndg; L(H))

k3,1 k3,1

= ZZ ((ea,er)(ep, hy — hg) + (eq, by — hg) (e, ep)) (er, Lyji)

= Z ((eq, Lij)(ep, hy —he) + (€4, hy — he) (L, e))

=el ~Lyj(hy —hg) " — (hy — HG)L;J i

= e?; (CB(Ich)+(Ifcg)C;) eb72)\HeIEBeb
Similar computation yields

dZw(a,b) _ _ Lo CwCps + CLCy, ) ep—2Age! Sye
wCp BYW ) €T 2AHEq 2w €

dt K
d¥r(a,b) 1 - A ¢ . 3
% — —el (1= Cp - Cw)Cp + CH(I- C} - Cy)) es—2\ne] Srey

O

Let Tg : t > 2 #!Tr(Xg) and Ty : t = €2 ' Tr(Zyy). The above lemma suggests that Tg strictly increases along the
flow, while Ty decreases. Indeed,

ATy _ e TEW) o\ 1vim)

dt dt
) -
= —EezkHtTr(CWCB)
2 © A e A
= M T (Sw (S + TV{V D7'SE(Er + TV(V <o,

The last inequality holds because the trace of the product of two positive semidefinite matrices is always non-negative (e.g.
by Von-Neumann’s trace inequality). Similarly

ddif = 2 ATy (1 - Cp))
2 oagt : Aw (S AW -1
= }6 TI'(EB(ET =+ ?I) (I — EB(ZT + ?I) ))
2 . A A A
— ?e”HtTr(zB(zT + ?WI)*(EW + ?WI)(zT + I?/I) 1
= 2ot (s (B + )\—I) IS (Sr + )\—WI)_ )+ )\—WTr(E (Sr + L1) )
- K B T K w T K K B T K

20w ox,y - Aw
Z Fe H Tr(EB(ET + ?I) ) 0,

where the strict inequality again comes from Von-Neumann trace inequality, which ensures that the trace of product of a
positive definite matrix and a non-zero positive semidefinite matrix is positive.

Since Jf\f\él = Tw /Tp, the above computation also shows that ]Vél has to strictly decrease along the flow.

13
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B. Proof of Corollary 4.2

Recall that the minimizer H, /4 satisfies the first order equation

K
Tnvc(Hl/ﬁ). (8)

We first show that H; ;3 — Hg as 8 — oo. The following lemma would be helpful.

Hyp —Ho = —

Lemma B.1. There exists a constant M > 0 independent of H, such that
IVLH)||F < M|H||F,

for any H € RIxEn,

Proof. We bound each term in the expression of V£ equation (7) individually. For the first term we have

_ A _ _ A _
|Er+ D E-He 1)|r < [[(Sr+ D) op|(H - He 1)
K — 2K
< IE-He1)|r < —[H]|F,
/\W /\W
where || - ||, denotes the operator norm and the second inequality is due to the fact that each eigenvalue of (X7 + ’\7"‘/1)_1

is no bigger than 5~ Similarly,
D S A D S
| <2T + WI) <2W + WI) <2T + ;{VI) H
F
Aw ) ? dw A )
. o i
(4 500) " (304 R0) (20 31)

K K
where in the last inequality we used ||(2r + 22T)~1/2||,, < /K/\w since every eigenvalue of (X7 + 2 T)~1/2 is
bounded by /A /A Denote A = (S + 41), B = (1 + 42T) and use A + £ = B, we have

=,

K
< —
A

op

w

B~'2AB™2||,, = [(B™/2AY2)(BT/2AY2)T,,
= [(B~2AV) T(B2AL2)|,,
= |AYPBTIAY?,,
= [(A7Y2(A +Zp)ATYH) 7,
= [T+ APEp A2, <1

Combining the above bounds together, we have obtained for any H € R4*Kn,

1 3
IV < g2 (5 n ) IELe

Next, we combine the lemma and the stationary equation (8) to get

nKM nK M nKM

Hy/5 — Hollr < 5 [Hy/pllr < 5 IH1/5 — Hollp + 5 |Hol|F-
Rearranging, we have the bound
3 -1
H,;—-H < — -1 Hy| F.
#1275 - Holle < (205 ~1) ol
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This implies that H; ;5 — Hg as 8 — oo. Combined with the continuity of VL(-) and the first order equation (8), this
further implies

. Hyp—Hy
ﬁlgx;o —F —KnVL(Hy).
Now, by chain rule,
. NCi(H,/5) - NC1(Ho) . . Hy,5-H,
i, 173 = (VaNCL(Ho), lim —557—)
= (VuNCi(Hy), —KnVL(Hy))
d —
= 2| NCyH,).
dt|,_, C1(Hy)

In the last line, H; denotes the gradient flow iterate defined in (4). By (the proof of) Theorem 4.1, when Hj is non-collapsed,

d

NC,(H
a Cl( t)<0

t=0

must hold. This further implies that there exists some constant C = C(Hy) > 0 such that for 5 > C we have that
NC1(H1/i)/;NC1(Ho) <0.
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C. Proof of Theorem 5.1

Theorem 5.1, which is stated in the main body of the paper, is a simplified version of Theorem C.1.

The notation in the theorem is as follows. We use vec(:) to denote the column-stack vectorization of a matrix. The
derivatives are w.r.t. the vectorized matrices vec(H) and vec(W). For example, V; f € R4 X1 stands for the derivative
of f w.r.t. vec(H), and a second derivative w.r.t. vec(W) T yields V|,V f € RdnExKd,

Theorem C.1. Ler d > K, and set some Hy and §Hg. Let (W*, I:I*) be the minimizer of f(W,H;Hy) (with f stated
in (2)). Let (W*, H*) be the minimizer of f(W,H;Hy = Hy + 0Hy). Define W := W* — W* and 6H := H* — H*.
Then, with approximation accuracy of O(||0H||?, ||§W||?, ||6Hy||?), we have that

vec(0H) = F vec(0Hy),

vec(6W) ~ —(Viy Vi f) "'V Vi f F vec(6Hy),

where

F= D (VhVuf ~ VYl (Vhw ) VEVw )

and all the derivatives'® of f are evaluated at the point (VAV*7 I:I*; Hy).
In particular, for 8 >> max{1, Ay }, with approximation accuracy of O(372, ||6Hg||?), we have

vec(dH) ~ <IdnK - %IdnK - %InK X W*TW* + ;Z*> VeC((;Ho),

where
75 = (BT B o WHTEHHT ©Ir + ndwla) {(ET + H @ W),
with E* € RI"EXKd ywhose ((i — 1)K + k)-th column (for i € [d] and k € [K)) is given by
E*[, (i — 1)K + k] = vec(eq,ief (W H* —Y)),

and eq ; is the standard vector in R with 1 in its ith entry (similar definition stands for e ).

C.1. Proof of Theorem C.1

Our proof is essentially a perturbation analysis approach that exploits the fact that each of the minimizers is a stationary point
of its associated objective function. Namely, the minimizer of the perturbed problem f(W,H; Hy), i.e., (W* , H*), obeys

that Vf(W* H*; Hy) = {;Z]}((WW; II_:II*,II_:IIZ))] = 0, and the minimizer of the unperturbed problem, i.e., (W*, H*)
Vi [(W, H, Ho)} o

where for brevity we omit the >~ symbol, obeys that V f(W* H*; Hy) = [V FOW*, H* Hy)
w ) y L10

We use these properties in the following first order Taylor approximation of V f(W*, H*; Hy) around (W*, H*; Hy) (with
accuracy of O(||[0H||?, |[6W||?,||6Ho||?)) that is given by

{VHJC(VNV*»I:I*%I:IO)] ~ va(W*aH*§HO) 9)

Vw [(W* H Hy)| — {wa(W*,H*;Ho)]
+[VLva(W*,H*;Ho) v;va(w*,H*;Ho)} [vec(éH)} [VIIOVHf(W*,H*;HO)

VL, Vw f(W* H Hy) V|, Vi f(W*, H*;Hg)| |vec(6W) v{,ovwf(w*,H*;Ho)] vee(0Ho).

Recall that 6H := H* — H*, W := W* — W*, and §H, = H, — H,. Since the two terms in the first line of (9) vanish,
we get that

vec(dH)| _ [VLVuf V§Vaf -1 vTova
[Vec((SW)} - [V;vaf vngf} VEHOVWf vec(0Hy), (10)

10The derivatives are stated in the proof.
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where all the derivatives are evaluated at (W*, H*; Hy), which is omitted in order to simplify the presentation. As shown
below, in our setting the matrix that is inverted is indeed nonsingular.

We turn now to compute the derivatives. Let us denote h := vec(H), w := vec(W), and y := vec(Y). Observe that from
well known identities on the Kronecker product and the vectorization operation we have

1 1 1
— |WH-Y|2 = —||I;:n ®@W)h-y|2= —||(H' ®1I —yl3.
| I3 = 5ol (T @ Wb =y = o (HT @ Tie)w — 3
Therefore, the first order derivatives are given by
Vef(W,H;Hy) = 1 (T @ W) (T, @ W)h — y) + A h+ b (h — vec(Hy)) (11)
B Kn Kn Kn ’
\Y f(WH'H)—L(HQbI NH" @ Ix)w — )—&-)\—Ww
w ’ ) 0) — Kn K K y K .
Hence,
T B
=——1 nkK
Vi Vi = =i

Vi, Vw f = Oxdxdnk-

Plugging these expressions in (10) and using blockwise matrix inversion gives

vec(6H) ~ f% (VEVEf = Vi Vaf(ViVw £) 'V EVw )~ vee(6Hy),
vec(OW) ~ *%(V%wa)*lvﬁvwf (VEVaf ViV f (Vi Vw ) 'V Vi f) " vee(§Ho),

which are stated in the theorem, where all the derivatives are evaluated at the point (W*, H*; Hy).

Let us state the second order derivatives that appear above. First, one can observe that

1 A S8
T * * _ * T * H
VeV f(W" H" Hy) = 7KnInK QW W™ 4 T(n]:dn]( + T(nldnKa

1 )\m/
V v VV* * *
H .H —_— HH I I .
w WJ( ) ) 0) Kn ® 1k +7P' Kd

As for the mixed partial derivative, applying V{}, on (11), we get

Vo Vaf= a%va = Kina% (T, @ Whr) + Kin(l,m ® WT)B%((I,m ® W)h —y)
2 (W W) 4 o (T @ W) (T 0T w )
= CB(W.H) 4 ([, e WHHT @ 1x)
= %E(W,H) - %(HT QW)

where r := vec(WH — Y) but treated as independent of w due to the product rule, and E(W, H) := 22 ((I,, ® WT)r).
Denoting wy, ; := Wk, i], we have that

0

awk’i

(T W) = (0, 0 50—

WT)r> = ((I;m ® ed,ie;7k)r)
Wi

T
= vec(eqiex r(WH - Y)),
where e ; is the standard vector in R? with 1 in its ith entry (similar definition stands for e K,k
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Therefore,
VL Vw (W H*; Hy) = ey L(H* ® W)
T Kn Kn ’
1 1
T * * * *T * T
W*H":Hy) = —E —((H W
VWva( 5 5 0) Kn + KTL( 02y )7

where E* = E(W* H*) and E(W, H) € RI"KxKd g gjven by
E(W,H) .=
[Vec(edyle}’l(WH -Y)),.., vec(ed,le;K(WH -Y)), vec(ed’gegl(WH -Y)),...
- Vec(edyde;’K(WH -Y))].
We focus now on the effect the deviation §H, = Hy — Hy on the feature learning H = H* — H*. This requires inverting

the dnK x dnK matrix that links 0H and 6H, which is quite challenging. Yet, from the derivatives that are stated above
we observe the following

vec(6H) ~ % (ViVauf - VJVva(vTWVWf)*v;vw)‘1 vec(6Hy)

A 1 K -t

= (IdnK + ?HIdnK + EInK @ W*TW* — %v;wf(v;vvwf)—lv;vw f) vec(6Hy)
)\H 1 * T * 1 * -

= | Lank + ?IdnK + BInK QW W* — EZ vec(6Hy)

where

Z'=ET+H W)T(HH @Ix +nd\plix) (BT + H @ W*).

Therefore, under the assumption of 8 > max{1, Ay }, which is associated with a restrictive link between Hy and H, we
can use the first-order truncated Neumann series to approximate the matrix inversion (with accuracy of O(/3~2)), and obtain
the expression that us stated in (5):

1 1
VeC((SH) ~ (IdnK - %IdnK - EInK ® W*Tw* + BZ*) vec((SHo).

Lastly, as shown in Section C.2, in the large S regime we have that O(||[0H||) = O(||0Hg||). Therefore, the above
approximation accuracy is O(372, ||6Hy||*) (namely, we can omit O(||H|?)).
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C.2. More on the Map H; — H*

In this section we show that the map Hy — H* (namely, the map from the input features matrix Hy to the minimizer H* of
problem (2)) is Lipschitz. In fact, our result shows that this map is nearly nonexpansive in the large 3 regime (note that
since £(H) is not convex, known results of proximal mapping do not hold here).

Theorem C.2. Let H* be the minimizer of problem (2) for a predefined Hy. For 8 > 11Ag and A\w g < 1, the map

Hy— H*is (1 — %)’LLipschitz.

Recall the first order optimality condition

K

H* —H, = —%vc(H*), (12)

where L(H) := A ||[W*(H)H — Y||% + 3% |W*(H)|%2 + $& [|H|%. We first show that VL is 22£-Lipschitz.
Theorem C.2 then follows immediately by triangular inequality.

The following linear algebra lemma will be useful.

Lemma C.3. Let A € R™*" be a positive definite matrix and B € R"*™ be a positive semi-definite matrix with B < A. (
Here B < A means A — B is a positive definite matrix.) Then | A~'/>BA~1/2||,, < 1.

Proof. 1f B is positive definite, and thus invertible, we have

|A"2BA|,, = | (A7V/2BY2)(A72BY2) T,
= [(A"Y?BY?)T(A"1/*B1/?)
= |BY2A-'B'2,,
= [(B7/*(B+A-B)B ),
=|@+B*(A-B)B*) !, <1

llop

If B is positive semi-definite, since B < A, for sufficiently small § > 0, we have B + 41 is positive definite, and it still
holds that B + 6T < A. From the previous argument it holds that || A~1/2(B + §I)A~'/2||,, < 1. The result follows by
taking 6 — 0.

O

The following lemma is an immediate application of the previous lemma, and will be useful to bound the Lipschitz norm of
VL.

Lemma C.4. For any features matrix H, we have the following bound

1Sz + 202808+ 2W 1)), <1 (13)
(S + 2028 (S + 02, <1 (14)
(S + 20|, < ViR 1s)
(7 + 22020 - H o 1), < VEn (16

Proof. The first two inequalities are direct applications of the previous lemma since Zy < X7 < (f]T + ’\YWI) For the
latter two inequalities,

. A - A < A
|20+ S50 ?H],, = (7 + Z2D) 7 VPHET (81 + 22D 71232

_ h - A
= VEn|(Sr + S5 D)8 (S + S D) T2 < VEn
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) A — — A
I(Zr + IV(VI) VH-HoL,)llp = IS+ IEV DVPH-Hel,)H-Hel,) (3r+ IV{V =125

O]

Proof of Theorem C.2. First, we show that VL is (11’\H )-Lipschitz. For any increment AH, let H; = H + tAH for

0 < t < 1. By fundamental theorem of calculus, it’s enough to show that | £ VL(H;)|r < 322 AH||f for any
0<t<I.

In the following, for simplicity we write A; = X7 + K W] B, =Xy + 2 % 1. (Note that although we have omitted the

indices, all the covariance matrices depend on ¢). We also denote P(H) = H H ® 1,}, where the operator P is indeed an
orthogonal projection.

Taking derivative in (7), we get
d
—VL(H,;) =
g VA

1 1 1
oo (A;lp(AH) - mAglAHHjAglp(Ht) — mAt‘lHt(AH)TAt‘lP(Ht) — A 'B;A;'AH

1 1 1
+ - Ay TAHH] AT BA T H, + —— A TH((AH) T AT B A TH, - T( A;'P(AH)P(H,)"A; 'H,
n

1
—EA;lP(Ht) (AH)TA; 1Ht+K—A 'B,A;'AHH] A; 1Ht+K—A 'B,A'H (AH)TA'H,
+)\HKAH>,

where we used £ A; = - (AHH, + H(AH)"), 4B, = 2 (P(AH)P(H,;)" + P(H,)P(AH)"), and £A; " =
—A; ( = At)A g . Next, we bound all the terms appeared above individually.

- _ K
IAT'P(AH)|[F < A7 oplP(AH)|F < ot B cl S

1 _ _ 1 _ —1/2 —1/2
| e A AHE AP (HY) | < 2 | A lop | AR [H] A o | AP (HL)

< B AH|pVERVE 7||AHHF-
Kn \w Aw

where we applied lemma C.4 to bound HA;I/QP(Ht)HOP and ||HtTA;1/2HOp.
1 _ _
“?nAt 1Ht(AH)TAt 1BtAt 1Ht”F
1 ~1/2 ~1/2 —1/2 —1/2 —1/2 ~1/2
< 2o AT o | AT P E o | AH £ AT op | AT AT o | A7 P He o

K
< —lAH]
w

where we applied lemma C.4 again to bound || A, 1/ *B,A; 1/2 llop < 1. All the other terms can be bounded in similar ways:
by evoking submultiplicativity of matrix norms and decomposing each term into products that involve | AH|

A, 1z |lop and those in lemma C.4. By combining all the bounds together we have

A |ops

F»

1 10K 11X
+ A K)|AH| F < —HHAHHR

|5 VEE) | < (o
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where we used Ag Ay < 1in the last inequality. By fundamental theorem of calculus, we can conclude now that VL is
%-Lipschitz. Finally, from the first order equation (12), we have

Kn
H, = H + FWVE(H*).

Consider another input features matrix H, and denote by H* the associated minimizer of (2). The first order optimality
condition gives

. . K .
fH, = H* + FnVLZ(H*).
By triangle inequality,
) * Tk KTL * CT* llAH * ]
IHo = Hollp > [H” = H'|lp — —=[|VL(H) = VLH)||r = (1 = —=)|[H" = H|r.

It follows that the map Hy — H* is (1 — %)‘LLipschitz. O
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D. Proof of Theorem 5.2

In this section we compute the entire spectrum (singular values) for the diagonal blocks (“intra-class blocks™) and the
off-diagonal blocks (“inter-class blocks”) of the block matrix in (6). To keep the main body of the paper concise, we present
in the statement of Theorem 5.2 only the results for 0,44 (Fi 1) and o, (Fi ) of the full rank matrix Fy, 1, as well as
Umax(Fk,]}) of the rank-1 matrix F; ; (k # k).

Recall that we consider the (non-degenerate) setting ¢ := v/ Ag Ay < 1. Therefore, when Hy = H* is a minimizer of
(1) (associated with W*), from Corollary 3.1 we have that (W*, H*) the minimizer of f(W, H; Hp) is also orthogonally
collapsed and characterized by Theorem 2.2 with Ay and A (independent of K, n,d). Thatis, H* = H® 1, and

WHxH Hx WWT «1I K- We also have the following results for the spectral norm of H and W*, that we denote

by o4 and oy respectively:
A A
o5 = (1_0)\/% = \/% —Aw,
[ A [ A

Observe that these expressions do not depend on the number of samples K, n, d. Note also that U%J%V = (1-VAg\w)? =
(1-c)?< 1.
We remind the reader that vec(6H) ~ Fvec(dHy), for

Am 1

1
F=1I4x — ?IdnK - EInK @ W TW* 4 BZ*a

where
Z' = ET+H W) (HH' @ Ix +n\wlix) HET + H @ W*),
and E* = E(W*, H*) and E(W, H) € R™"KxKd jg defined as
E(W,H) .=
[Vec(ed,le}’l(WH -Y)), .., vec(ed,le;K(WH -Y)), vec(ed’Qe;l(WH -Y)),...
ey Vec(edyde;’K(WH -Y)),
where e ; is the standard vector in R? with 1 in its ith entry (similar definition stands for e K,k

For the collapsed minimizer (W*, H*), we know that H* = 0z R® 1) and W* = oy R for some (partial) orthonormal
matrix R € R>*K (e, RTR = Iy).

Therefore, we have that W*H* — Y = —clx ® 1] ® I, and that H* ® W* = (1 — ¢c)R ® 1,] ® RT. Observe that
the alignment of the former expression with the latter (where the locations of the dimensions d and K are swapped) is
done using the matrices {e4 ;e ;. }. Indeed, we can write E*T = K s (—clx ® 1] ®@1,), where K4 ;¢ € RE4>4K jg the
permutation matrix that satisfies

K;K(X1 ®X9)Kyx = X2 ® X3

for any X; € R¥*? and X, € REXK_ Such a matrix K, is also known as commutation matrix in the matrix theory
literature. Another useful property of the commutation matrix that we will frequently use is that

Kd’K(X(X)Y):Y@X (17)
for any x € RE*! and Y € R¥™™,

Let us extract the &, k-th block Z . c Rdnxdn of 7* First, observe that

1
= -B"(A®IK)B,
n

22



Perturbation Analysis of Neural Collapse

where

A=(ZRR" + Ayl !
B=-Kix(Ig®1) L) +(1-c)(R®1, @R").
Denote by {e;} the standard basis vectors in R, To extract the k, k-th block of Z*, we compute
Zz = (ek X Idn)TZ*(e,; X Idn)

~(Bler @ Tan) (A @) (Bleg © 1)),

with

B(ey ®14,) = _CKd,K(ek ® ]_;Lr QL)+ (1 —-c)(ry® 1; ® RT)
=—c(1] @Il ®ep) + (1 —c)(rp1] @RT),

where in the last line, we have used property (17) to swap the Kronecker product. Then,

1
Zr = 5(70(13 @Ig@ep) +(1—c)(rpl, @R TARIK)(—c(1,) @Ii®e;) + (1 —¢)(ri1) ®RT))

efer) (AN A )+ (-2l Ang (A1) o RRT)
—c(l-¢) <111(1n1;|;) ® (Ar,;r,;r + r,;r;A)> .

Let us write R = [rira..rx] € R4*K and let r K+1, -.-, 'q be the orthonormal vectors such that {rz ; forms an
orthonormal basis. We know that

K d
A =(0ZRR" + \yly)~ Z rlr» + Z r;r)
i= 7 j=K+1
Therefore,
5 -
T kk
Ar; = — &8
T ATk 0'2— + Aw
1
Arkrk = rkrzA = ﬁrkr;.
We can thus conclude that
* 1 T 2 51@1}(1 - 0)2 T 2¢(1 —¢) T
Zip = yeln) ® (5 Ao T T ) as)

When k # k, the off-diagonal block of Z* is given by

. 1 T 2c(1 — ) T
Zk',ii‘: - n(lnln) ® ( O'—"‘)\ rk: )

which is a rank-1 matrix. Since other matrices in F' do not contribute to the inter-class block, we know that F,, ; = éZZ i
It is well-known that the eigenvalues of Kronecker product of two matrices are given by the products of their eigenvalues.

We know that %(lnlz) has exactly one non-zero eigenvalue, which equals to 1. This implies that

26(1 — C) _ 2)\H(]- — vV >\H)\W)
Blo2 + Aw) B ‘

Umaa:(Fk)]}) -
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Next, let us compute the intra-class block. Setting & = kin equation (18), we get

kk 1 1) ® <Zuzrr )
1 T T
ZZE:IM(Elnln)®(rﬂz)
i=1

where

c? (1—c)? 2¢(1 —¢) 5 [ Am
= + — =(2c—1 —
Hie O’% + A\w 0’% + Aw Uzﬁ + A\w ( ) Aw

2 1— 2
P L (1= :(c2+(1_c)2),/ii, for1 <i< K andi # k,
w

U%-I—)\W Uzﬁ—f—)\w

CQ

Mj:E:)\m for K <j<d

)

The intra-class block is therefore given by

A o2 1< 1
Frp=(1- ?H)Ind - %In ® (RRT) + 3 Zm(glnm ® (r;r))
i=1
A 2 & 1< 1
=(1- %)Zln ® (rir) ) — > T, @ (r] ) + gzuz(*l 1)) @ (rir))
i=1 1=1 =1
d 1 1
=D AL @ () + 5 i 1a1) © (),
i=1 =1
where
)\H 0'2 1 )\H .
N=1-"F W _1_— /2= forl<i<K
B B BNV Aw
A
N=1-22 forK<i<d
B
Lets; = fl and {s;}7_; be a set of orthonormal basis of R™. Then, we can further write
d d
Firr = Z Z)\ S;S ] EZ sls1 11‘;)
d n d
ZZ (s;@r;)(s; @1;)" 52’“ s191;)(s1 ®@15)
=1 j=1 i=1

>IN, It

of Fy, ;. The spectral norm of Fy, ;, is therefore given by

1
mmAFmJ=£%§mwﬂMLMr+BMH

19)

(20)

2n

As we consider the large 5 regime, the expressions in both (19) and (20) are positive. Observe that for K < 7 < d (associated
with the over-parameterization of the model) we have that the eigenvalue associated with the eigenvector (s; ® r;) is given

by
1 Ay Ay

>\i — i = _ — — = 1.
+Bu 1 ﬁ+ﬁ 1
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Note, though, that due to the Kronecker product with s; = ﬁln, perturbation in the direction of this eigenvector does
not affect the variability in the kth class at all. Furthermore, generic/practical perturbations are likely to correlate with, or
have their power spectrum spread over, many components of the dn dimensional eigenbasis of F;, ;, and not concentrate
in an extremely low dimensional d — K subspace (composed only of s; ® r; with K < ¢ < d). Thus, we expect these
eigenvectors to have small correlation with generic perturbations.

Showing that 0,4, (F 1) = 1 reduces now to eliminating the option of eigenvalues larger than 1 for 1 < ¢ < K. This is
equivalent to having that

LA

5 >\W( 1+ (2c—1)%) <0,
1 /g 9 9

and both are ensured under our assumption ¢ := \/Ag Ay < 1 (the non-degenerate case of the model).

Finally, observing that (19) is smaller than (20), and that the second term in (21) does not include eigenvectors (s; @ r;) for
7 > 1, we conclude that

1 /A
Umin(Fk,k) =1- B ﬁ

D.1. Additional Discussion on the Results of the Theorem

Theorem 5.2 has no restricting assumptions on the number of classes K. The only assumption on K, which is common in
theoretical NC papers and is also what is done in practice, is that d > K, i.e., that the dimension of the features is larger
than the number of classes. This means that, regardless of the number of classes, the inter-class (off-diagonal) blocks have
rank 1, while the intra-class (diagonal) blocks have full rank (recall that each block is of size dn x dn).

Considering the conclusions from Theorem 5.2, which are stated in Section 5, if we sum up the maximal contribution of
each of the K — 1 inter-class blocks of a certain class, i.e., (K — l)amw(Fh %.)> then for guaranteeing that this sum is
smaller than the minimal contribution of the intra-class block, i.e., o,,in (Fk &), we may need to assume that 8 > K. Note
that this is a reasonable assumption under our large [ setting. Yet, we believe that the rank difference between the two types
of blocks is a more important indicator for the dominance of the intra-class blocks, and this property is independent of the
number of classes K. Specifically, since dn > K (all the more so, in practice we even have n > K), then for generic
perturbations (that uniformly span the entire dn/ dimensional space) the rank-1 inter-class blocks nullify much of the
perturbation contrary to the intra-class block (which has full rank). This strengthen our conclusion that the deviation from
collapse of each class of the minimizer H is dominated by the deviation from collapse of the same class in Hy rather than
by the deviations of other classes. One thing that should be reminded here is that we analyse the “near-NC” regime, so we
assume that the system is already not far from exact NC. Reaching this point in general might become harder when the
number of classes grows.

Another point that can be raised regarding the results of Theorem 5.2, is that we do not analyze the full matrix F but rather
its blocks. In fact, we believe that our analysis, which includes the complete spectral analysis for each block (Fy, ., ¥, 1)
separately, is much more informative than any attempt to analyze the spectrum of the full matrix F, as it clearly distinguishes
between properties of intra- and inter-class blocks and provides insights on the roles of the regularization hyperparameters
that are aligned with practical DNN training. In contrast, in the large 8 regime we have that F is full rank, which masks the
rank-1 property of the inter-class (off-diagonal) blocks. Indeed, using numerical examinations of the configurations that
have been used in Figure 1, we observed that the spectrum of the full matrix F' resembles a stretched version of the spectrum
of the diagonal blocks and completely masks the intriguing properties of the off-diagonal blocks.
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E. Additional Experiments and Experimental Details
E.1. Experimental Details for The Layer-Wise Experiment

In this section, we provide the experimental details for the layer-wise training experiment that is presented in Figure 2 in the
main body of the paper.

We train an MLP with 10 hidden layers on CIFAR-10 dataset, where each sample is flattened to a 3072x1 vector. Each
hidden layer includes 3072 fully connected neurons with default PyTorch initialization of the weights, batchnorm, and ReLU
nonlinearity. We start with one hidden layer and train the MLP with 3 epochs of Adam with mini-batch size of 256, learning
rate of le-4, and CE loss. Then, we compute NC1 metrics for the deepest features. At this point, the first “outer iteration” of
the procedure is finished. We fix the parameters in the existing hidden layers, insert a new hidden layer before the final
classification layer, and repeat the procedure. Namely, at each outer iteration of the procedure we optimize only the deepest
hidden layer, which has just been inserted with default PyTorch initialization of the weights, and the final classification layer,
which is “initialized” with its weights from the previous outer iteration.

Let us provide more details that has led to the implementation decisions that are stated above. We have found that layer-wise
training of DNNs (on a practical dataset, e.g., CIFAR-10 that we use here) is significantly harder than end-to-end training in
terms of reaching a small training loss value. (Presumably, this is the reason that DNNs are typically trained in an end-to-end
fashion). Careful configuration of the training procedure was required for reaching considerable low loss (though, still not
zero training error) and low NC1 metrics as presented in Figure 2. From our efforts in layer-wise training the 10-layer MLP
we observed the following: Adam optimizer worked better than SGD (which is harder to tune); Layer-wise minimization
with CE loss (rather than MSE loss) has led to lower NC1 metrics; Using no more than 3 epochs per “outer iteration”
allowed reaching lower values for the loss and the NC1 metrics at the deeper layers. Regarding the latter (i.e., more epochs
per outer iteration lead to worse optimization results), when there are only one or two hidden layers then the decrease in the
loss and the decrease in the NC1 metrics are larger when more epochs are being used. However, when we add in that case
more hidden layers, the optimization appears to get stuck at some local minima with higher loss and NC1 metrics compared
to what we get with only 3 epochs per outer iteration. As far as we understand, this behavior follows from the (extreme)
nonconvexity of the problem. Importantly, note that even though we prove depthwise decrease in within-class variability for
MSE loss (to allow rigorous mathematical analysis), it is beneficial to demonstrate alignment with the behavior for CE loss,
as this means that we are not revealing peculiar features of MSE that do not appear in other settings.

E.2. More Experiments on the Effect of the Regularization Hyperparameters

In this section, we present more experiments that examine how modifying the regularization hyperparameters affects the NC
behavior of a practical DNN — ResNet18 (He et al., 2016a) — compared to a baseline setting. Specifically, as a baseline
hyperparameter setting, we consider one that is used in previous works (Papyan et al., 2020; Zhu et al., 2021): default
PyTorch initialization of the weights, SGD optimizer with mini-batch size of 256, learning rate of 0.05 that is divided by 10
every 40 epochs, momentum of 0.9, and weight decay (L regularization) of 5e-4 for all the network’s parameters.

The first set of experiments is similar to the experiments in Section 6. These experiments support the insight gained
in Section 5 that Ay (the regularization of the feature mapping) plays a bigger role than Ay (the regularization of the
classification layer) does in approaching NC. We compare the NC1 and NC2 metrics (defined in Section 6) of the baseline
setting and the following modified settings: 1) doubling the weight decay only for the last (FC) layer; 2) doubling the weight
decay only for feature mapping (conv) layers; 3) zeroing the weight decay for the last layer; and 4) zeroing the weight decay
for feature mapping layers.

In Figure 4 we consider the MNIST dataset with 3K training samples per class. Figure 4a presents the NC1 and NC2 metrics
of the deepest features for MSE loss and no bias in the FC layer. Figures 4b and 4c present the NC1 and NC2 metrics of the
deepest and intermediate (output of 3 out of the 4 ResBlock) features, respectively, when for CE loss with bias in the FC
layer. In all the settings, we reach zero training error at the 40 epoch approximately. In Figure 5 we repeat the experiments
with 5K training samples per class. Furthermore, repeating the experiments with 3 different random seeds for initializing the
DNN’s parameters yields similar curves that demonstrate the same trends. In Table 1 we report the mean and the standard
deviation (SD) for the NC metrics computed for the deepest features at the 100 epoch (which is already after the NC metrics
reach plateaus) for both the CIFAR-10 and the MNIST datasets.

Similar to previous works ((Tirer & Bruna, 2022) and follow-ups), from comparing Figures 4b and 4c (as well as Figures 5b
and 5c¢) we see that the NC distance metrics are larger in the intermediate features, which correlates with the results for our
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Table 1: The effect of modifying the weight decay (WD) on NC metrics for ResNet18 trained on CIFAR-10 and MNIST
datasets — mean and SD are computed for 3 random seeds. Observe that modifying the WD in the feature mapping increases
the deviation from the baseline more than modifying the WD of the last layer.

CIFAR-10, MSE loss CIFAR-10, CE loss MNIST, MSE loss MNIST, CE loss ]

% % NC1 [ NC2 % NCI | NC2 % NCI [ N2 % NCT | N2 |
[ Baseline | 0.0061 £de-4 | O.111 £ le2 | 0.062 £ 5e3 | 0.173 £ le2 | 8ed £ 565 | 0.072F le2 | 0.004 £ 3e4 | 0115 £ 5e3 |
[ WDx2for W _| 0.0055 £ 3e-4 | 0.101 £8¢-3 | 0.040 & 2e3 | 0.161 £ 7e3 | 5e4 E5e5 | 0.055F le2 | 0.003 £ le-d | 0.102 £ 3e3 |
[ WDx2forH | 0.0022 £ 8e-5 | 0.070 £ 6e-3 | 0.024 £ 4e3 | 0.131 £ 9e3 | ded £ 2e5 | 0.048 £ 5¢3 | 0.002 £ 765 | 0.101 £ 3e3 |
[ WD=0Tfor W | 0.0048 £ 2e-4 | 0.101 £ 6c-3 | 0.104 & 83 | 0.195 £ 9e-3 | 1.7e3 * le-4 | 0.108 £ 2¢2 | 0.000 & 4e-4 | 0.147 £ 5e3 |
[ WD=0Tfor H | 0.0280 £ 3e-3 | 0.226 £ 6e-3 | 0.174 £ 7e-3 | 0331 & le2 | 4le-3 £ 2e-3 | 0.303 £ 2c2 | 0031 £ 4e-4 | 0.198 £ 8e3 |

model in Section 4. Examining all the settings of Figures 4 and 5, as well as Table 1, the experiments show the important
role of the regularization of the feature mapping layers in approaching NC. Namely, modifying the regularization of the
feature mapping layers leads to curves with larger deviations from the baseline compared to modifying the last layer’s
regularization. This is aligned with the theory established in Section 5 that links increasing Ay to reducing the dominant
component of the distance from collapse of a class, which is the deviation from collapse of its own features in preceding
layers.

The second set of experiments shows the role of Ay in mitigating the interferences between the features of different classes
(such interferences can hinder approaching NC). To visualize such behavior we use a “per-class NC1” metric, defined as
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Note that the NC1 metric, which is defined in Section 6, can be written as
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We also use the following metric to measure the alignment of the mean features and the last layer’s weights
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where the simplex ETF is normalized to unit Frobenius norm.

In Figure 6a we present the NC metrics of the deepest features of the baseline training scheme on the MNIST dataset with
3K samples per class. The other lines in Figure 6 show the NC metrics for a modified training set, where the samples of
classes (digits) 4 and 9 are degraded by a uniform blur (blur kernel of size 9 x 9) that hardens the distinction between them.
Each line corresponds to a different value of weight decay for the last layer’s parameters. Yet, in all of the settings we
reached zero training error at the 40 epoch approximately. The empirical results show that large Ay facilitates reaching
reduced NC metrics (closeness to NC structure) by reducing the effect (“interference”) of the features of the degraded
samples on the features of the other classes. This is aligned with the theory that is established for our model in Section 5.
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(c) CE loss with bias. Intermediate features.
Figure 4: The effect of modifying the weight decay (WD) on NC metrics for ResNet18 trained on MNIST with 3K samples

per class. Observe that modifying the WD in the feature mapping increases the deviation from the baseline more than
modifying the WD of the last layer.
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(c) CE loss with bias. Intermediate features.

Figure 5: The effect of modifying the weight decay (WD) on NC metrics for ResNet18 trained on MNIST with 5K samples
per class. Observe that modifying the WD in the feature mapping increases the deviation from the baseline more than
modifying the WD of the last layer.
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(a) Original samples, WD Se-4 across layers.
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(b) Samples of classes 4 and 9 are blurred, last layer’s WD remains Se-4. The effect of the blurred classes on the NC metrics (avg. and
other classes) is minor.
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(c) Samples of classes 4 and 9 are blurred, last layer’s WD reduced to 5e-5. The blurred classes affect the “per-class NC1” of other classes
and the NC metrics increase.
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(d) Samples of classes 4 and 9 are blurred, last layer has no WD. The blurred classes further interfere with other classes and the NC
metrics further increase.

Figure 6: The effect of modifying the weight decay (WD) of the last layer’s weights on NC metrics for ResNet18 trained on
MNIST with 3K samples per class where samples from classes 4 and 9 are blurred. Observe that small WD in the last layer
increases the effect of the “pre-class NC1” curves of the blurred classes on the other classes, and increases also the other NC
metrics.
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