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Abstract—This paper presents a Lyapunov matrix-based guar-
anteed cost dynamic positioning controller for unmanned marine
vehicles (UMVs) with time delays. A novel Lyapunov–Krasovskii
functional (LKF) is introduced, which enhances the analysis of
time delays and system states. The controller design leverages
the LMI framework alongside Jensen’s inequality to determine
sufficient criteria for its feasibility, ensuring that the UMVs’ state
errors gradually reduce to zero and providing an adaptive H∞
performance guarantee. Additionally, the cost function is upper-
bounded, and the effectiveness of the method is demonstrated
through simulation results.

Index Terms—Lyapunov matrix, time delays, guaranteed cost
control (GCC), dynamic positioning (DP), unmanned marine
vehicles (UMVs)

I. INTRODUCTION

Unmanned Marine Vehicles (UMVs) play a pivotal role in
enhancing maritime safety and security by performing high-
risk operations effectively without compromising human lives,
thereby revolutionizing search and rescue missions and coastal
surveillance [1]–[3]. Compared to traditional anchor mooring,
dynamic positioning (DP) offers a more versatile, precise,
and environmentally friendly method for positioning vessels,
making it particularly suitable for use in complex or dynamic
marine environments [4]. Over the years, numerous control
strategies have been proposed to ensure robust DP control
in UMVs. For instance, [5] introduces a dynamic output
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feedback control method, specifically tailored for DP ships
to counter denial of service attacks. In [6], the design of an
adaptive sliding mode fault-tolerant compensation mechanism
is presented, targeting the maintenance of DP control in UMVs
despite thruster faults and unknown ocean disturbances. It is
crucial to recognize that time delays are typically inevitable
[7]–[9]. Consequently, there is an urgent need to develop a
strategy to compensate for these time delays.

In DP systems for UMVs, time delays due to network-
mediated signal and control command transmission represents
a significant challenge that often compromises system stability
and performance [10], [11]. This issue has led to the devel-
opment of various advanced time delays compensation meth-
ods [12]–[14]. Among these methods, enhanced time delays
compensation approaches for autonomous underwater vehicles
have shown promise [12]. In [13], model-free proportional-
derivative controllers are innovatively incorporated into the
Lyapunov–Krasovskii functional (LKF) framework to effec-
tively counteract the impacts of delays. Advanced strategies
utilizing Lyapunov matrix-based LKF methods have proven
particularly effective. These approaches leverage comprehen-
sive information about time delays and system states, provid-
ing control strategy that efficiently accommodates time delays
systems. The primary motivation of this paper is to develop a
complete LKF based on the Lyapunov matrix to mitigate the
effects of time delays on UMVs.

On another research front, guaranteed cost control (GCC)
has been extensively studied [15]–[17]. This strategy offers the
advantage of setting an upper limit on a specified performance
index, ensuring that any system performance degradation



remains below this predefined cost threshold. As vessels often
navigate in complex and varied ocean environments, the im-
pact of wind and wave disturbances becomes significant [17].
In response, [18] investigated a robust H∞ guaranteed cost
controller aimed at enhancing path-following performance.
The GCC method presented in [19] offers a way to reduce
energy consumption for surface vessels in DP, thereby in-
creasing its practical applicability. These results have inspired
our research into GCC theory, particularly its application to
DP ships. Thus, how to propose a guaranteed cost controller
based on the Lyapunov matrix to achieve effective DP control
for UMVs is the second research motivation of this paper.

The primary objective of this paper is to design a Lyapunov
matrix-based guaranteed cost dynamic positioning controller,
utilizing the LMI method to ensure stability. The paper’s
main contributions are evaluated in comparison to recent
advancements in the field.

1) We propose a novel time delays compensation method
for UMVs that incorporates more detailed time delays
and state information by employing a Lyapunov matrix-
based complete-type LKF, which reduces conservatism
compared to conventional time delays compensation tech-
niques.

2) A novel guaranteed cost DP control strategy is designed,
which ensuring the stability of DP systems for UMVs
while providing an upper bound on a prespecified cost
function.

The remainder of this paper is structured as follows: Section
II describes the UMVs model with time delays. Section 3
reviews basic concepts and preliminary results, which serve
as the theoretical basis for the proposed LKF method based
on the Lyapunov matrix. A complete-type LKF based on
the Lyapunov matrix is presented in Section 4. Section 5
introduces guaranteed cost dynamic positioning controller.
Finally, Section 6 presents simulations to illustrate the validity
of the theoretical results.

II. UMVS MODELING AND PROBLEM
DESCRIPTION

A. Dynamic modeling for UMVs

The UMVs model typically employs a three degrees of free-
dom motion equation to describe its dynamic behavior in the
marine environment. These three degrees of freedom include
yaw, surge, and sway. Therefore, the dynamic equations of
the UMVs are often simplified and expressed in the following
form [20]:

ξv̇(t) + Cv(t) +Dλ(t) = Gu(t), (1)

λ̇(t) = S(θ(t))v(t), (2)

where matrix ξ represents the inertia matrix, and the veloc-
ity vector v(t) =

[
v1(t), v2(t), v3(t)

]T
describes the ship’s

motion in different directions, where v1(t) represents the
surge velocity, v2(t) indicates the sway velocity, and v3(t)
corresponds to the yaw rate. The position vector λ(t) =[
xo(t), yo(t), θ(t)

]T
is used to describe the ship’s position

and orientation on the water surface, where xo(t) and yo(t)
represent the coordinates of the ship in the horizontal plane,
and θ(t) denotes the ship’s heading angle. The matrix C is the
damping matrix. The matrix D represents the mooring moment
matrix, which models external disturbances such as wind,
waves, and ocean currents acting on the UMVs. The matrix
G is the thrust allocation matrix, responsible for distributing
thrust to the ship’s propellers. Additionally, the rotation matrix
S(θ(t)) is given by:

S(θ(t)) =

cos(θ(t)) − sin(θ(t)) 0
sin(θ(t)) cos(θ(t)) 0

0 0 I

 ,

For the control of UMVs in the northern region, where
the yaw angle θ(t) is small, the matrix S(θ(t)) can be
approximated by the identity matrix I . We define the following
matrices A1 = −ξ−1C, B = ξ−1G, and F = −ξ−1D. let
x(t) =

[
λT(t), vT(t)

]T
. Thus, the dynamic equation of UMVs

can be written as follows:

ẋ(t) = Ax(t) +B1u(t) + Fg(t, v(t)) +ϖ(t), (3)

where A =

[
0 I
0 A1

]
, B1 =

[
0
B

]
, F =

[
0
F

]
. ϖ(t) ∈

L2[0,∞) represents disturbance. Defined reference signal

xref =

[
λref

vref

]
, the error vector is defined as e(t) = x(t) −

xref . The error dynamics of the UMVs can be expressed as
follows:

ė(t) = Ae(t) +B1u(t) + Fg(t, e(t)) +B2ω(t). (4)

let e(t) ∈ Rn denote the state vector, u ∈ Rp represent
the control input vector. The term B2ω(t) is defined as

Axref + ϖ(t), where ω(t) =

[
xref

ϖ(t)

]
, and B2 =

[
A I

]
.

Considering the unavoidable time delay during signal trans-
mission, it follows from equation (4) that:

ė(t) = Ae(t) +A1e(t− d) +B1u(t) + Fg(e(t), e(t− d))

+B2ω(t), (5)

where d > 0 represents the time delay, and g : Rn×Rn → Rm

is assumed to satisfy the following inequality.
Assumption 1: Let matrices N > 0 and Y > 0, where N ∈

Rm×m and Y ∈ R2n×2n. The nonlinear function g(·) satisfies
the following inequality:

gT(e(t), e(t− d))N−1g(e(t), e(t− d))

≤ [eT(t) eT(t− d)]Y[eT(t) eT(t− d)]T.

Remark 1: Assumption 1 ensures that the function g(t) is
bounded. When e(t) = 0 or e(t − d) = 0, Assumption 1 in
this article is the general form of Assumption 1 in reference
[17].

To bring both linear and angular velocities to zero and
minimize the impact of external disturbances such as wind,



waves, and currents, the output Z(t), can be formulated as
follows:

Z(t) = Cze(t) (6)

Definition 1: [21] The system is described by

ẋ(t) = Adx(t) +Bdω(t),

Z(t) = Cdx(t), x(0) = 0. (7)

Given a constant γ0 > 0, ω(t) ∈ L2[0,∞), if for any ϵ > 0,
the following condition∫ ∞

0

ZT(t)Z(t)dt ≤ γ2
0

∫ ∞

0

ωT(t)ω(t)dt+ ϵ,

is satisfied, then the system (7) is said to achieve an adaptive
H∞ performance index that does not exceed γ0.

Definition 2: The cost function related to system (5) is
described as follows:

J =

∫ ∞

0

[
eT(t)Ωe(t) + uT(t)Rqu(t)

]
dt. (8)

where ΩT = Ω ≥ 0 and RT
q = Rq ≥ 0.

A stabilization controller u(t) for system (5) is called a
guaranteed cost controller if it ensures that J ≤ J∗, where J∗

is a positive scalar. The value J∗ is known as the guaranteed
cost.

B. Control Objective

For UMVs (5) affected by time delays, this paper proposes a
guaranteed cost DP controller based on the Lyapunov matrix.
The controller is designed to drive the state error of the UMVs
asymptotically converges to zero, while also satisfying the
specified H∞ performance criteria and guaranteeing an upper
limit on the predefined cost function.

III. PRELIMINARIES

We will construct a complete-type LKF for UMVs (5) based
on Lyapunov matrix. In the following section, we begin by
defining the Lyapunov matrix.

A. Lyapunov matrix

We will now present relevant concepts related to linear time-
delay systems as follows [22]:

ė(t) = Ae(t) +A1e(t− d),

e(ι) = ϕ(ι), ι ∈ [−d, 0], (9)

where e(t) ∈ Rn represents the state vector, d > 0 is the time
delay. A, A1 ∈ Rn×n are system matrices.

Definition 3: [22] Given a matrix P > 0, if the matrix
Q : [−d, d] → Rn×n meets the following conditions:

Q̇(π) = Q(π)A+Q(π − d)A1,

Q(−π) = QT(π),

−P = Q(0)A+Q(−d)A1 +ATQ(0) +AT
1 Q(d), (10)

Definition 4: [22] If the system (9) is asymptotically stable,
there exists a Lyapunov matrix Q(·) associated with matrix P
for system (9).

Lemma 1: Suppose there are matrices H = HT > 0 and
K11 ∈ Rp×n, and for any U > 0, the following LMI condition
is satisfied: [

Λ2 A1X
(A1X)T −U

]
< 0 (11)

where Λ2 = AX −B1Y1 + (AX −B1Y1)
T + U , X = H−1,

Y1 = K11H
−1, and U = H−1LH−1, then there exists a

controller u1(t) = −K11e(t) that guarantees system (9) is
asymptotically stable.

Proof 1: Select the Lyapunov function:

Vc(e(t)) = eT(t)He(t) +

∫ t

t−d

eT(θ)Le(θ)dθ.

We can derive:

dVc(e(t))

dt

∣∣∣∣
(9)

= ΛT
0 Ω1Λ0

where

Λ0 = [eT(t), eT(t− d)]T,

Ω1 =

[
Λ2 A1X

(A1X)T −U

]
,

Λ2 = AX −B1Y1 + (AX −B1Y1)
T + U,

X = H−1, Y1 = K11H
−1, U = H−1LH−1.

Using Lyapunov stability theory, the controller u1(t) =
−K11e(t) guarantees the asymptotic stability of system (9).

IV. A COMPLETE–TYPE LKF

We construct a LKF V(·):

V(e(t)) = V1(e(t)) +V2(e(t)), e ∈ Cp([−d, 0],Rn), (12)

where

V1(e(t)) =eT(t)Q(0)e(t) + 2eT(t)Γ1(e(t))

+

∫ 0

−d

∫ 0

−d

eT(t+ τ1)A
T
1 Q(τ1 − τ2)A1e(t+ τ2)dτ1dτ2,

V2(e(t)) =

∫ 0

−d

∫ 0

τ

eT(t+ s)AT
1 Q

T(−d− τ)RQ(−d− τ)

×A1e(t+ s)dsdτ +

∫ 0

−d

eT(t+ τ)Q1e(t+ τ)dτ,

(13)

where Γ1(e(t)) =
∫ 0

−d
Q(−d− τ)A1e(t+ τ)dτ and matrices

R, Q1 satisfying the RT = R > 0, QT
1 = Q1 > 0.

V. CONTROLLER DESIGN AND STABILITY ANALYSIS

In this section, we will provide a detailed explanation of the
controller design process and conduct a systematic analysis of
its stability.



A. Controller Design

We propose the following guaranteed cost DP controller for
UMVs in (5):

u(t) = u1(t) + u2(t),

u1(t) = −K11e(t),

u2(t) =
1

2
K21B

T
1 [Q(0)e(t) + Γ1(e(t))] +

1

2
K22e(t− d),

(14)

where K11, K21, K22 are feedback gain matrices. K11 is
already determined in Lemma 1, while K21 and K22 will be
provided in Theorem 1.

Theorem 1: Consider the UMVs (5) under Assumption
1. The guaranteed cost DP controller is defined by (14).
For the given positive definite matrices N ∈ Rm×m, Y :=[
Y11 Y12

YT
12 Y22

]
∈ R2n×2n, P ∈ Rn×n, and a positive constant

γ0, if there exist positive definite matrices R,Q1 ∈ Rn×n, and
matrices K21 ∈ Rp×p,K22 ∈ Rp×n such that P−Q1−P1 > 0
and the following inequality holds,

E :=

P+Q1+P1−E1 E2 E3

ET
2 −Q1 + Y22

1
2K

T
22B

T
1

ET
3

1
2B1K22 E4

 < 0,

(15)

where

E1 =
1

2
Q(0)B1(K21 +KT

21)B
T
1 Q(0)− Y11 − CT

z Cz

− γ−2
0 Q(0)B2B

T
2 Q(0)−Q(0)FNFTQ(0),

E2 =
1

2
Q(0)B1K22 + Y12,

E3 = Q(0)B1K21B
T
1 +Q(0)FNFT + γ−2

0 Q(0)B2B
T
2 ,

E4 = −R
d

+B1K21B
T
1 + FNFT + γ−2

0 B2B
T
2 ,

then, the state of the UMVs in system (5) asymptotically
converge to zero, while maintaining an H∞ norm bound of
γ0.

Proof 2: The time derivative of V(e(t)) along the trajectory
of the UMVs (5) can be calculated as follows:

dV(e(t))

dt

∣∣∣∣
(5)

+ ZT(t)Z(t)− γ2
0ω

T(t)ω(t)

=− U0(e(t)) + ZT(t)Z(t)− γ2
0ω

T(t)ω(t)

+ 2gT(e(t), e(t− d))FT[Q(0)e(t) + Γ1(e(t))]

+ 2[Q(0)e(t) + Γ1(e(t))]
TB2ω(t)

+ 2[Q(0)e(t)+Γ1(e(t))]
TB1u(t) (16)

where

U0(e) = eT(t)(P −Q1 − P1)e(t) + eT(t− d)Q1e(t− d)

+

∫ 0

−d

eT(t+ τ)AT
1 Q

T(−d−τ)RQ(−d−τ)A1e(t+ τ)dτ.

P1 =

∫ 0

−d

AT
1 Q

T(−d− τ)RQ(−d− τ)A1dτ.

Substituting (14) into (16), we have

dV(e(t))

dt

∣∣∣∣
(5)

+ ZT(t)Z(t)− γ2
0ω

T(t)ω(t) ≤ ΓT(t)EΓ(t)

(17)

where

Γ(t) = [eT(t) eT(t− d) ΓT
1 (e(t))]

T,

E :=

P+Q1+P1−E1 E2 E3

ET
2 −Q1 + Y22

1
2K

T
22B

T
1

ET
3

1
2B1K22 E4

 ,

where

E1 =
1

2
Q(0)B1(K21 +KT

21)B
T
1 Q(0)− Y11 − CT

z Cz

− γ−2
0 Q(0)B2B

T
2 Q(0)−Q(0)FNFTQ(0),

E2 =
1

2
Q(0)B1K22 + Y12,

E3 = Q(0)B1K21B
T
1 +Q(0)FNFT + γ−2

0 Q(0)B2B
T
2 ,

E4 = −R
d

+B1K21B
T
1 + FNFT + γ−2

0 B2B
T
2 ,

For E < 0, it implies that

dV(e(t))

dt

∣∣∣∣
(5)

+ ZT(t)Z(t)− γ2
0ω

T(t)ω(t) ≤ 0. (18)

If Theorem 1 holds, then the
∫ t

t0
ΓT(τ)EΓ(τ)dτ < 0 is

satisfied:

0 ≤ ϵmin∥e(t)∥2 ≤ V(e) ≤ V(e(t0))−
∫ t

t0

ZT(τ)Z(τ)dτ

+ γ2
0

∫ t

t0

ωT(τ)ω(τ)dτ, t > t0.

(19)

Clearly

lim
t→∞

∫ t

t0

ΓT(τ)EΓ(τ)dτ ≤ V(e(t0)). (20)

We obtain

lim
t→∞

∥e(t)∥ = 0, (21)

By integrating equation (18)) from 0 to ∞, we obtain∫ ∞

0

ZT(t)Z(t)dt ≤ γ2
0

∫ ∞

0

ωT(t)ω(t)dt+V(0). (22)

B. Guaranteed Cost Analysis

When the disturbance ω(t) is absent, combining (8), (14),
and (18) yields:

dV(e(t))

dt

∣∣∣
(5)

+ eT(t)Ωe(t) + uT(t)Rqu(t)

≤ ΓT(t)

(
E + diag(Ω, 0, 0) +

1

4
OTRqO

)
Γ(t)

(23)



where

O =
[
−(Y+K21)B

T
1 Q(0) K22 −(Y+K21)B

T
1

]
.

We have [
E + diag(Ω, 0, 0) OT

O −4R−1
q

]
< 0

Hence,∫ ∞

0

[
eT(t)Ωe(t) + uT(t)Rqu(t)

]
dt ≤ J∗.

where J∗ = V(e(t)), with V(e(t)) defined in (12).

VI. SIMULATION EXAMPLE

The proposed control method’s effectiveness is demon-
strated through a standard floating production vessel model,
as referenced in [23]. The matrices ξ, C, and D are specified
in [23], and the thruster configuration matrix G is derived from
[24].

The initial condition is given as ϕ(s) = [0 0 0 0 0 0.2]T,
with the reference signal set to xref = [0.01 −
0.01 0.05 0.01 0.04 0.01]T. The time delay is d = 1, and
the H∞ performance index γ0 = 2.

The controller gain matrix K11 is obtained by solving the
LMI (11) from Lemma 1, as follows:

K11 =


3.7401 −1.0550 1.6703
3.5625 −0.3782 0.8900
−1.8457 7.7381 −7.8852
−1.7986 7.5585 −7.6782
−0.2156 1.5274 −0.7243
−0.4379 2.3744 −1.7009

3.8794 −0.4071 0.6533
3.8305 0.0888 0.2145
−0.4836 5.9344 −4.2105
−0.4706 5.8028 −4.0941
−0.0351 1.3831 −0.1833
−0.0963 2.0038 −0.7325

 .

We set the matrix Q = I . The (i, j)-th element of the matrix
Q(θ), denoted as Qij(θ), is determined using the method
proposed in [22]. Figures 1-2 show the values of Qij(θ) for
θ ∈ [0, 1].

Finally, by solving LMI (15) as described in Theorem 1,
the controller gain matrices K21 and K22 are computed as:

K21 = 1× 104


0.0284 0.0561 0.0446
−0.0249 −0.0535 −0.0615
−0.0160 0.0215 0.0366
0.0187 −0.0010 −0.0542
−0.2113 0.2496 −0.1101
−0.0871 0.0356 −0.0328

0.0381 −0.0108 −0.0257
−0.0140 0.0119 0.0273
0.0723 −0.0709 −0.0315
−0.0511 0.0035 0.1249
−0.0808 −0.9459 1.2040
0.1207 0.5283 −0.6940

 .
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Figure 1. Lyapunov matrix Qij(θ), (i=1,2,3 j = 1,2,3,4,5,6).
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Figure 2. Lyapunov matrix Qij(θ), (i=4,5,6 j = 1,2,3,4,5,6).

K22 =


−15.4416 8.9036 66.6063
−18.9989 −43.3441 −101.0469
22.5784 53.9648 21.5477
−82.2859 −141.7415 16.5537
−118.7051 −303.3277 414.2256
118.3731 331.0541 −512.3389

35.6011 15.1773 −22.0347
−70.0417 −49.6179 −12.4059
−26.9017 10.6883 43.2947
−69.8399 −34.0587 −92.0165
−396.6715 76.7366 −41.8016
433.3628 −113.3949 30.4866

 .

Figures 3-4 illustrate the trajectories of the position error,
yaw angle error, and velocity error for UMVs (5). Figure 5
shows the control inputs produced by the controller as defined
in (14).
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Figure 3. Response curves of UMVs position and yaw angle error.
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Figure 4. Response curves of UMVs velocity error.
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Figure 5. The comparison of response curves for u(t)

In Figure 3, it is clear that the error curves under the
proposed control initially exhibit small fluctuations before
gradually converging to zero. This demonstrates the effective-
ness of the proposed control strategy. Figure 5 illustrates the
response curves of the guaranteed cost DP controller u(t).

CONCLUSION

In this paper, we have addressed the guaranteed cost dy-
namic positioning control problem for UMVs with time delays.
First, we propose a complete-type LKF for UMVs with time
delays, which leads to less conservativeness. Furthermore,
a novel approach for designing guaranteed cost dynamic
positioning controller for DP systems is proposed. The specific
form of this controller is derived from feasible solutions of
LMIs. The proposed method was validated through simulation,
demonstrating its effectiveness. Future work will focus on
extending the control strategy to systems with time-varying
delays, further enhancing the robustness of DP control for
UMVs.
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