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Abstract
Large language models (LLMs) inevitably001
exhibit hallucinations since the accuracy of002
generated texts cannot be secured solely by003
the parametric knowledge they encapsulate. Al-004
though retrieval-augmented generation (RAG)005
is a practicable complement to LLMs, it relies006
heavily on the relevance of retrieved docu-007
ments, raising concerns about how the model008
behaves if retrieval goes wrong. To this end, we009
propose the Corrective Retrieval Augmented010
Generation (CRAG) to improve the robustness011
of generation. Specifically, a lightweight012
retrieval evaluator is designed to assess the013
overall quality of retrieved documents for a014
query, returning a confidence degree based015
on which different knowledge retrieval ac-016
tions can be triggered. Since retrieval from017
static and limited corpora can only return sub-018
optimal documents, large-scale web searches019
are utilized as an extension for augmenting the020
retrieval results. Besides, a decompose-then-021
recompose algorithm is designed for retrieved022
documents to selectively focus on key infor-023
mation and filter out irrelevant information in024
them. CRAG is plug-and-play and can be025
seamlessly coupled with various RAG-based026
approaches. Experiments on four datasets027
covering short- and long-form generation tasks028
show that CRAG can significantly improve the029
performance of RAG-based approaches.030

1 Introduction031

Large language models (LLMs) have attracted032

increasing attention and exhibited impressive abili-033

ties to understand instructions and generate fluent034

language texts (Brown et al., 2020; Ouyang et al.,035

2022; Touvron et al., 2023a). Nevertheless, LLMs036

inevitably manifest hallucinations (Ji et al., 2023)037

due to their struggle with factual errors (Mallen038

et al., 2023; Min et al., 2023) and inability to039

secure the accuracy of generated texts solely by040

the parametric knowledge they encapsulate (Zhang041

et al., 2023b; Muhlgay et al., 2023).042

Q: What is Henry 
Feilden's occupation?

Henry Feilden 
(Conservative politician):
Henry Master Feilden 
was an Conservative 
Party politician…

Politician.✓

Q: Who was the screenwriter 
for Death of a Batman?

Batman (1989 film): 
of the murder of Bruce 
Wayne's parents. When 
Hamm's script was 
rewritten, …

Retriever

✗Hamm.

Retrieved
Documents

Generator

Accurate Documents Inaccurate Documents

Generator

Figure 1: The examples show that a low-quality retriever
is prone to introducing a substantial amount of irrelevant
information, impeding the generators from acquiring
accurate knowledge and potentially misleading them.

Prior research has introduced retrieval tech- 043

niques to incorporate relevant knowledge and 044

augment generation, as exemplified by retrieval- 045

augmented generation (RAG) (Lewis et al., 2020). 046

In this framework, the input to models is aug- 047

mented by prepending relevant documents that are 048

retrieved from an external knowledge corpus (Guu 049

et al., 2020). While RAG serves as a practicable 050

complement to LLMs, its effectiveness is con- 051

tingent upon the relevance and accuracy of the 052

retrieved documents (Li et al., 2022; Tan et al., 053

2022). The heavy reliance of generation on the 054

retrieved knowledge raises significant concerns 055

about the model’s behavior and performance in 056

scenarios where retrieval may fail or return inaccu- 057

rate results (Shi et al., 2023). As Figure 1 shows 058

that a low-quality retriever is prone to introducing 059

a substantial amount of irrelevant information, 060
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impeding the models from acquiring accurate061

knowledge and potentially misleading them, result-062

ing in issues such as hallucinations (Zhang et al.,063

2023b). However, most conventional RAG ap-064

proaches indiscriminately incorporate the retrieved065

documents, regardless of whether these documents066

are relevant or not (Rony et al., 2022). Furthermore,067

current methods mostly treat complete documents068

as reference knowledge both during retrieval and069

utilization. But a considerable portion of the text070

within these retrieved documents is often non-071

essential for generation, which should not have072

been equally referred to and involved in RAG.073

On account of the above issues, this paper074

particularly studies the scenarios where075

the retriever returns inaccurate results. A076

method named Corrective Retrieval-Augmented077

Generation (CRAG) is proposed to self-correct078

the results of retriever and improve the utilization079

of documents for augmenting generation. A080

lightweight retrieval evaluator is designed to081

assess the overall quality of retrieved documents082

for a query. This serves as a crucial component083

in RAG, contributing to informative generation084

by reviewing and evaluating the relevance085

and reliability of the retrieved documents. A086

confidence degree is quantified based on which087

different knowledge retrieval actions of {Correct,088

Incorrect, Ambiguous} can be triggered. For the089

latter two actions, large-scale web searches (Piktus090

et al., 2021; Komeili et al., 2022) are integrated as091

a strategic extension, since retrieval from static092

and limited corpora can only return sub-optimal093

documents in terms of scope and diversity. This094

augmentation is implemented to broaden the095

spectrum of retrieved information, harnessing096

the expansive and dynamic nature of the web097

to complement and enrich the initially obtained098

documents. Furthermore, to eliminate redundant099

contexts contained in retrieved documents that are100

unhelpful for RAG, a decompose-then-recompose101

algorithm is meticulously crafted throughout the102

retrieval and utilization process. This algorithm103

ensures the refinement of retrieved information,104

optimizing the extraction of key insights and105

minimizing the inclusion of non-essential elements,106

thereby enhancing the utilization of retrieved data.107

CRAG is plug-and-play and experimentally108

implemented into RAG (Lewis et al., 2020) and109

Self-RAG (Asai et al., 2023) for demonstrating its110

adaptability to RAG-based approaches. Results on111

four datasets of PopQA (Mallen et al., 2023), Biog-112

raphy (Min et al., 2023), Pub Health (Zhang et al., 113

2023a), and Arc-Challenge (Bhakthavatsalam et al., 114

2021) show that CRAG can significantly improve 115

the performance of standard RAG and state-of-the- 116

art Self-RAG, demonstrating its generalizability 117

across both short- and long-form generation tasks. 118

To facilitate others to reproduce our results, we will 119

publish all source code later. 120

In summary, our contributions in this paper are 121

three-fold: 1) This paper studies the scenarios 122

where the retriever returns inaccurate results and, 123

to the best of our knowledge, makes the first 124

attempt to design corrective strategies for RAG to 125

improve its robustness. 2) A plug-and-play method 126

named CRAG is proposed to improve the ability of 127

automatic self-correction and efficient utilization 128

of retrieved documents. 3) Experimental results 129

extensively demonstrate CRAG’s adaptability to 130

RAG-based approaches and its generalizability 131

across short- and long-form generation tasks. 132

2 Related Work 133

Hallucinations of LLMs Although LLMs have 134

exhibited impressive abilities to understand instruc- 135

tions and generate fluent language texts (Bang et al., 136

2023; Qin et al., 2023; Zhong et al., 2023), one 137

of the most severe issues that LLMs have still 138

been struggling with is hallucinations. As many 139

studies found (Zhang et al., 2023b; Shuster et al., 140

2021), either outdated information or incorrect 141

knowledge that is activated would seriously result 142

in hallucinations. Large-scale unregulated training 143

data collection, low proportion of high-quality sam- 144

pling data, imperfection of data allocation in the 145

input space, and many other realistic factors could 146

impact the LLMs and exacerbate the problems. 147

Thus, it is obvious that the lack of accurate and 148

specific knowledge can lead to misleading or even 149

inaccurate generation, which will severely hurt the 150

experience of users in most practical applications. 151

Retrieval-Augmented Generation RAG (Lewis 152

et al., 2020; Guu et al., 2020) is regarded as a 153

useful method to address the issues above, which 154

enhances the input questions of generative LMs 155

with retrieved documents. It usually provides an 156

extra knowledge source from a specific corpus, 157

i.e., Wikipedia, which greatly improves the per- 158

formance of LMs in a variety of tasks, especially 159

in the knowledge-intensive ones. The proposed 160

methods generally leverage information retrieval to 161

supply documents containing relevant knowledge 162

for generative LLMs. Earlier studies adopt either 163
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sparse or dense retrievers at the front end of a pre-164

trained language model that specializes in response165

generation. Despite this, the methods above usually166

ignore a question, what if the retrieval goes wrong?167

Since the purpose of introducing a retrieval is to168

secure that generative LMs can obtain relevant and169

accurate knowledge. If retrieved documents are170

irrelevant, the retrieval system can even exacerbate171

the factual error that LMs make.172

Advanced RAG Many advanced approaches173

have been developed from the original RAG in174

recent years. Considering that retrieval is some-175

times unnecessary for some queries, conversely,176

responses without retrieval are even more accurate177

in many situations. Self-RAG (Asai et al., 2023)178

is proposed to selectively retrieve knowledge and179

introduce a critic model to decide whether to180

retrieve. Yoran et al. (2023) designed an NLI model181

to identify the irrelevant context and improve182

robustness. SAIL (Luo et al., 2023) is tuned on183

instructions to insert retrieved documents before in-184

structions. While Toolformer (Schick et al., 2023)185

is pre-trained for calling APIs such as Wikipedia.186

In addition, in some long-text generation tasks,187

external knowledge is needed more than once, and188

when to retrieve should be concerned. Jiang et al.189

(2023) actively anticipate future content and decide190

when and what to retrieve in long-form generation.191

Compared with recent studies (Schick et al.,192

2023; Luo et al., 2023; Asai et al., 2023) that are193

the most relevant to our work, a main difference194

should be highlighted. These approaches target195

on exploiting retrieval as a useful tool to augment196

generation or whether retrieval is necessary, while197

this study particularly studies the scenarios where198

the retriever returns inaccurate results. To the best199

of our knowledge, this paper makes the first attempt200

to explore and design corrective strategies for RAG201

to improve its robustness of generation.202

3 Task Formulation203

Following previous work (Lewis et al., 2020; Asai204

et al., 2023), given input X and an accessible205

corpus containing a large amount of knowledge206

documents C = {d1, ..., dN}, the system is ex-207

pected to generate the output Y . The entire208

framework is usually divided into a retriever R209

and a generator G. The retriever R aims to retrieve210

the top-K documents D = {dr1 , ..., drk} that are211

relevant to the input X from the corpus C. Based212

on the input X and the retrieved results D, the213

generator G is responsible for generating the output214

Y . This framework can be formulated as: 215

P (Y|X ) = P (D|X )P (Y,D|X ). (1) 216

It shows that the retriever and generator are seam- 217

lessly coupled, exhibiting low risk tolerance. Any 218

unsuccessful retrieval can result in an unsatisfac- 219

tory response, regardless of the impressive abilities 220

of the generator. This is exactly the focus of this 221

paper to improve the robustness of generation. 222

4 CRAG 223

4.1 Overview of Model Inference 224

Figure 2 and Algorithm 1 present an overview 225

of CRAG at inference, which designs corrective 226

strategies to improve the robustness of generation. 227

Given an input query and the retrieved documents 228

from any retriever, a lightweight retrieval evaluator 229

is constructed to estimate the relevance score 230

of retrieved documents to the input query (Sec- 231

tion 4.2). The relevance score is quantified into a 232

total of three confidence degrees and then triggered 233

the corresponding actions: {Correct, Incorrect, 234

Ambiguous} (Section 4.3). If the action Correct 235

is triggered, the retrieved documents will be re- 236

fined into more precise knowledge strips. This 237

refinement operation involves knowledge decom- 238

position, filter, and recomposition (Section 4.4). 239

If the action Incorrect is triggered, the retrieved 240

documents will be discarded. Instead, web searches 241

are resorted to and regarded as complementary 242

knowledge sources for corrections (Section 4.5). 243

Eventually, when it cannot confidently make a 244

correct or incorrect judgment, a soft and balanced 245

action Ambiguous which combines both of them is 246

triggered. After optimizing the retrieval results, an 247

arbitrary generative model can be adopted. 248

4.2 Retrieval Evaluator 249

It is natural to wonder whether the retrieved docu- 250

ments are accurate or not before using them, which 251

is significant since irrelevant or misleading mes- 252

sages can be identified in this way. The accuracy 253

of the retrieval evaluator undeniably plays a pivotal 254

role in shaping the overall system performance, as 255

it influences the outcomes of subsequent processes. 256

Our objective is to correct the retrieved documents 257

if they are irrelevant. Specifically, T5-large (Raffel 258

et al., 2020) is adopted for initializing the retrieval 259

evaluator and fine-tuned. The relevance signals 260

for fine-tuning the evaluator can be collected from 261

the existing datasets. More details about this fine- 262

tuning step can be referred to in Appendix B.2. For 263
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x: Who was the screenwriter for Death of a Batman? d1 d2Retrieval

Input

Retrieved Documents

Ask: If retrieved 
documents are 

correct to x?

Correct

Retrieval
Evaluator

Ask: If retrieved 
documents are 

correct to x?

Ambiguous

Incorrect

Knowledge Refinement

d1

d2

strip1
strip2

stripk
Decompose

…
Filter

strip1

stripk Recompose

kin

Knowledge Searching

x
Rewrite

q: Death of a Batman; 
screenwriter; Wikipedia

Web
Search

kex

k1

kn

k2
…

Select

Knowledge
Correction

Generation

Correct Ambiguous Incorrect

x kin+ x kin+

Generator

kex+ x kex+

Figure 2: An overview of CRAG at inference. A retrieval evaluator is constructed to evaluate the relevance of the
retrieved documents to the input, and estimate a confidence degree based on which different knowledge retrieval
actions of {Correct, Incorrect, Ambiguous} can be triggered.

every question, there are generally 10 documents264

retrieved. The question is concatenated with each265

single document as the input, and the evaluator266

predicts the relevance score for each question-267

document pair individually. We also tried to prompt268

ChatGPT to identify the retrieval relevance for269

comparison, but it underperforms as elaborated in270

Section 5.5. Based on these calculated relevance271

scores, a final judgment is made as to whether272

the retrieval is correct or not associated with the273

action trigger. Compared with the critic model274

of Self-RAG (Asai et al., 2023) that instruction-275

tuned LLaMA-2 (7B), the evaluator designed in276

CRAG demonstrates the advantages of being quite277

lightweight (0.77B).278

4.3 Action Trigger279

To correct the irrelevant documents and refine the280

target documents as needed, actions should be exe-281

cuted discriminately. Based on the aforementioned282

confidence score for each retrieved document, three283

types of actions are designed and triggered accord-284

ingly where the upper and lower thresholds are set.285

If the confidence score is higher than the upper286

threshold, the retrieved document is identified as 287

Correct, while identified as Incorrect if below 288

the lower threshold. Otherwise, Ambiguous is 289

executed. Each retrieved document is conducted 290

individually and integrated eventually. 291

Correct Here, a retrieval is assumed Correct 292

when the confidence score of at least one retrieved 293

document is higher than the upper threshold. If so, 294

it means that there are relevant documents in the 295

retrieved results. Even if a relevant document can 296

be found, there is inevitably some noisy knowledge 297

strips in this document. To extract the most 298

critical knowledge strips within this document, a 299

knowledge refinement method is further designed 300

which will be elaborated in Section 4.4. 301

Incorrect Besides, a retrieval is assumed 302

Incorrect when the confidence scores of all 303

retrieved documents are below the lower threshold. 304

This indicates that all retrieved documents are 305

considered irrelevant, which are unhelpful for 306

generation. Therefore, we need to seek new 307

sources of knowledge for correction. Here, web 308

search is introduced to search from the Internet as 309
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Algorithm 1: CRAG Inference
Require :E (Retrieval Evaluator), W (Query Rewriter), G (Generator)
Input :x (Input question), D = {d1, d2, ..., dk} (Retrieved documents)
Output :y (Generated response)

1 scorei = E evaluates the relevance of each pair (x, di), di ∈ D
2 Confidence = Calculate and give a final judgment based on {score1, score2, ...scorek}
// Confidence has 3 optional values: [CORRECT], [INCORRECT] or [AMBIGUOUS]

3 if Confidence == [CORRECT] then
4 Internal_Knowledge = Knowledge_Refine(x, D)
5 k = Internal_Knowledge
6 else if Confidence == [INCORRECT] then
7 External_Knowledge = Web_Search(W Rewrites x for searching)
8 k = External_Knowledge
9 else if Confidence == [AMBIGUOUS] then

10 Internal_Knowledge = Knowledge_Refine(x, D)
11 External_Knowledge = Web_Search(W Rewrites x for searching)
12 k = Internal_Knowledge + External_Knowledge
13 end
14 G predicts y given x and k

elaborated in Section 4.5. This corrective action310

helps overcome the embarrassing challenge where311

no reliable knowledge can be referred to.312

Ambiguous Except for the above two situations,313

the remaining will be assigned to an intermediate314

action of Ambiguous. Since the retrieval evaluator315

is not confident in its judgment, both types of316

processed knowledge in Correct and Incorrect317

are combined to complement each other. Imple-318

menting such a moderating and soft strategy can319

significantly contribute to strengthening the robust-320

ness and resilience of the system, fostering a more321

adaptable framework for optimal performance.322

4.4 Knowledge Refinement323

Given a retrieved relevant document, a decompose-324

then-recompose knowledge refinement method is325

designed to further extract the most critical knowl-326

edge strips in it. First, each retrieved document327

is segmented into fine-grained knowledge strips328

through heuristic rules, more details are available329

in Appendix B.2. Then, the retrieval evaluator fine-330

tuned in Section 4.2 is employed to calculate the331

relevance score of each knowledge strip. Based332

on these scores, irrelevant knowledge strips are333

filtered out, while relevant ones are recomposed via334

concatenation in order, namely internal knowledge.335

4.5 Web Search336

It is extremely important to seek complementary337

external knowledge if the retrieved results are all338

assumed irrelevant. Since retrieval from static 339

and limited corpora can only return sub-optimal 340

documents in terms of scope and diversity, large- 341

scale web searches (Piktus et al., 2021; Komeili 342

et al., 2022) are integrated as a strategic extension 343

of RAG. Specifically, the inputs are rewritten into 344

queries composed of keywords by ChatGPT to 345

mimic the daily usage of search engine. The 346

prompt for rewriting is shown in Appendix A. In 347

CRAG, a public and accessible commercial web 348

search API is adopted to generate a series of URL 349

links for every query. Moreover, we utilize the 350

URL links to navigate web pages, transcribe their 351

content, and employ the same knowledge refine- 352

ment method as Section 4.4 to derive the relevant 353

web knowledge, namely external knowledge. 354

5 Experiments 355

We conducted experiments to extensively demon- 356

strate CRAG’s adaptability to RAG-based ap- 357

proaches and its generalizability across both short- 358

and long-form generation tasks. 359

5.1 Tasks, Datasets and Metrics 360

CRAG was evaluated on four datasets, including 361

PopQA (Mallen et al., 2023) (short-form gener- 362

ation), Biography (Min et al., 2023) (long-form 363

generation), PubHealth (Zhang et al., 2023a) (true- 364

or-false question), and Arc-Challenge (Bhaktha- 365

vatsalam et al., 2021) (multiple-choice question). 366

Following previous work, accuracy was adopted 367
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PopQA Bio Pub ARC
Method (Accuracy) (FactScore) (Accuracy) (Accuracy)

LMs trained with propriety data

LLaMA2-c13B 20.0 55.9 49.4 38.4
Ret-LLaMA2-c13B 51.8 79.9 52.1 37.9
ChatGPT 29.3 71.8 70.1 75.3
Ret-ChatGPT 50.8 - 54.7 75.3
Perplexity.ai - 71.2 - -

Baselines without retrieval

LLaMA27B 14.7 44.5 34.2 21.8
Alpaca7B 23.6 45.8 49.8 45.0
LLaMA213B 14.7 53.4 29.4 29.4
Alpaca13B 24.4 50.2 55.5 54.9
CoVE65B - 71.2 - -

Baselines with retrieval

LLaMA27B 38.2 78.0 30.0 48.0
Alpaca7B 46.7 76.6 40.2 48.0
SAIL - - 69.2 48.4
LLaMA213B 45.7 77.5 30.2 26.0
Alpaca13B 46.1 77.7 51.1 57.6

LLaMA2-hf-7b
RAG 37.7 44.9 9.1 23.8
CRAG 39.8 47.7 9.1 25.8
Self-RAG* 29.0 32.2 0.7 23.9
Self-CRAG 49.0 69.1 0.6 27.9

SelfRAG-LLaMA2-7b
RAG 40.3 59.2 39.0 46.7
CRAG 59.3 74.1 75.6 54.8
Self-RAG 54.9 81.2 72.4 67.3
Self-CRAG 61.8 86.2 74.8 67.2

Table 1: Overall evaluation results on the test sets of four datasets. Results are separated based on the generation
LLMs. Bold numbers indicate the best performance among all methods and LLMs. Gray-colored bold scores
indicate the best performance using a specific LLM. * indicates the results reproduced by us, otherwise results
except ours are cited from their original papers.

as the evaluation metric for PopQA, PubHealth,368

and Arc-Challenge. FactScore (Min et al., 2023)369

was adopted as the evaluation metric for Biography.370

Readers can refer to Appendix B.1 for more details.371

5.2 Baselines372

We primarily compared CRAG with both ap-373

proaches with and without retrieval, where the374

latter can be further split into standard RAG and375

latest advanced RAG, including:376

Baselines without retrieval. We evaluated some377

public LLMs, LLaMA2-7B,13B (Touvron et al.,378

2023b), instruction-tuned models, Alpaca-7B,13B379

(Dubois et al., 2023), and CoVE65B (Dhuliawala380

et al., 2023) which introduces iterative engineering381

to improve the factuality of LLM generations.382

Propriety LLMs such as LLaMA2-chat13B and383

ChatGPT are also included.384

Standard RAG. We evaluated the standard 385

RAG (Lewis et al., 2020) where an LM generates 386

output given the query prepended with the top 387

retrieved documents using the same retriever as 388

in our system. Here we adopted several pub- 389

lic instruction-tuned LLMs, including LLaMA2- 390

7B, 13B (Touvron et al., 2023b), Alpaca-7B,13B 391

(Dubois et al., 2023), as well as LLaMA2-7B 392

instruction-tuned in Self-RAG (Asai et al., 2023). 393

Advanced RAG. (1) SAIL (Luo et al., 2023) that 394

instruction-tuned an LM on the Alpaca instruction- 395

tuning data with top retrieved documents inserted 396

before instructions. (2) Self-RAG (Asai et al., 397

2023) that tuned the LLaMA2 on the instruction- 398

tuning data comtaining several sets of reflection 399

tokens which were labeled by GPT-4 (OpenAI, 400

2023). (3) Following Asai et al. (2023), we also 401
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cited the results of retrieval-augmented baselines402

trained with private data: Ret-ChatGPT and Ret-403

LLaMA-chat, which deploy the same augmenta-404

tion technique above, as well as perplexity.ai, an405

InstructGPT-based production search system.406

5.3 Results407

Table 1 presents the results on four datasets. The408

model coupling the proposed method with standard409

RAG is named CRAG and that coupling with Self-410

RAG is named Self-CRAG. Readers can refer to411

Appendix B.2 for more implementation details of412

our proposed methods. From these results, we can413

conclude the following findings:414

First, the proposed method can significantly415

improve the performance of RAG and Self-RAG.416

Specifically, CRAG outperformed RAG by417

margins of 19.0% accuracy on PopQA, 14.9%418

FactScore on Biography, 36.6% accuracy on419

PubHealth, and 8.1% accuracy on Arc-Challenge420

when based on SelfRAG-LLaMA2-7b, as well421

as by margins of 2.1% accuracy on PopQA,422

2.8% FactScore on Biography, and 2.0% on423

Arc-Challenge when based on LLaMA2-hf-7b.424

Compared with the current state-of-the-art Self-425

RAG, Self-CRAG outperformed it by margins of426

20.0% accuracy on PopQA, 36.9% FactScore on427

Biography, and 4.0% accuracy on Arc-Challenge428

when based on LLaMA2-hf-7b, as well as by429

margins of 6.9% accuracy on PopQA, 5.0%430

FactScore on Biography, and 2.4% accuracy on431

PubHealth, when based on SelfRAG-LLaMA2-7b.432

These results demonstrated the adaptability433

of CRAG which is plug-and-play and can be434

implemented into RAG-based approaches.435

Second, the proposed method demonstrated436

great generalizability across a variety of gen-437

eration tasks. In particular, these benchmarks438

reported in Table 1 respectively represent different439

practical scenarios including short-form entity440

generation (PopQA), long-form generation (Bi-441

ography), and closed-set tasks (PubHealth, Arc-442

Challenge). These results verified the consistent443

effectiveness of CRAG. Its versatility across a spec-444

trum of tasks underscores its robust capabilities and445

generalizability across diverse scenarios.446

Third, the proposed method exhibited greater447

flexibility in replacing the underlying LLM gen-448

erator. It can be seen that CRAG still showed449

competitive performance when the underlying450

LLMs was changed from SelfRAG-LLaMA2-7b451

to LLaMA2-hf-7b, while the performance of Self-452

LLaMA2-hf-7b SelfRAG-LLaMA2-7b

CRAG 47.3 59.3
w/o. Correct 44.5 58.1
w/o. Incorrect 46.8 58.6
w/o. Ambiguous 45.7 58.5

Self-CRAG 49.0 61.8
w/o. Correct 43.6 59.6
w/o. Incorrect 47.7 60.8
w/o. Ambiguous 48.1 61.5

Table 2: Ablation study for removing each single action
on the PopQA dataset in terms of accuracy.

RAG dropped significantly, even underperforming 453

the standard RAG on several benchmarks. The 454

reason for these results is that Self-RAG needs to be 455

instruction-tuned using human or LLM annotated 456

data to learn to output special critic tokens as 457

needed, while this ability is not learned in common 458

LLMs. CRAG does not have any requirements 459

for this ability. As you can imagine, when more 460

advanced LLMs are available in the future, they 461

can be coupled with CRAG easily, while additional 462

instruction tuning is still necessary for Self-RAG. 463

5.4 Ablation Study 464

The impact of each triggered action. To fur- 465

ther verify the effectiveness of triggered actions 466

designed in the retrieval evaluator, ablation tests 467

for removing each single action in the proposed 468

method were conducted as shown in Table 2. 469

Evaluations on the PopQA dataset were conducted 470

to demonstrate the performance change in terms of 471

accuracy. Specifically, when the action Correct 472

or Incorrect was removed, it was merged with 473

Ambiguous so that the proportion that originally 474

triggered Correct or Incorrect would trigger 475

Ambiguous. On the other hand, when the action 476

Ambiguous was removed, there was only one 477

threshold against which all input queries clearly 478

triggered Correct or Incorrect. From these 479

results, it can be seen that there was a performance 480

drop no matter which action was removed, illustrat- 481

ing that each action contributed to improving the 482

robustness of generation. 483

The impact of each knowledge utilization oper- 484

ation. Table 3 illustrated how the performance 485

changed if a key knowledge utilization operation 486

was ablated. Evaluations on the PopQA dataset in 487

terms of accuracy were conducted by individually 488

removing the knowledge utilization operations of 489

document refinement, search query rewriting, and 490

7



LLaMA2-hf-7b SelfRAG-LLaMA2-7b

CRAG 47.3 59.3
w/o. refinement 38.9 47.0
w/o. rewriting 44.8 56.6
w/o. selection 44.0 53.8

Self-CRAG 49.0 61.8
w/o. refinement 35.9 52.2
w/o. rewriting 37.2 58.4
w/o. selection 24.9 57.9

Table 3: Ablation study for removing each knowledge
utilization operation on the PopQA in terms of accuracy.

Accuracy

Our Retrieval Evaluator (T5-based) 84.3
ChatGPT 58.0
ChatGPT-CoT 62.4
ChatGPT-few-shot 64.7

Table 4: Evaluation of our retrieval evaluator and
ChatGPT for the retrieval results on the PopQA dataset.

external knowledge selection. Removing document491

refinement denoted that the original retrieved docu-492

ments were directly fed to the following generator,493

as in most existing works. Additionally, removing494

search query rewriting denoted that questions were495

not rewritten into queries consisting of keywords496

during knowledge searching. Eventually, removing497

knowledge selection denoted that all searched con-498

tent of web pages was all regarded as the external499

knowledge without selection. These results help500

derive the findings that the performance of the501

final system degraded no matter which knowledge502

utilization operation was removed, revealing that503

each knowledge utilization operation contributed504

to improving the utilization of knowledge.505

5.5 Accuracy of the Retrieval Evaluator506

The quality of the retrieval evaluator significantly507

determined the performance of the entire system.508

Given the document retrieval results, we assessed509

whether the retrieval evaluator can accurately510

determine the overall quality of these results. The511

assessment accuracy on the PopQA dataset of512

our retrieval evaluator and the commercial LLM513

ChatGPT on the document retrieval results was514

shown in Table 4. The prompts of ChatGPT,515

ChatGPT-CoT, and ChatGPT-few-shot used in our516

experiments can be referred to in Appendix A.517

Results reveal that the lightweight T5-based re-518

trieval evaluator significantly outperformed the519

competitive ChatGPT in all settings.520
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Figure 3: The generation performance of Self-RAG,
Self-CRAG, RAG, and CRAG given different retrieval
performance on the PopQA dataset with SelfRAG-
LLaMA-7b. The lower horizontal line demonstrates
the performance of the generator without retrieval.

5.6 Robustness to Retrieval Performance 521

To further verify the robustness of the proposed 522

method to retrieval performance, we studied how 523

the generation performance changed given different 524

retrieval performance. A part of accurate retrieval 525

results were deliberately removed at random to 526

imitate a low-quality retriever and evaluate how 527

the performance changed. Figure 3 demonstrated 528

the performance change of Self-RAG and Self- 529

CRAG on the PopQA dataset. It can be seen 530

that the generation performance of Self-RAG and 531

Self-CRAG dropped as the retrieval performance 532

dropped, indicating that the generator relied heavily 533

on the quality of the retriever. Furthermore, as 534

the retrieval performance dropped, the generation 535

performance of Self-CRAG dropped more slightly 536

than that of Self-RAG. These results imply the 537

superiority of Self-CRAG over Self-RAG on en- 538

hancing the robustness to retrieval performance. 539

6 Conclusion 540

This paper studies the problem where RAG-based 541

approaches are challenged if retrieval goes wrong, 542

thereby exposing inaccurate and misleading knowl- 543

edge to generative LMs. Corrective Retrieval 544

Augmented Generation is proposed to improve the 545

robustness of generation. Essentially, a lightweight 546

retrieval evaluator is to estimate and trigger three 547

knowledge retrieval actions discriminately. With 548

the further leverage of web search and optimized 549

knowledge utilization, CRAG has significantly im- 550

proved the ability of automatic self-correction and 551

efficient utilization of retrieved documents. Exper- 552

iments extensively demonstrate its adaptability to 553

RAG-based approaches as well as generalizability 554

across short- and long-form generation tasks. 555

8



Limitations556

While we primarily proposed to improve the RAG557

framework from a corrective perspective, how to558

detect and correct the wrong knowledge more559

accurately and effectively still requires further560

study. Although CRAG can be seamlessly coupled561

with various RAG-based approaches, fine-tuning562

a retrieval evaluator is inevitable. In addition,563

potential bias introduced by web searches is also564

worth concern. The quality of internet sources565

can vary significantly, and incorporating such data566

without enough consideration may introduce noise567

or misleading information to the generated outputs.568

Future work will further explore a more stable and569

reliable method of retrieval augmentation.570
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A Task Prompts808

The prompts for generating knowledge keywords809

as web search queries were illustrated in Table 5.810

Extract at most three keywords separated by comma from
the following dialogues and questions as queries for the
web search, including topic background within dialogues
and main intent within questions.

question: What is Henry Feilden’s occupation?
query: Henry Feilden, occupation

question: In what city was Billy Carlson born?
query: city, Billy Carlson, born

question: What is the religion of John Gwynn?
query: religion of John Gwynn

question: What sport does Kiribati men’s national
basketball team play?
query: sport, Kiribati men’s national basketball team play

question: [question]
query:

Table 5: The few-shot prompt to GPT-3.5 Turbo for
generating knowledge keywords as web search queries.

The prompts to instruct ChatGPT as the evalua-811

tor were illustrated in Table 6, Table 7, and Table 8812

respectively.813

Given a question, does the following document have exact
information to answer the question? Answer yes or no
only.
Question: [question]
Document: [document]

Table 6: The direct prompt to GPT-3.5 Turbo as the
evaluator.

Given a question, does the following document have exact
information to answer the question?
Question: [question]
Document: [document]
Think Step by step, and answer with yes or no only.

Table 7: The prompt to GPT-3.5 Turbo with Chain-of-
Thought as the evaluator.

Given a question, does the following document have exact
information to answer the question? Answer yes or no
only.

Question: In what city was Abraham Raimbach born?
Document: Bancroft was born on November 25, 1839
in New Ipswich, New Hampshire to James Bancroft and
Sarah Kimball. At an early age he was cared for by Mr.
and Mrs. Patch of Ashby, Massachusetts, the neighboring
town. While not legally adopted, they named him Cecil
Franklin Patch Bancroft, adding Franklin Patch after the
son Mr. and Mrs. Patch had who recently died. He
attended public schools in Ashby as well as the Appleton
Academy in New Ipswich. He entered Dartmouth College
in 1856 at the age of sixteen and graduated in 1860 near
the top of his class. Bancroft continued his education as he
began his career in teaching. He took classes at the Union
Theological Seminary in New York City during the 1864-
65 academic year. While there he was a member of the
United States Christian Commission, traveling to support
soldiers during the Civil War. He then transferred to the
Andover Theological Seminary where he would graduate
in 1867.
Answer: No.

Question: In what country is Wilcza Jama, Sokółka
County?
Document: Wilcza Jama is a village in the administrative
district of Gmina Sokółka, within Sokółka County,
Podlaskie Voivodeship, in north-eastern Poland, close to
the border with Belarus.
Answer: Yes.

Question: What sport does 2004 Legg Mason Tennis
Classic play?
Document: The 2004 Legg Mason Tenis Classic was the
36th edition of this tennis tournament and was played
on outdoor hard courts. The tournament was part of the
International Series of the 2004 ATP Tour. It was held at
the William H.G. FitzGerald Tennis Center in Washington,
D.C. from August 16 through August 22, 2004.
Answer: Yes.

Question: Who is the author of Skin?
Document: The Skin We’re In: A Year of Black Resistance
and Power is a book by Desmond Cole published by
Doubleday Canada in 2020. The Skin We’re In describes
the struggle against racism in Canada during the year 2017,
chronicling Cole’s role as an anti-racist activist and the
impact of systemic racism in Canadian society. Among
the events it discusses are the aftermath of the assault of
Dafonte Miller in late 2016 and Canada 150. The work
argues that Canada is not immune to the anti-Black racism
that characterizes American society. Due to an error by the
publisher, the initial printing of the book’s cover did not
include word B̈lackïn the subtitle. The mistake was later
corrected. The book won the Toronto Book Award for 2020.
In 2021, the book was nominated for the Shaughnessy
Cohen Prize for Political Writing.
Answer: No.

Question: [question]
Document: [document]
Answer:

Table 8: The few-shot prompt to GPT-3.5 Turbo as the
evaluator.
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B Experiments814

B.1 Tasks, Datasets and Metrics815

CRAG was evaluated on four datasets, which are in816

public domain and licensed for research purposes,817

including:818

PopQA (Mallen et al., 2023) is a short-form819

generation task. Generally, only one entity of820

factual knowledge is expected to be answered for821

each single question. In our experiments, we822

exactly followed the setting in Self-RAG (Asai823

et al., 2023) which evaluated methods on a long-tail824

subset consisting of 1,399 rare entity queries whose825

monthly Wikipedia page views are less than 100.826

Accuracy was adopted as the evaluation metric.827

Biography (Min et al., 2023) is a long-form828

generation task that is tasked to generate a detailed829

biography about a certain entity. Following previ-830

ous work, FactScore (Min et al., 2023) was adopted831

to evaluate the generated biographies.832

PubHealth (Zhang et al., 2023a) is a task833

in health care domain consisting of true-or-false834

questions. Claims are represented about health835

with factual information, and the model is tasked836

to verify the authenticity and give the judgment.837

Accuracy was adopted as the evaluation metric.838

Arc-Challenge (Bhakthavatsalam et al., 2021)839

is a multiple-choice question task about some840

daily commonsense science phenomena. Given841

a scientific event that occurs in daily life, the model842

is required to select the correct description among843

3 or 4 optional choices. Accuracy was adopted as844

the evaluation metric as well.845

B.2 Implementation Details846

Retrieval Evaluator: We fine-tuned the retrieval847

evaluator based on the lightweight T5-large (Raffel848

et al., 2020) pre-trained model. Its parameter size849

is much smaller than the most current LLMs (Tou-850

vron et al., 2023a,b; Chowdhery et al., 2023; Anil851

et al., 2023; Brown et al., 2020; Ouyang et al.,852

2022; OpenAI, 2023). To ensure all experimental853

results were comparable with Self-RAG (Asai et al.,854

2023), the same retrieval results through Con-855

triever (Izacard et al., 2022) were provided by Self-856

RAG and were also adopted in our experiments.857

The relevance signals for fine-tuning the evaluator858

can be collected from the existing datasets. For859

example, PopQA (Mallen et al., 2023) provides860

the golden subject wiki title from wikipedia for861

each question. We can use that to track a not862

100% relevant but rather high-quality passage. We863

utilized that as the relevance labels for fine-tuning 864

the retrieval evaluator.1 On the other hand, the 865

negative samples were randomly sampled and we 866

used the version provided by Self-RAG (Asai 867

et al., 2023). Specifically, the original PopQA 868

dataset consists of 14k samples, 1,399 of which 869

were used for testing following Self-RAG (Asai 870

et al., 2023), and the remaining were used for 871

fine-tuning to avoid information leakage. Besides, 872

the fine-tuned evaluator was transferred and also 873

utilized on the Bio, Pub and ARC datasets during 874

inference. The label of positive samples was 1, 875

while that of negative ones was -1. At inference, 876

the evaluator scored the relevance from -1 to 1 for 877

each document. The two confidence thresholds 878

for triggering one of the three actions were set 879

empirically. Specifically, they were set as (0.59, 880

-0.99) in PopQA, (0.5, -0.91) in PubQA and Arc- 881

Challenge, as well as (0.95, -0.91) in Biography. 882

Internal Knowledge: To obtain fine-grained 883

retrieval results, we segmented the retrieved results 884

into internal strips. If a retrieved result is as short as 885

one or two sentences, it is regarded as an individual 886

strip, otherwise, retrieval documents are required to 887

be split into smaller units which generally consist 888

of a few sentences according to the total length. 889

The scale is assumed to include an independent 890

piece of information, and the filtering is based on 891

the segments. We directly adopted the evaluator 892

again for knowledge strips filtering, and the top-k 893

is set to 5, filter threshold as -0.5. 894

External Knowledge: Google Search API 895

was adopted to search for the relevant URLs, 896

top-k is set to 5, and pages from Wikipedia 897

will be added preferentially. The searched web 898

pages are generally in the form of HTML files, 899

where content is split with special tokens like 900

<p> and </p>. Thus an extra segmentation like 901

the knowledge refinement is not required, related 902

knowledge paragraphs can be directly selected with 903

the evaluator similar to internal knowledge. 904

Generator: As CRAG is a plug-and-play 905

method, all generation models that can be uti- 906

lized in RAG fit our approach as well. To 907

be consistent with baselines for comparison, we 908

adopted LLaMA2 (Touvron et al., 2023b) for the 909

generation. We first introduced the LLaMA2-hf- 910

7b from huggingface to generate responses. Since 911

Self-RAG (Asai et al., 2023) fine-tuned LLaMA2 912

and reached a new state-of-the-art performance 913

1https://huggingface.co/datasets/akariasai/PopQA
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on several tasks, we further utilized the launched914

model, SelfRAG-LLaMA2-7b, as a new generator to915

be consistent with their work and study the specific916

improvement of our method.917

Self-CRAG: To demonstrate that our plug-and-918

play approach can be utilized in other concurrent919

studies, we specifically designed to insert our920

CRAG into the Self-RAG (Asai et al., 2023)921

framework and named it Self-CRAG. Self-RAG922

is an advanced RAG approach that introduces a923

critic model to decide whether to retrieve and which924

retrieved document to be referred for generation. It925

meets our demand for deciding which action to be926

triggered, thus we replaced the retrieved items in927

Self-RAG with our processed internal knowledge928

for Correct, external knowledge for Incorrect,929

and combined knowledge for Ambiguous.930

B.3 Results on PubHealth and Arc-Challenge931

It is worth mentioning that the performance on932

PubHealth based on LLaMA2-hf-7b was much933

worse than others. We studied these cases and934

found that LLaMA2-hf-7b is relatively weak in935

instruction comprehension. Most of the cases936

fail to generate True or False in such a binary-937

question task, resulting in a low accuracy during938

the evaluation. This situation somewhat happens in939

Arc-Challenge as well, when the model is tasked940

to generate the index of a candidate.941
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