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Abstract

The integration of Artificial Intelligence (AI)
into mental health education and training
(MHET) has become a promising solution to
meet the increasing demand for skilled mental
health professionals. This systematic review
analyses 37 studies on Al-powered conversa-
tional agents (CAs) in MHET, selected from a
total of 1002 studies published between 2019
and 2024. Following the PRISMA protocol,
we reviewed papers from computer science,
medicine, and interdisciplinary databases, as-
sessing key aspects such as technological ap-
proaches, data characteristics, application ar-
eas, and evaluation methodologies. Our find-
ings reveal that Al-based approaches, includ-
ing Large Language Models (LLMs), dominate
the field, with training as the application area
being the most prevalent. These technologies
show promise in simulating therapeutic interac-
tions but face challenges such as limited public
datasets, lack of standardised evaluation frame-
works, and difficulty in ensuring authentic emo-
tional responses, along with gaps in ethical con-
siderations and clinical efficacy. This review
presents a comprehensive framework for un-
derstanding the role of CAs in MHET while
providing valuable insights to guide future re-
search.

1 Introduction

Training the next generation of mental health pro-
fessionals presents a fascinating paradox, as it re-
quires extensive practice in interpersonal commu-
nication, empathy development, and clinical as-
sessment skills. While traditional training methods
remain the foremost choice, they face significant
challenges, including limited access to real patients
and associated risks, the high costs of individual
training sessions, and difficulties in delivering con-
sistent learning experiences at scale (Bowers et al.,
2024). Mental health services across the globe face
immense pressure, making it increasingly challeng-

ing to find experienced practitioners to mentor stu-
dents effectively. Traditional approaches, such as
using trained actors as patients to simulate clinical
scenarios, provide valuable but expensive and inher-
ently limited learning opportunities (Battegazzorre
et al., 2021). Conversely, conversational agents
(CAs) are an emerging class of Al-powered tools
that promise to revolutionise how we train mental
health professionals. Early pioneers like Woebot
(Fitzpatrick et al., 2017) and Wysa (Inkster et al.,
2018) demonstrated a groundbreaking insight: ma-
chines could engage in meaningful therapeutic in-
teractions. Although these systems were initially
developed for patient support as therapy bots, they
raised an intriguing question: Could similar tech-
nology be used to train students and professionals?
Our analysis of recent work reveals that the ma-
jority of current implementations rely solely on Al
technologies, including Large Language Models
(LLMs), while the remaining solutions combine
rule-based and hybrid systems for a more prag-
matic approach. However, these figures hold more
significance than mere numbers. They represent the
complex interplay between pushing the boundaries
of technology and upholding ethical and clinical
standards in the field. What stands out is the con-
trasting approach taken by the computer science
and medical communities in addressing this chal-
lenge. While computer science researchers strive to
advance natural language understanding, medical
educators prioritise therapeutic validity and clini-
cal outcomes with intense focus (Ab Razak et al.,
2023). This tension serves as both a constraint and
a catalyst, shaping the field’s evolution.
In this review, our goal is to bridge this gap by
addressing four key questions.
1. How do different technological approaches com-
pare in improving MHET outcomes?
2. How do the characteristics of a dataset impact
the effectiveness of MHET?
3. What are the existing and emerging application



areas of MHET?

4. How can the MHET systems be effectively eval-
uated across both technical and clinical dimen-
sions?

By addressing these key questions, we aim to un-
derstand where CAs excel and where they fall short
in MHET, shaping more effective solutions that
serve both technological innovation and clinical
excellence.

2 Previous Review Papers

Recent literature reviews have increasingly ex-
plored the role of Al in healthcare education and
mental health applications. Bowers et al. (2024)
conducted a scoping review examining the use of
Al-driven virtual patients in developing communi-
cation skills among healthcare students. The review
identified several significant gaps in the literature.
Notably, there has been limited exploration of how
specific design features impact learning outcomes,
alongside a troubling lack of standardised evalua-
tion metrics across studies. Additionally, the review
highlighted that current virtual patient systems are
frequently implemented in isolation, separate from
broader curricula, rather than being integrated into
comprehensive educational programs. This frag-
mented approach may reduce their effectiveness as
learning tools and raises concerns about their long-
term sustainability within educational settings.

Batyrkhan Omarov (2023) conducted a system-
atic review of Al-enabled chatbots in mental health,
highlighting several key research gaps. They em-
phasised the need for standardised evaluation pro-
tocols, culturally adaptive designs, and improved
accessibility for diverse populations. The review
also called for clearer regulatory guidance and the
integration of theory-based techniques in chatbot
development. Additionally, the authors stressed
the importance of investigating chatbot integration
within clinical workflows and advocated for larger,
more diverse datasets to enhance system robustness
and mitigate bias.

Moreover, Ab Razak et al. (2023) examined as-
pects of Al in medical education. Chaby et al.
(2022); Allen (2022); Battegazzorre et al. (2021);
Reger et al. (2021) have examined specific clinical
applications. These reviews have primarily focused
on broader educational context or on specific tech-
nical implementations, and differs from our work
which seeks to comprehensively examine the use
of Al in mental health professional training.

3 Methodology

We conducted a comprehensive literature search
following the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses (PRISMA)
framework (Moher et al., 2009). Our search
spanned eight major academic databases, strate-
gically selected to ensure thorough coverage across
both computer science and medical domains. These
included established computer science reposito-
ries like ACM Digital Library (524 papers), IEEE
Xplore (40 papers), and ACL Anthology (20 pa-
pers), which provided deep coverage of technical
implementations and computational aspects. We
leveraged PubMed (88 papers) and the Cochrane
Library (30 papers) for medical and healthcare per-
spectives. We also incorporated Scopus (144 pa-
pers) and Web of Science (118 papers) to capture
interdisciplinary work, supplemented by Google
Scholar (38 papers), to identify emerging research
and recent conference proceedings.

3.1 Search Strategy

The search strategy focused on four key concept
areas: fundamental technology, target audience,
training context, and the mental health domain,
with carefully selected keywords as outlined below:

1. Conversational Technology: ("artificial intelli-
gence chatbot*", "conversational agent*", "chat-
bot*", "virtual assistant*", "dialog system®*",
"virtual agent*", "intelligent agent*", "virtual
patient*")

2. Medical Professionals: ("medical profes-
sional*", "medical staff*", "medical student*",
"clinical student*", "healthcare worker*", "clin-
ician*", "therapist*", "counselor*")

3. Training Context: ("training”, "education",
"teaching", "instruct*", "coach*", "mentor*",
"medical education", "clinical training")

4. Mental Health Domain: ("mental health", "de-
pression”, "anxiety", "psychiatric disorder®",
"mental disorder*", "mental illness", "psy-
chological health", "psychiatr*", "emotional
health")

Boolean operators (AND, OR) and wildcards (*)
were used to combine these concepts and capture
variations in terminology. The complete search
string was adapted for each database’s specific syn-
tax requirements while maintaining semantic equiv-
alence.
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Figure 1: Pipeline of our PRISMA framework

Screening

3.2 Selection Process

As shown in Figure 1, the screening process un-
folded in three stages, beginning with an initial
review of 1,002 papers. During title screening, we
retained papers demonstrating clear relevance to
CAs or mental health, resulting in 831 papers ad-
vancing to abstract review. The abstract screening
phase involved a deeper evaluation against our in-
clusion criteria (see Section 3.3), supplemented by
frequency analysis of key terms, which narrowed
the pool to 216 papers for full-text review. The final
stage involved a detailed analysis of each remain-
ing paper, ultimately identifying 37 papers that met
all criteria for inclusion in our study.

3.3 Selection Criteria

We established explicit inclusion and exclusion cri-
teria to ensure systematic selection. Papers quali-
fied for inclusion if they primarily examined CAs
for MHET, targeted healthcare professionals or stu-
dents, appeared in peer-reviewed venues and were
published in English between 2019 and 2024. We
excluded papers focusing solely on patient treat-
ment without training components, general health-
care chatbots lacking mental health aspects, purely

conceptual frameworks, and non-peer-reviewed
publications.

3.4 Data Analysis and Synthesis

To ensure reliability, two co-authors independently
conducted an initial screening of a subset of 216
papers, which were filtered for full-text review to
establish consistency using the systematic review
tool Covidance !. Guided by our key questions, our
analysis framework examined 24 distinct features
across four main categories:

1. Technology Features: Model techniques (Al-
based, rule-based, hybrid), Implementation plat-
forms, Technical architecture, Integration meth-
ods

2. Application Features: Training objectives, Tar-
get skills, Application contexts, User demo-
graphics

3. Dataset Features: Data sources (internal,
mixed, public), Data collection methods,
Dataset characteristics, Language considera-
tions

4. Evaluation Features: Technical metrics, Hu-
man outcomes, Assessment methodologies, Sta-
tistical analyses

4 Results

This section presents findings from our selected 37
studies exploring the four key questions.

4.1 Technology

Our analysis revealed significant technological di-
versity in CA implementations for MHET, reflect-
ing the rapid evolution of this field (Bowers et al.,
2024; Batyrkhan Omarov, 2023).

Distribution of Technological Approaches: As
shown in Table 5, the largest category comprised
Al-based systems (48.65%, n=18), primarily utilis-
ing neural networks and deep learning architectures
(Dupuy et al., 2019; Loizou et al., 2024). These sys-
tems demonstrated particular strength in handling
complex dialogue patterns and emotional recogni-
tion tasks (Campillos-Llanos et al., 2020). Among
these, LSTM-based models were frequently used
for dialogue management and emotion recogni-
tion, achieving 85% accuracy in empathy detection
(Tanana et al., 2019), while transformer-based ar-
chitectures improved contextual coherence in ther-
apeutic dialogues (92% of accuracy) (Qiu and Lan,
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2024). Attention mechanisms were particularly ef-
fective for maintaining therapeutic context across
long conversations (Yao et al., 2024).

LLMs represented the second-largest category
(29.73%, n=11), with a notable increase in imple-
mentation during 2023-2024 (Maurya et al., 2024;
Li et al., 2024; Wang et al., 2024), coinciding with
the emergence of advanced models such as GPT-3.5
and GPT-4 (Chen et al., 2023). GPT-based models
exhibited strong performance in open-ended ther-
apeutic discussions but faced challenges in main-
taining consistent therapeutic personas (Li et al.,
2024). Fine-tuned variants of LLMs demonstrated
94% accuracy in preserving therapeutic bound-
aries when specifically trained on mental health
dialogues (Chen et al., 2023).

Mixed approach systems (10.81%, n=4) com-
bined multiple technologies (Seo et al., 2023;
Chaby et al., 2022), while traditional rule-based
systems (8.11%, n=3) and hybrid solutions (2.70%,
n=1) represented minor but significant implemen-
tations (Kellen R. Maicher and Danforth, 2022).
These mixed approaches integrated rule-based dia-
logue management with neural response generation
and incorporated symbolic reasoning with deep
learning to ensure adherence to therapeutic guide-
lines. Some implementations combined VR/AR
interfaces with Al dialogue systems to enhance
immersive training experiences.

Technical Performance Analysis: Performance
analysis revealed varying strengths across differ-
ent technology types. LLM-based systems demon-
strated superior contextual understanding (94.2%)
and natural dialogue flow, but showed longer aver-
age response times compared to rule-based systems
(Qiu and Lan, 2024; Yao et al., 2024). Deep learn-
ing models excelled in natural dialogue generation
(89% user satisfaction) but exhibited inconsisten-
cies in therapeutic response coherence. LLMs pro-
vided superior contextual awareness but required
significant prompt engineering to align with ther-
apeutic objectives. Hybrid systems, though com-
putationally more expensive, demonstrated higher
reliability, achieving 95% adherence to therapeu-
tic guidelines (Maurya et al., 2024). Maurya et al.
(2024) found that while LLMs demonstrated strong
empathy and contextual understanding, they occa-
sionally generated inconsistent responses that re-
quired further validation.

Implementation Features: NLP capabilities were
present in 83% of the implementations (Tanana
et al., 2019; Ali et al., 2023), while advanced fea-

tures such as emotion detection and multimodal
interfaces showed increasing adoption in recent
studies (Louie et al., 2024). Real-time process-
ing capabilities were implemented in 76% of the
systems, reflecting the importance of immediate
response in training scenarios (Haut et al., 2023).
Mixed approach systems demonstrated flexibility
by incorporating speech recognition for real-time
feedback, virtual reality interfaces for non-verbal
communication training, and emotion detection for
empathy assessment. These combinations proved
particularly effective in maintaining therapeutic va-
lidity and ensuring consistent training experiences.

4.2 Data Characteristics

Understanding the characteristics of datasets used
in MHET applications is crucial for evaluating the
reliability, generalisability, and cultural inclusivity
of CA models. This section examines dataset distri-
bution, quality metrics, and linguistic diversity to
highlight current trends and limitations in MHET
dataset development.

Dataset Distribution and Quality The analysis

revealed a strong preference for internally devel-

oped datasets (56.76%, n=21), attributed to the
specialised nature of MHET and privacy considera-
tions (Dergaa et al., 2024). These internal datasets
averaged 12,467 interactions per study, with ex-
pert validation present in 76% of cases (Zheng
et al., 2024). Although public datasets were fewer

(8.11%, n=3), they exhibited the highest quality

metrics in completeness, consistency, and preci-

sion (Tu et al., 2024).

Data Quality Assessment: Recent studies have as-

sessed dataset quality using a structured evaluation

method that examines key factors such as:

* Completeness: The latest studies report notable
improvements in documentation, particularly in
capturing comprehensive clinical interactions.
For instance, Elyoseph et al. (2024) provided
complete session transcripts that included dia-
logue content, timestamps, user engagement met-
rics, and contextual annotations. However, gaps
persist in recording non-verbal cues and emo-
tional nuances, which could enhance training ef-
fectiveness.

* Consistency: While standardisation remains
challenging, Gilbert et al. (2024) demonstrated
that implementing structured annotation guide-
lines improved inter-rater reliability from 0.67 to
0.82. The lower overall score reflects the ongoing
difficulties in maintaining uniform quality across



Challenges

Dependent on training data quality,
often lacks adaptability to novel sce-

Balancing adaptability and compu-
tational efficiency; integration with
broader systems.

May produce "hallucinated" or fac-
tually incorrect responses, lack
of emotional depth, limited inter-

Ensuring reliability, reducing bias,
and improving emotional expres-
siveness for nuanced interactions.

Rigid in dynamic conversations, lim-
ited ability to handle ambiguity.

Expanding flexibility without sacri-
ficing predictability; scaling to di-
Verse use cases.

Complexity in design and main-
tenance, higher resource require-

Balancing performance trade-offs;
ensuring seamless integration of
components.

Technology  Strengths Weaknesses
Al-based Scalable solutions for repetitive

tasks, robust in structured domains

(e.g., diagnostic support). narios.
LLMs Natural language understanding,
(GPT) contextual dialogue generation, ver-

satility across domains.

pretability.

Rule-based Deterministic outputs, reliable in

constrained tasks (e.g., semiology

training).
Hybrid Combines structured rule-based

logic with Al flexibility, offering

both predictability and adaptability.  ments.
Mixed/VR Immersive environments enhance re-

alism and engagement, suitable for
communication training and empa-
thy.

High development costs, technical
barriers to scalability (e.g., hard-
ware requirements).

Ensuring accessibility, integrating
non-verbal feedback mechanisms,
and expanding participant base.

Table 1: Comparison of technologies

different training scenarios and clinical contexts.

e Accuracy: Expert validation has proven cru-
cial for maintaining high accuracy standards.
Todorov et al. (2022) implemented a multi-
stage validation process where clinical experts
reviewed and corrected Al-generated responses,
achieving a 92% accuracy rate in simulated psy-
chiatric assessments. This approach, though
resource-intensive, has become a gold standard
for ensuring clinical fidelity.

Language and Cultural Representation: En-
glish remained the dominant language (89% of
datasets), with only 11% supporting multiple lan-
guages (Ab Razak et al., 2023). This highlights a
critical gap in linguistic diversity, limiting cross-
cultural applicability (Pereira et al., 2023; Battegaz-
zorre et al., 2021). Multilingual implementations,
though limited, included Chinese-English paral-
lel systems for bilingual dialogue modelling (Li
et al., 2024), French clinical dialogue systems tai-
lored for patient-practitioner interactions (Dupuy
et al., 2019), Spanish-English training modules
focusing on mental health education (Campillos-
Llanos et al., 2020), and German medical education
platforms for healthcare training (Ab Razak et al.,
2023). While these studies demonstrated the feasi-
bility of multilingual MHET systems, maintaining
quality across languages remains a challenge, par-
ticularly in ensuring consistent terminology and
cultural adaptation (Reger et al., 2021). Nonethe-
less, such implementations show promising poten-
tial for improving cultural competency training in
MHET applications.

4.3 Application areas

This section examines the primary application areas
of CAs in MHET.

Training Applications: Training was the domi-
nant application category (86.5%, n=32), covering
various areas of mental health practice (Ab Razak
et al., 2023). Clinical skills training (52%, n=19)
was primarily targeted at medical students and
resident physicians, focusing on diagnostic inter-
viewing, empathy development, and crisis inter-
vention. Studies reported 89% effectiveness in
symptom recognition (Dupuy et al., 2019), 76%
improvement in patient communication scores
(Gilbert et al., 2024), and 83% accuracy in crisis
intervention risk assessment scenarios (Elyoseph
et al., 2024). Therapeutic skills development (34%,
n=13) was designed for psychology students and
practicing therapists, with studies showing 91% im-
provement in reflection techniques for basic coun-
seling skills (Tanana et al., 2019), 78% effective-
ness in cognitive behavioral therapy (CBT) skill ap-
plication, and 72% improvement in cross-cultural
communication for cultural competency training.
Mental health assessment training (14%, n=5) tar-
geted mental health practitioners and social work-
ers, focusing on standardised assessment protocols,
risk evaluation, and documentation skills, with re-
ported 85% adherence to clinical guidelines, 79%
accuracy in suicide risk assessment, and 82% im-
provement in clinical note accuracy.

Educational Applications: Educational applica-
tions accounted for 8.1% (n=3), primarily focus-
ing on knowledge dissemination and curriculum
support (Ab Razak et al., 2023). Assessment-
focused implementations (5.4%, n=2) emphasised



Application Strengths

Weaknesses

Challenges

Training Provides a scalable, repeatable en-  Often lacks emotional realism and  Bridging the gap between simulated
vironment for skill-building in ar- non-verbal cues. Training scenarios  and real-world experiences. Ensur-
eas like counseling, empathy, and di- may not fully replicate the complex- ing the inclusion of culturally sen-
agnostics, enabling mistake-driven ity of real-life interactions. sitive and contextually relevant sce-
learning without real-world conse- narios.
quences.

Education Promotes knowledge retention and  Educational tools risk oversimplify- Maintaining learner engagement
self-directed learning. Accessible ing concepts, limiting depth of un- while delivering accurate, nuanced
to a broader audience with varied derstanding. Engagement may drop  content.  Aligning with curricu-
learning paces and needs. without interactive elements. lum requirements across different

regions or institutions.

Assessment Offers objective, consistent metrics ~ Can miss contextual subtleties and  Incorporating nuanced evaluation

for evaluating skills like empathy or
diagnostic accuracy. Scalable for
large cohorts, reducing the need for

rely too heavily on predefined met-
rics. Ethical concerns in high-stakes
scenarios (e.g., suicide risk assess-

criteria, such as emotional intelli-
gence. Balancing automated assess-
ments with human oversight for ac-

human evaluators. ment).

curacy and reliability.

Table 2: Comparative analysis of application categories

competency evaluation and feedback-driven learn-
ing (Todorov et al., 2022). Recent studies in-
dicate high adoption of key assessment features,
including real-time feedback (92%) (Haut et al.,
2023), standardised evaluation metrics (85% relia-
bility) (Yao et al., 2024), and performance tracking
systems (78% accuracy) (Campillos-Llanos et al.,
2020). Blended learning models integrating CAs
have demonstrated 92% student satisfaction, sup-
plementing practice opportunities and reinforcing
standardised assessment tools.

Emerging Application Areas: Emerging applica-
tion areas suggest a shift toward Al-based person-
alisation, immersive technologies, and curriculum
integration. Al-driven personalisation enhances
adaptability by adjusting difficulty levels based
on learner performance, customising scenarios to
match specialisations, and providing real-time feed-
back calibrated to experience levels. Immersive
technologies, particularly virtual reality (VR), have
shown 87% higher engagement compared to tradi-
tional training methods (Loizou et al., 2024), while
augmented reality (AR) is increasingly used for
non-verbal cue training and multimodal feedback
systems that combine visual and auditory inputs.
Additionally, CAs are being integrated into exist-
ing curricula, with blended learning approaches
demonstrating improved engagement, supplemen-
tary practice opportunities, and alignment with
standardised competency assessments.

4.4 Evaluation Approaches

Assessing the effectiveness of CAs in MHET re-
quires a rigorous evaluation framework that ac-
counts for both technical performance and user ex-
perience. The strong preference for mixed-method

evaluation approaches (86.49%, n=32) reflected

the complex nature of MHET assessment. As

Batyrkhan Omarov (2023) argue, neither quanti-

tative metrics nor purely qualitative feedback can

capture the complete picture of educational effec-
tiveness in this domain.

Quantitative Performance Metrics: Our analysis

identified three primary performance indicators.

* Diagnostic Accuracy: This metric assesses the
CA’s accuracy in recognising and responding to
symptoms, ensuring sound clinical reasoning and
effective diagnostic training. Qiu and Lan (2024)
demonstrated that their framework consistently
performed well in counselor-client interactions,
maintaining semantic coherence and contextual
relevance in extended dialogues.

* Response Quality: This metric assesses the
coherence, authenticity, and relevance of CA-
generated dialogue, ensuring meaningful and
contextually appropriate therapeutic interactions.
CureFun framework (Li et al., 2024) demon-
strated strong capabilities in generating authen-
tic dialogue flows for clinical education, though
they noted occasional challenges with informa-
tion consistency and role adherence.

* System Reliability: This measures the stabil-
ity and predictability of CA responses, ensur-
ing consistent performance across different in-
teractions and training scenarios. Wang et al.
(2024) evaluated their ClientCAST framework
through multiple metrics including consistency
in responses and adherence to psychological pro-
files, highlighting both the potential and limita-
tions of LLMs in replicating client experiences.

Qualitative Impact Assessment: The user experi-

ence with these systems demonstrated encouraging



outcomes.

» User Satisfaction: This measures the engage-
ment, effectiveness, and emotional responsive-
ness of CA-driven training systems based on user
feedback. Chen et al. (2023) highlighted positive
feedback from patients and psychiatrists, espe-
cially regarding the system’s ability to maintain
empathetic interactions.

¢ Learning Experience: This evaluates the ex-
tent to which CAs enhance knowledge acquisi-
tion, skill development, and adaptability in ed-
ucational or therapeutic contexts. Zheng et al.
(2024) demonstrated that their EXTES dataset
and teacher-student model notably improved
smaller models’ emotional support capabilities,
making them viable for scalable emotional sup-
port applications.

* Implementation Success: This evaluates scal-
ability and real-world integration. Louie et al.
(2024) found that their Roleplay-doh pipeline im-
proved response quality by 30% through princi-
ple adherence, with experts successfully creating
realistic Al patients for training purposes.

These findings suggest that while these systems
show promise in mental health training applica-
tions, more rigorous quantitative metrics and stan-
dardised evaluation frameworks are needed. The
qualitative feedback indicates that when properly
implemented, these systems can provide valuable
complementary training opportunities, though their
effectiveness varies based on specific use cases and
implementation contexts.

5 Discussion

Our systematic review highlights key patterns and
insights in developing and implementing CAs for
MHET, structured around the four guiding ques-
tions. Tables 1 to 4 provide a comprehensive com-
parison of each feature discussed in Section 3.4,
summarising their strengths, weaknesses, and chal-
lenges that could drive future research.

5.1 Technological Approaches

The analysis of technological approaches reveals
a clear evolution in the field, with Al-based solu-
tions and LLMs dominating recent developments
(Table 5). This trend reflects the growing so-
phistication of NLP capabilities and the drive for
more natural interactions. Studies (Qiu and Lan,
2024; Li et al., 2024) demonstrate the effective-
ness of LLMs in generating natural therapeutic

dialogues, though they also highlight limitations
in maintaining consistent role-playing behaviors.
The strengths of LLM-based approaches, including
natural language understanding and contextual dia-
logue generation, make them particularly suitable
for simulating complex therapeutic interactions.
However, Dergaa et al. (2024) highlight challenges
like hallucinated responses and shallow emotional
depth.

Rule-based systems, while less prevalent,
demonstrate particular strengths in structured train-
ing scenarios. Campillos-Llanos et al. (2020) show
how rule-based approaches excel in specific do-
mains such as diagnostic training and virtual pa-
tient simulations, achieving high vocabulary cov-
erage (97.8%) and natural language understand-
ing accuracy (95.8%). However, their rigid nature
limits their ability to handle therapeutic conver-
sations’ nuanced, dynamic nature, as Haut et al.
(2023) noted. Hybrid approaches, though limited
in adoption (2.7%), represent an emerging trend
that attempts to combine the benefits of both rule-
based and Al-driven systems. Kellen R. Maicher
and Danforth (2022) report improving system ac-
curacy from 75% to 90% with a hybrid approach,
suggesting promising potential. While these sys-
tems show promise in balancing reliability with
flexibility, they face significant challenges in terms
of development complexity and resource require-
ments.

5.2 Dataset Challenges

Apart from a few exceptions (Qiu and Lan (2024);
Zheng et al. (2024)), who have made their datasets
publicly available for replication, analysis of
dataset categories (Table 3) highlights that inter-
nal datasets, despite their limited generalisability,
dominate due to the scarcity of high-quality, share-
able datasets, as noted by (Batyrkhan Omarov,
2023). Tanana et al. (2019) demonstrate how sys-
tems trained on limited, internal datasets (2,354
psychotherapy transcripts) can achieve meaning-
ful results but may suffer from reduced gener-
alisability. Ali et al. (2023) illustrate this chal-
lenge through SOPHIE’s development using 383
physician-patient transcripts, highlighting the trade-
off between data privacy and system performance.

5.3 Application Areas in MHET

As shown in Table 6, our analysis reveals training
applications as the most prevalent use of CAs in
MHET, aligning with (Bowers et al., 2024) and



Dataset Strengths Weaknesses Challenges

No Dataset Flexible to novel scenarios, adapt- Limited generalisability, lacks repro-  Developing robust evaluation frame-
able without needing prior data. ducibility and external validation. works for these studies.

Internal Tailored to specific study objectives, May lack diversity, harder to com- Ensuring dataset diversity and en-
better alignment with experimental  pare across studies or replicate find- hancing transparency for generalis-
designs. ings. ability.

Mixed Combines tailored and pre-existing  Potential inconsistencies between Balancing data integration while
data for enhanced robustness. datasets, requiring harmonization. preserving validity and reliability.

Public Promotes transparency, enables re- Quality may vary, may not align  Ensuring relevance and maintaining
producibility, and encourages exter- ~ with specific research objectives. data quality standards.
nal validation.

Table 3: Comparative analysis of dataset categories

Evaluation  Cate- Strengths Weaknesses Challenges

gory

Qualitative

Detailed insights and nuanced

user experience feedback.

Subjectivity in
smaller sample sizes.

interpretation,

Balancing subjectivity with stan-
dardised metrics.

Quantitative Objectively measures perfor- May miss contextual subtleties and  Integrating nuanced qualitative
mance and outcomes, Supports  user perspectives. aspects without compromising
statistical analysis. objectivity.

Mixed Combines the depth of qualita- Requires significant resources, Ensuring balanced integration of

tive methods with the rigor of

complexity in data integration and

qualitative and quantitative in-

quantitative metrics.

interpretation.

sights.

Table 4: Comparative analysis of evaluation categories

(Batyrkhan Omarov, 2023), who highlight the need
for scalable solutions to address mental health
workforce shortages and high training costs. Train-
ing applications offer safe, repeatable environments
for skill development in high-stakes scenarios (Ta-
ble 2), as shown by Elyoseph et al. (2024) in suicide
risk assessment training and Gilbert et al. (2024)
in empathy training via virtual patient simulations.
However, challenges remain in replicating emo-
tional depth and non-verbal cues, as highlighted by
(Chaby et al., 2022).

5.4 Evaluation Approaches and Impact

The strengths and limitations of various evaluation
approaches explain the field’s preference for mixed-
method evaluations, combining quantitative met-
rics and qualitative assessments (Table 4). Dupuy
et al. (2019) exemplifies this by integrating em-
pathy and symptom extraction scores with user
feedback, reflecting the need to balance technical
performance with clinical relevance in MHET.
Qualitative evaluations (Maurya (2023b)) offer
rich user insights but lack scalability, while quanti-
tative methods ((Kellen R. Maicher and Danforth,
2022; Todorov et al., 2022)) provide objective met-
rics but overlook therapeutic nuances. The dom-
inance of mixed-method evaluations highlights a
growing consensus on the need for comprehensive
assessments that capture both technical and clini-
cal effectiveness. The findings highlight the need

for standardised evaluation frameworks, such as
the ClientCAST framework by Wang et al. (2024).
While diverse evaluation methods offer valuable
insights, they hinder system comparisons and the
establishment of best practices, a concern echoed
in (Bowers et al., 2024; Ab Razak et al., 2023;
Battegazzorre et al., 2021).

6 Conclusion

This systematic review provides comprehensive
insights into the current direction of Al-powered
CAs for MHET across 37 studies from 2019 to
2024. Our analysis reveals a clear trend toward the
increased adoption of Al-based approaches, includ-
ing LLMs for simulating patient dialogues. This
shift enables students and professionals to lever-
age technology for MHET. Our findings emphasise
the importance of interdisciplinary collaboration
between mental health professionals, educational
technologists, and Al researchers to ensure these
tools effectively serve their intended purpose. As
these technologies keep advancing, focusing on
practical clinical outcomes while addressing ethical
considerations will be crucial for their successful
integration into mental health professional training.

Limitations

This survey examined papers from eight major aca-
demic databases, carefully chosen to ensure com-
prehensive coverage of both computer science and



medical domains. However, as this is not an ex-
haustive set of academic databases, some relevant
papers may have been missed. To mitigate this,
we also reviewed recent related papers indexed in
Google Scholar, though we acknowledge that some
pertinent studies may still have been overlooked.

We also acknowledge that potential biases in our
keyword selection could have led to the exclusion
of certain papers. Furthermore, potential limita-
tions related to capturing variations of terminology
through search queries, such as the use of differ-
ent terminology by different disciplines to refer to
the same concept, could have impacted the search
results.

Ethics Statement

Adapting Al-based CAs to assist with MHET is
an emerging research area that is still in its early
stages. Given the highly sensitive and complex na-
ture of the mental health domain, there is an urgent
need to establish clear regulatory frameworks and
guidelines for using Al in mental health settings to
guide this line of work.

It is essential to ensure that CAs developed for
MHET are equitable across all demographic groups.
Therefore, appropriate measures should be taken to
assess and mitigate inherent biases in Al systems
designed for this purpose. This could include creat-
ing more diverse training datasets and conducting
further research on aspects of MHET that involve
under-represented demographic groups.

Due to the sensitive nature of mental health data,
careful precautions must be taken when training
CAs with such data. Additionally, the ethical impli-
cations of Al-generated responses in mental health
settings must be carefully assessed. Involvement of
multidisciplinary stakeholders in the development
process can help address these concerns. Further-
more, due to the lack of standardised evaluation
metrics, assessing the validity, reliability, and ef-
fectiveness of existing CAs is challenging. There-
fore, before deploying these systems in real-world
settings, it is crucial to conduct rigorous investi-
gations to ensure they align with existing clinical
workflows, in collaboration with multidisciplinary
experts.
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Percentage

Publications

Al-based

48.6%

(Dupuy et al., 2019, 2020; Bowers et al., 2024; Batyrkhan Omarov,
2023; Ab Razak et al., 2023; Loizou et al., 2024; Tanana et al., 2019;
Holt-Quick and Warren, 2021; Darnell et al., 2021; Pereira et al.,
2023; Allen, 2022; Ali et al., 2023; Zheng et al., 2024; Yao et al.,
2020; Tu et al., 2024; Gilbert et al., 2024; Todorov et al., 2022; Reger
et al., 2021)

LLMs
(GPT)

29.7%

(Maurya, 2023a,b; Maurya et al., 2024; Dergaa et al., 2024; Qiu and
Lan, 2024; Li et al., 2024; Chen et al., 2023; Yao et al., 2020; Louie
et al., 2024; Wang et al., 2024; Elyoseph et al., 2024)

Rule-based

8.1%

(Campillos-Llanos et al., 2020; Dupuy et al., 2021; Haut et al., 2023)

Hybrid

2.7%

(Kellen R. Maicher and Danforth, 2022)

Mixed/VR

10.8%

(Seo et al., 2023; Chaby et al., 2022; Ochs et al., 2019; Battegazzorre
etal., 2021)

Table 5: Technology categories and associated publications

Application

Percentage

Publications

Training

86.5%

(Maurya, 2023b; Dupuy et al., 2019; Kellen R. Maicher and Danforth,
2022; Bowers et al., 2024; Batyrkhan Omarov, 2023; Loizou et al.,
2024; Maurya, 2023a; Dupuy et al., 2019; Kellen R. Maicher and
Danforth, 2022; Bowers et al., 2024; Maurya et al., 2024; Dergaa
et al., 2024; Campillos-Llanos et al., 2020; Loizou et al., 2024;
Tanana et al., 2019; Seo et al., 2023; Chaby et al., 2022; Holt-Quick
and Warren, 2021; Dupuy et al., 2020, 2021; Darnell et al., 2021;
Allen, 2022; Qiu and Lan, 2024; Li et al., 2024; Chen et al., 2023;
Yao et al., 2020; Ali et al., 2023; Louie et al., 2024; Yao et al., 2024,
Wang et al., 2024; Ochs et al., 2019; Maurya, 2023b; Elyoseph et al.,
2024; Gilbert et al., 2024; Haut et al., 2023; Reger et al., 2021)

Education

8.1%

(Ab Razak et al., 2023; Pereira et al., 2023; Battegazzorre et al.,
2021)

Assessment

5.4%

(Batyrkhan Omarov, 2023; Todorov et al., 2022)

Table 6: Application areas and associated publications

Dataset

Percentage

Publications

No Dataset

18.9%

(Maurya, 2023a,b; Maurya et al., 2024; Dergaa et al., 2024; Bowers
et al., 2024; Elyoseph et al., 2024; Todorov et al., 2022)

Internal

56.8%

(Dupuy et al.,, 2019; Kellen R. Maicher and Danforth, 2022;
Campillos-Llanos et al., 2020; Loizou et al., 2024; Tanana et al.,
2019; Seo et al., 2023; Chaby et al., 2022; Holt-Quick and Warren,
2021; Dupuy et al., 2020, 2021; Darnell et al., 2021; Allen, 2022; Li
etal., 2024; Chen et al., 2023; Ali et al., 2023; Louie et al., 2024; Yao
et al., 2020; Tu et al., 2024; Ochs et al., 2019; Gilbert et al., 2024;
Haut et al., 2023)

Mixed

16.2%

(Batyrkhan Omarov, 2023; Ab Razak et al., 2023; Pereira et al., 2023;
Wang et al., 2024; Battegazzorre et al., 2021; Reger et al., 2021)

Public

8.1%

(Qiu and Lan, 2024; Yao et al., 2024; Zheng et al., 2024)

Table 7: Dataset availability and associated publications
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Evaluation
Category

Percentage

Publications

Qualitative

8.1%

(Maurya, 2023a; Dergaa et al., 2024; Maurya, 2023b)

Quantitative

5.4%

(Kellen R. Maicher and Danforth, 2022; Todorov et al., 2022)

Mixed

86.5%

(Dupuy et al., 2019; Bowers et al., 2024; Batyrkhan Omarov, 2023;
Maurya et al., 2024; Ab Razak et al., 2023; Campillos-Llanos et al.,
2020; Loizou et al., 2024; Tanana et al., 2019; Seo et al., 2023; Chaby
et al., 2022; Holt-Quick and Warren, 2021; Dupuy et al., 2020, 2021;
Darnell et al., 2021; Pereira et al., 2023; Allen, 2022; Qiu and Lan,
2024; Li et al., 2024; Chen et al., 2023; Yao et al., 2024; Ali et al.,
2023; Louie et al., 2024; Zheng et al., 2024; Yao et al., 2020; Wang
et al., 2024; Tu et al., 2024; Ochs et al., 2019; Battegazzorre et al.,
2021; Elyoseph et al., 2024; Gilbert et al., 2024; Haut et al., 2023;
Reger et al., 2021)

Table 8:

Evaluation categories and associated publications
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