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Abstract001

The Socratic method is an effective pedagogy002
that uses open-ended questions to foster crit-003
ical thinking and deeper understanding, but004
scaling it requires reliable evaluation of ques-005
tion quality, particularly in terms of indirect-006
ness. In this work, we propose IndirectScore,007
a preliminary automated metric for assess-008
ing the indirectness of a Socratic question by009
leveraging language model surprisal as a proxy010
for its subtlety. Our approach combines in-011
sights from linguistics, NLP, and education012
to evaluate whether a tutor’s question appro-013
priately guides students without being over-014
leading, while explicitly controlling for top-015
ical relevance to avoid confounding factors.016
In an initial evaluation using a newly con-017
structed benchmark of 168 programming di-018
alogues with expert-labeled question quality,019
IndirectScore shows promising alignment of020
over 71% with human judgments when dis-021
tinguishing between clearly indirect and direct022
questions, outperforming traditional NLP met-023
rics such as ROUGE-L and BERTScore. This024
work represents another step towards scalable025
evaluation of Socratic questioning, with im-026
plications for indirect communication assess-027
ment in other interdisciplinary NLP applica-028
tions. Nonetheless, while these early results029
suggest potential for building robust AI tu-030
toring systems, we highlight important limita-031
tions, such as limited datasets, noise signals,032
and domain generalisability, and provide di-033
rections for future work. 1034

1 Introduction035

Socratic questioning plays a pivotal role in ed-036

ucation, valued for its effectiveness in distilling037

knowledge in application-intensive domains such038

as mathematics, medicine, and computer science039

(Rodriguez Sandoval et al., 2022; Zou et al., 2011;040

Le, 2019). This pedagogy relies on scaffolding in041

1All scripts and datasets can be found at:
https://anonymous.4open.science/r/IndirectScore-68B4

which, for a given problem, a tutor guides the stu- 042

dent toward the correct solution using structured 043

queries (Quintana et al., 2018). 044

However, this one-on-one approach, which re- 045

quires personalized responses from the teacher to 046

every student’s answer, is time consuming and 047

resource-intensive (Clark and Egan, 2015). As 048

such, advancement in Language Models (LMs) 049

and other Natural Language Processing (NLP) 050

techniques has sparked interest in leveraging tech- 051

nology to scale the Socratic method (Fakour and 052

Imani, 2025; Wang et al., 2024b), and program- 053

ming education stands to reap many of those ben- 054

efits. 055

Yet unlike factual question generation (QG) 056

tasks, Socratic QG demands indirect prompts, 057

questions that do not reveal the answer to the stu- 058

dents (Al-Hossami et al., 2023). Shown in Fig- 059

ure 1, the best question allows the student to ex- 060

plore the concepts more freely and induce critical 061

thinking, such as to avoid over-reliance on the tu- 062

tor (Pit et al., 2024). However, this critical feature 063

currently lacks a robust metric for its evaluation, 064

and whether or not a question is too leading is of- 065

ten relegated to human expert manual annotation 066

(Maurya et al., 2025). 067

Through a multidisciplinary approach, combin- 068

ing NLP, education, and linguistic theories, we ad- 069

dress this evaluation gap and make the following 070

contributions: 071

• We introduce IndirectScore. To our knowl- 072

edge, it is the first automated metric for quan- 073

tifying indirectness in Socratic questions. 074

Our metric yields an accuracy greater than 075

71% against expert labels when comparing 076

the best and worst utterances. 077

• We release an augmented Socratic dialogue 078

dataset of 56 programming education con- 079

versations, derived from Al-Hossami et al. 080

(2023) gold-label corpus. Each dialogue is 081
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Student’s Task

The CS110Z course director purchased a Disney Vacation Club timeshare that lets you
reserve a room at any Disney Resort for one week! It comes with annual “maintenance
fee” so that the mouse can keep the property looking good. This year, the maintenance
was $623.00, and it accrues each year at a rate of approximately 1.5%.

Write a Python function called ‘get years until(target value: float) - int‘ that takes a
target value, and returns the number of years (assuming a fixed interest rate) before the
maintenance fee exceeds this value.

Student Code with Bug

1 def get_years_until(target_amount):

2 i=623

3 years=0

4 while i < target_amount:

5 years= years+1

6 i= 0.015*i

7 return years

Reference Answer

On line 6, the new fee is calculated as 1.5% of the old fee, rather than increasing by 1.5%.
As a result, the loop will not terminate. On line 6, replace ‘i= 0.015*i‘ with ‘i= i +
0.015*i‘

Conversation History

• Student: Help! I’m really stuck.

• Teacher: Okay, where do you think the problem is?

• Student: I don’t know.

• Teacher: Let’s start with your function. What happens on lines 2 and 3?’

• Student: I declare some variables for the starting amount and the years.

• Teacher: Very good, so let’s look at the loop part now. What happens on line 4?

• Student: It checks if i is less than the target amount and keeps looping if that’s
true.’

Best Next Question (Indirect Question)

Teacher: That makes sense, let’s look at the calculation part inside the loop. How do
we calculate the interest amount?

Medium Next Question

Teacher: Why can ”i” never reach the target amount?

Worst Next Question (Direct Question)

Teacher: Are you sure you are calculating the new fee correctly on line 6?

1

Figure 1: Example conversation with indirect (valid)
and direct (invalid) Socratic questions after preprocess-
ing. The Student’s Task has been edited to maintain
conciseness for display.

manually truncated and supplemented with082

three follow-up questions, producing dia-083

logue triplets that span the indirectness spec-084

trum (i.e., BEST, MEDIUM, WORST) for085

benchmarking future automated metrics for086

indirectness.087

• We show that IndirectScore significantly088

differentiates direct from indirect Socratic089

questions. This metric serves as an initial step090

toward establishing standardized evaluations091

of question indirectness.092

2 Related Work093

2.1 Socratic Question Generation094

Socratic dialogues and questions closely resemble095

sequential information-seeking questions or con-096

trolled QG (Reddy et al., 2019; Carlsson et al.,097

2022), with some educational application such as 098

student assessments (Stasaski and Hearst, 2017; 099

Sarsa et al., 2022). However, the factual nature of 100

these generated questions differs markedly from 101

the reasoning-driven questions essential for ef- 102

fective use of the Socratic method (Paul and El- 103

der, 2008). The most substantial contributions to 104

Socratic-style QG came from Ang et al. (2023), 105

who introduced the SoQG dataset, and Shrid- 106

har et al. (2022), who focused on mathemati- 107

cal word problems. Both datasets were gener- 108

ated via a semi-automatic process using LLMs. 109

However, the generated questions have not yet 110

been systematically evaluated for their Socratic 111

qualities. More recently, Ashok Kumar and Lan 112

(2024) attempted to automatically generate So- 113

cratic questions that were indirect and pedagogi- 114

cally sound. The study utilised a gold-label So- 115

cratic code debugging dialogues from Al-Hossami 116

et al. (2023) to produce negative samples, creat- 117

ing an artificially enriched dataset that was then 118

used to finetune an LLM (i.e, Llama 2 (Touvron 119

et al., 2023)) model. The corresponding out- 120

puts were then evaluated using ROUGE-L (Lin, 121

2004) and BERTScore (Zhang et al., 2019) against 122

larger GPT models, and their smaller model out- 123

performed state-of-the-art models 25 times its size 124

at generating questions that align better with the 125

gold-label dataset. We draw on the produced neg- 126

ative dataset, deemed too direct for student learn- 127

ing, to form part of our evaluation dataset detailed 128

below. 129

2.2 Socratic Question Evaluation 130

Acknowledged as a core component of dialectic 131

teaching, indirectness has been investigated in var- 132

ious works, although under different definitions, 133

such as “helping a student” (Tack and Piech, 2022) 134

and “usefulness” (Wang et al., 2024a). Neverthe- 135

less, the most concrete definition of indirectness 136

has been offered by Al-Hossami et al. (2023) as 137

part of the four important attributes of a Socratic 138

tutor’s question, including: 139

• Relevance: Asking questions that are con- 140

nected to the topic being discussed 141

• Non-Repetition: Asking questions that have 142

not previously been answered by the student 143

• Indirectness: Asking questions that do not re- 144

veal the answers to the student 145
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• Non-Prematurity: Asking the right questions146

at the right time based on the progress of the147

conversation.148

Although Socratic tutoring is much less covered149

within the broader field of Natural Language Pro-150

cessing, several aspects of its functionality have151

been extensively studied with respect to various152

other applications (Favero et al., 2024). In par-153

ticular, automatic evaluation metrics for assess-154

ing a question’s relevance and repetition in dia-155

logues are well established, ranging from basic156

approaches such as n-gram overlap and embed-157

ding distance to more advanced techniques such158

as “three-way attentive pooling”. (Kundu et al.,159

2020; Mikolov et al., 2013; Salkar et al., 2022).160

However, previous research has largely over-161

looked the development of automated metrics to162

assess indirectness, often defaulting to traditional163

NLP metrics such as semantic similarity and dia-164

logue ranking (Tack et al., 2023).165

2.3 Measuring Indirect Responses166

Indirect speech acts have been studied at least167

since Searle (1975)’s foundational work on168

speech-act theory. Speakers often flout cooper-169

ative maxims to generate implicatures, thereby170

communicating additional propositions beyond171

the literal content of an utterance (Grice, 1975).172

For example, given the question “Do you want to173

eat?”, we have:174

• Direct response: Conveys exactly the propo-175

sition asked, without additional information176

(e.g., ”Yes” or ”No”).177

• Indirect response: Deviates from the maxim178

of relation or quantity to add further propo-179

sitional content, relying on implicature (e.g.,180

“I’m on a diet”).181

Recent empirical work shows that indirect re-182

sponses are associated with greater uncertainty183

and lower coherence than direct replies, making184

them less predictable in a conversational context185

(Boux et al., 2022). This unpredictability can be186

formalized as the divergence between the distribu-187

tion of responses given a question and the base-188

line distribution of all possible responses, for ex-189

ample via KL-divergence measures (Zhang and190

Danescu-Niculescu-Mizil, 2020). Furthermore,191

this concept has been investigated in the context of192

conversational uptake, where point-wise Jensen- 193

Shannon Divergence (pJSD) was used to mea- 194

sure the predictability of student responses to a 195

teacher’s prompts (Demszky et al., 2021). To 196

quantify this predictability, the study leveraged the 197

cross-entropy loss of an LM as an estimator of 198

the pJSD. Their results showed that the estima- 199

tor scores were strongly correlated with instruc- 200

tional quality in all analyzed datasets, suggesting 201

that the method is not only reliable across different 202

learning environments but also holds promise as 203

an automated method for assessing the effective- 204

ness of teaching strategies. This success, on top of 205

the theoretical framework on indirect speech men- 206

tioned above, forms the motivation for our current 207

approach. 208

3 Methods 209

3.1 Constructing the Evaluation Datasets 210

We employ the v2 sigcse benchmark dataset in- 211

troduced by Al-Hossami et al. (2023) to evaluate 212

the indirectness of Socratic questioning in AI tu- 213

toring contexts. This dataset, developed with ex- 214

pert educators, comprises N = 56 unique anno- 215

tated student–tutor conversations, each simulating 216

realistic interactions in introductory programming 217

education. 218

As Figure 1 illustrates, each conversation i ∈ 219

{1, . . . , N} is represented by a tuple of four ele- 220

ments: 221

Di = (Qi, Ci, Ai, Hi) 222

where: 223

• Qi is the student’s task, 224

• Ci is the student’s code with a bug, 225

• Ai is the reference answer, 226

• Hi is the full student–tutor conversation his- 227

tory that ends with the student correctly solv- 228

ing the bug. 229

Each conversation history Hi consists of an or- 230

dered sequence of alternating student and tutor 231

turns, indexed from 1 to Ti, where Ti is the to- 232

tal number of turns. Each turn is a tuple τ
(t)
i = 233

(role(t)i , U
(t)
i ), where role(t)i indicates the role of 234

the speaker, and U
(t)
i is set of utterances or re- 235

sponses produced at turn t. 236
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role(t)i =

{
Student if t is odd,
Tutor if t is even,

for t = 1, . . . , Ti.237

For each turn τ
(t)
i with role(t)i = Tutor, the238

dataset provides up to 5 alternatives:239

U
(t)
i =

{
U

(t)
i,1 , . . . , U

(t)
i,k

}
, k ≤ 5240

These alternatives are ordered by the perceived241
level of indirectness, based on professional anno-242
tators’ judgments:243

Indirectness
(
U

(t)
i,1

)
> · · · > Indirectness

(
U

(t)
i,k

)
244

Here, U (t)
i,1 is the primary response, considered245

the most Socratic or exploratory, while U (t)
i,k offers246

the most explicit guidance, reflecting the expert247

evaluations of how much each utterance prompts248

student thinking versus delivering hints.249

Preprocessing Conversation History. To pre-250

pare the dataset for evaluation, we construct a251

truncated and standardized conversation history252

for each conversation tuple. The truncation is253

done to remove the portion of the original con-254

versation where the student has deduced the cor-255

rect reference solution. This pivotal point is re-256

moved to simulate a realistic scenario where the257

student is still exploring the problem. Let Hi =258 [
τ
(1)
i , τ

(2)
i , . . . , τ

(Ti)
i

]
denote the original history.259

We define a truncated history as:260

H ∗
i =

[
τ
(1)
i , τ

(2)
i , . . . , τ

(t∗i )
i

]
where t∗i < Ti and role(t

∗
i )

i = Student.
261

This ensures that each modified dialogue ends262

with a student’s utterance. To introduce diversity263

in context depth and to ensure robustness of our264

evaluation to conversation length, we vary the fi-265

nal truncation index t∗i randomly across different266

samples, with the criteria that t∗i is above the piv-267

otal point where the student has found the correct268

answer.269

Finally, for every tutor’s turn before the trunca-270

tion point, where t < t∗i , we retain only the pri-271

mary (i.e., most indirect) tutor response:272

τ
(t)
i = (Tutor, U

(t)
i,1 ),

∀ t such that role(t)i = Tutor.
273

That is, all alternative tutor responses are re-274

moved, as in the original dataset, subsequent stu-275

dent replies are grounded only in the tutor’s pri-276

mary utterances.277

Next Tutor Question Variants. Shown in Fig- 278

ure 2, following preprocessing, each truncated 279

conversation H ∗
i is used to construct three evalua- 280

tion variants by appending a distinct next question 281

from the tutor, denoted as NextQ i. These variants 282

differ in their indirectness level, labeled as BEST, 283

MEDIUM, and WORST, and are defined as fol- 284

lows: 285

Let the shared base context for each sample be: 286

Context i = (Qi,Ci,H
∗
i ) , 287

We then define three augmented samples per 288

conversation: 289

S
(v)
i =

(
Context i, NextQ

(v)
i

)
,

v ∈ {BEST, MEDIUM, WORST}
290

where: 291

• NextQ
(BEST)
i = U

(t∗)
i,1 , the primary tutor re- 292

sponse from the annotated set at the trunca- 293

tion point, 294

• NextQ
(MEDIUM)
i = U

(t∗)
i,k , the most direct al- 295

ternative in the same annotated set at the trun- 296

cation point, 297

• NextQ
(WORST)
i ∈ Ni, a corresponding low- 298

quality question sampled from the negative 299

set introduced by Ashok Kumar and Lan 300

(2024) mentioned earlier. 301

As a result, the original N = 56 conversations 302

are expanded into 3N = 168 total samples: 303

{
S(BEST)
i ,S(MEDIUM)

i ,S(WORST)
i

}N

i=1
, 304

enabling controlled comparative evaluation across 305

differing levels of indirectness. 306

Isolating The Effect of NextQ. To further high- 307

light the effect of NextQ , we separately modi- 308

fied each sample further to remove all conversa- 309

tion history between the student and the teacher. 310

As such, when NextQ i is appended into each con- 311

versation history, it will be the only utterance. We 312

call this new set Only NextQ with: 313

Context i = (Qi,Ci) 314
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Figure 2: Data Augmentation Process. Each negative question from the dataset by Ashok Kumar and Lan (2024)
has a one-to-one match with a corresponding conversation in the gold-label dataset from Al-Hossami et al. (2023).
This direct alignment enables seamless substitution of the negative prompt at the truncation point, yielding a low-
quality variant for the controlled evaluation.

3.2 Measuring Answer Predictability315

through IndirectScore316

Formal Definition of Indirectness With this,317

we now provide a more operationalized defini-318

tion of indirectness. Although the concept is in-319

tuitive to human educators, it has lacked a mea-320

surable formulation suitable for automated evalu-321

ation. Following the modern Socratic pedagogy322

laid by Maxwell and Maxwell (2014), we define323

indirectness as the extent to which a Socratic tu-324

tor’s question withholds the answer in a way that325

requires the student to perform more intermedi-326

ate reasoning steps to reach the correct solution.327

With all other factors held constant, a more indi-328

rect question is less likely to elicit the reference329

answer from the student’s immediate response.330

Using LLMs as Proxy Students Under this331

definition, measuring indirectness would require332

building a distribution of student–tutor responses333

in programming tutoring dialogues, but the avail-334

able data is highly scarce. Fortunately, through335

the recent advancement in LMs trained on large336

corpus of codes and dialogues, these models can337

perform as a reliable proxy for students at various338

levels, especially in single-turn evaluations (Park339

et al., 2024; Laban et al., 2025). As such, we340

utilise LMs to approximate that distribution, act-341

ing as a simulated student to respond to each vari-342

ant. We condition these models’ behavior through343

a fixed system prompt, denoted as SysPrompt and344

shown in the Appendix B.345

Thus, to quantify the indirectness of the tutor’s346

next question, we then propose IndirectScore, de-347

fined as a surprisal of the student model:348

IndirectScore
(v)
i = − log p

(
Ai | SysPrompt ,

Context i,NextQ
(v)
i

) (1)349

This formulation captures the (un)predictability 350

of the reference answer based on the tutor’s ques- 351

tions, and as such, a more indirect question should 352

yield a higher IndirectScore. To evaluate the per- 353

formance of the metric, we calculate its accuracy 354

as: 355

Accuracy =
1

3N

N∑
i=1

[
I
(
IndirectScoreBEST

i > IndirectScoreMEDIUM
i

)
+ I

(
IndirectScoreMEDIUM

i > IndirectScoreWORST
i

)
+ I

(
IndirectScoreBEST

i > IndirectScoreWORST
i

)]
(2)

356

where the indicator function I(·) is defined as: 357

I(condition) =

{
1, if the condition is true,
0, otherwise.

358

Baselines Because indirectness can easily be 359

mistaken for irrelevance, we first ensured that ev- 360

ery NextQ i selected was demonstrably relevant to 361

its conversational context. This relevance check 362

prevents our metric from rewarding off-topic ques- 363

tions merely because they differ lexically from the 364

answer. Nevertheless, we also include ROUGE-L 365

(Lin, 2004) and BERTScore (Zhang et al., 2019), 366

applied on NextQ i and Ai, as baselines for indi- 367

rectness signals captured by lexical and semantic 368

overlap respectively. 369

3.3 Experimental Setup 370

We select two programming-focused language 371

models, Qwen2.5-Coder-14B (Hui et al., 2024) 372

and CodeLlama-13B-Instruct (Rozière et al., 373

2024), as proxy students, due to their exten- 374

sive training in code and programming dialogues. 375

Their differing benchmark results also allow us 376

5



to explore how model behavior affects Indi-377

rectScore reliability. All experimental steps were378

conducted on Nvidia A100 GPUs.379

4 Results380

4.1 Quantitative Analysis381

As shown in Table 1, results from both mod-382

els outperform traditional NLP metrics, with In-383

directScore achieving an overall accuracy score384

of over 60% against expert-labeled data. The385

performances of both ROUGE-L and BERTScore386

demonstrate that, by itself, relevance between the387

question asked and the expected answer simply388

does not provide a strong enough signal to differ-389

entiate indirectness in a tutor’s prompt. By lever-390

aging the LMs’ output distributions as expected391

students’ responses, our approach mitigates these392

semantic limitations.393

Across variants, IndirectScore reveals com-394

plex model behaviors. In the full-context setting,395

Qwen2.5-Coder-14B falters most on MEDIUM396

vs. WORST while CodeLlama struggles with397

BEST vs. MEDIUM. These outcomes likely reflect398

the subtle distinctions between MEDIUM and the399

more extreme categories, often difficult to distin-400

guish even among human experts (Macina et al.,401

2023), and remain an open area of research. When402

limited to the Only NextQ as inputs, CodeL-403

lama’s accuracy rises almost universally. Qwen,404

on the other hand, actually shows a decline in405

performance, likely because its fixed SysPrompt406

leaves it unusually sensitive to the altered input407

format, yet still exceeds the traditional metrics as408

baselines. Overall, these shifts suggest that In-409

directScore detects an informative “surprise” sig-410

nal embedded in the final question, and that model411

performance hinges strongly on this last prompt’s412

format.413

Amid model-specific fluctuations, a clear trend414

emerges. IndirectScore excels when indirectness415

contrasts are stark, with BEST vs. WORST accu-416

racies exceeding 71% for both models in almost417

all cases. However, the modest effect sizes in418

Figure 3 warrant further statistical testing to con-419

firm the robustness of these gains. As such, we420

further conduct a Wilcoxon Signed-Rank Test to421

strengthen our findings across all scenarios. This422

non-parametric approach is appropriate given the423

paired nature of the test instances, where each pair424

shares an identical conversational context except425

for the NextQ . Additionally, since the data con-426

sists of conversational dialogue, normality cannot 427

be assumed, making the Wilcoxon test a suitable 428

alternative to parametric methods. 429

Figure 3: Boxplot for 3 variants across all unique con-
versations without outliers, constructed from the output
scores from the Full Context evaluation dataset.

We compare the IndirectScore values of the 430

BEST variants against both MEDIUM and WORST 431

categories. As shown in Table 2, with full context, 432

Qwen2.5-Coder-14B exhibits statistically signif- 433

icant differences, as BEST shows higher scores 434

than both MEDIUM (p < 0.05) and WORST 435

(p < 0.01). In contrast, while CodeLlama shows a 436

significant difference between BEST and WORST 437

(p < 0.01), it does not yield a significant distinc- 438

tion between BEST and MEDIUM. Finally, evalu- 439

ating on the Only NextQ condition, it continues 440

to show strong significance when distinguishing 441

between BEST and WORST, while still showing 442

difficulty in the MEDIUM cases. 443

4.2 Qualitative Analysis 444

To better understand the strengths and limitations 445

of IndirectScore, we also conduct a manual qual- 446

itative analysis of question sets, categorizing them 447

into successes and failures based on their scoring 448

patterns. Table 3 provides representative examples 449

from each category. 2 450

Analysis of Failures Our examination indicates 451

that these misclassifications (highlighted in red) 452

stem primarily from an answer-type mismatch. 453

Specifically, reference answers are typically de- 454

scriptive and open-ended, whereas some of the 455

WORST questions tend to elicit concise, closed- 456

2Refer to the provided repository for additional examples.
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Setup
Unique Conversations: 56 Total Comparisons: 168

Metric ROUGE-L BERTScore Full Context Only NextQ

Qwen CodeLlama Qwen CodeLlama

Overall Accuracy 30.13% 26.79% 64.29% 65.48% 60.12% 67.26%
BEST vs MEDIUM 37.50% 37.50% 64.29% 53.57% 48.14% 57.14%
MEDIUM vs WORST 30.36% 26.79% 57.14% 69.64% 64.29% 67.86%
BEST vs WORST 22.50% 16.07% 71.43% 73.21% 67.86% 76.79%

Table 1: Each row reports the accuracy percentage of instances where IndirectScore assigns a higher score to the
expected better variant. Full Context and Only NextQ refers to IndirectScore applied on the sample set with the
truncated conversation history and one with entire conversation history removed respectively. For each pairwise
category, we remove all other variant comparisons from the calculation.

Wilcoxon Signed-Ranked Test Alternative Full Context Only NextQ

W-val p-val W-val p-val

Qwen
MEDIUM vs BEST less 575.0 0.035 814.0 0.554
WORST vs BEST less 393.0 0.001 489.0 0.006

CodeLlama
MEDIUM vs BEST less 684.0 0.177 624.0 0.079
WORST vs BEST less 294.0 0.000 207.0 0.000

Table 2: Wilcoxon signed-rank test results comparing IndirectScore across tutor question variants for each model
and context setup. The tests evaluate whether BEST yields a higher IndirectScore than other variants under Full
and Only NextQ contexts. W-val and p-val represent the test-statistics scores and significance level respectively.

form responses. Addressing this issue might in-457

volve rephrasing these prompts to encourage more458

detailed explanations, as exemplified in the case of459

“4 28 removing even number”.460

Analysis of Successes via Bloom’s Taxonomy461

The green-highlighted success cases demonstrate462

instances where IndirectScore accurately detects463

more indirectly phrased questions. We inter-464

pret this outcome through Bloom’s Taxonomy465

(Adams, 2015), which links a question’s operative466

verbs to ascending cognitive levels from recall and467

comprehension to application, analysis, synthesis,468

and evaluation (Newton et al., 2020).469

Shown in Appendix A, an additional mutual-470

information analysis of token occurrences for471

all NextQ prompts reveals that BEST questions472

predominantly include open-ended prompts with473

terms such as “explain” and “let”. These terms474

stimulate student responses that require analy-475

sis, a higher-order cognitive process according to476

Bloom’s Taxonomy. In contrast, tokens frequently 477

appearing in the WORST questions, like “adjust” 478

and “modify” likely prompt basic recall or proce- 479

dural action. This linguistic distinction reflects a 480

narrower form of student engagement and aligns 481

with the lower levels of Bloom’s hierarchy. This 482

alignment of our metric to the well-established 483

framework lends further conceptual support for 484

IndirectScore. 485

5 Discussion 486

In this study, we introduced IndirectScore, a 487

novel metric for evaluating the indirectness of So- 488

cratic questions in tutoring dialogues. Grounded 489

in linguistic theory and educational science, and 490

leveraging recent advances in NLP, our initial 491

results demonstrate that IndirectScore can dis- 492

tinguish between clearly direct and indirect tu- 493

tor questions in programming education, outper- 494

forming traditional metrics like ROUGE-L and 495

7



Filename
Directness

Level
(Variants)

Next Teacher Question (NextQ)

0 5 fibonacci

BEST Can you explain what a recursive function is?

MEDIUM
What happens if you call the fibonacci function with
the same argument over and over again?

WORST
Do you see any problem with the recursive call on
line 7?

13 42 limit

BEST
Sure. Can you walk me through what each line
does?

MEDIUM
Sure. It looks like your for-loop is never executed.
Do you know why?

WORST
Are you sure you should be looping over ‘lst2‘ and
not ‘lst‘?

17 47 topk

BEST
Ok, no worries. Let’s review your code line by line.
Could you please explain it to me?

MEDIUM
Could you please explain what line 5 in your code
does?

WORST
What if you replace the pop method with the remove
method?

4 28 removing

BEST
Hi, Sure! It looks like your program has a syntax
error, do you know what that means?

even number MEDIUM
Hi, Sure! Do you know why it is throwing a syntax
error on line 3?

WORST
How can you modify the for loop on line 3 to correct
the syntax?

Table 3: Representation of failure and success cases for IndirectScore through Manual Analysis. Misclassified and
correctly predictied instances are highlighted in red and green respectively.

BERTScore. Despite the limited dataset, the con-496

sistent performances of our metric provides valu-497

able insights into how indirectness can be system-498

atically measured.499

Furthermore, while our focus has been on pro-500

gramming education, the work has broader im-501

plications for other complex human interactions.502

In many real-world domains, such as negotiation,503

counseling, and interviews, indirectness is not just504

a stylistic choice, but a strategic one that shapes505

engagement and their outcomes. By quantifying506

this dimension of communication, IndirectScore507

offers a foundation for evaluating and refining in-508

teractional quality across disciplines.509

Ultimately, we hope this work fosters further in-510

terdisciplinary research into how indirect commu-511

nication can be systematically evaluated to support512

more thoughtful, adaptive, and learner-centered 513

AI systems. 514

6 Conclusion and Future Direction 515

IndirectScore offers the first automated metric for 516

evaluating indirectness in Socratic tutoring, an es- 517

sential aspect of the Socratic teaching quality. The 518

metric’s success brings scalable, data-driven re- 519

finement of AI tutors closer without relying on 520

costly human annotation. 521

As future work, we will validate IndirectScore 522

on a larger, more diverse dataset. Subsequently, 523

we look to conduct controlled human studies 524

to test whether the questions preferred by In- 525

directScore truly enhance learning outcomes, 526

thereby providing a stronger empirical foundation 527

for our metric’s robustness. 528
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Limitations529

Relevance Confound and Metric Robustness530

A critical concern when operationalizing indirect-531

ness through model-based surprise is the risk of532

mistaking irrelevant or noisy tutor prompts for533

pedagogically subtle ones. That is, tutor questions534

that are off-topic or semantically unrelated to the535

student’s task may still elicit high IndirectScore536

values due to their unpredictability with respect537

to the reference answer, thereby inflating their538

perceived indirectness. As mentioned earlier, we539

have carefully mitigated this issue through metic-540

ulous data curation, manual inspection, and the541

use of BERTScore and ROUGE-L as baselines.542

Nonetheless, future work may further formalize543

this robustness by introducing adversarial irrele-544

vant prompts to stress-test IndirectScore under in-545

tentionally misleading conditions or include addi-546

tional preprocessing to discard irrelvant prompts547

before proceeding.548

Limited Dataset549

Due to the scarcity of high quality, labeled edu-550

cational datasets featuring Socratic dialogue in the551

programming domain, this study was constrained552

to a relatively small number of evaluation sam-553

ples. While additional statistical analyses were554

conducted to strengthen the validity of the find-555

ings, the proposed metric would benefit from more556

extensive evaluation on larger and more diverse557

datasets. Expanding the dataset coverage would558

provide stronger evidence of the metric’s general-559

isability across a wider range of instructional sce-560

narios.561

Domain Restriction562

This proposed method is inherently restricted to563

domains where questions have well-defined, ob-564

jective answers. It is most effective in structured565

settings such as factual knowledge assessments,566

coding tasks, and mathematical problem-solving,567

where correctness is binary or easily verifiable.568

However, it is not directly applicable to disciplines569

characterized by open-ended, exploratory, or sub-570

jective inquiries, such as philosophy, literary anal-571

ysis, or qualitative research. In such domains, an-572

swer correctness is not absolute but instead de-573

pends on interpretative depth, argumentative co-574

herence, or subjective perspectives, rendering log575

probability metrics less informative.576

Model Faithfulness and Prompt Sensitivity 577

The reliability of the proposed method is inher- 578

ently dependent on the language model used. Dif- 579

ferences in pretraining corpora, model architec- 580

tures, and fine-tuning objectives can yield diver- 581

gent output distributions, even among models op- 582

timized for similar tasks. For example, state-of- 583

the-art code-focused models such as Codex (Chen 584

et al., 2021) and Deepseek-Coder (Guo et al., 585

2024), which are not included in this study, differ 586

in their training datasets and optimization strate- 587

gies, which may influence the probability esti- 588

mates underlying the IndirectScore metric. Fur- 589

ther benchmarking across a broader range of mod- 590

els is warranted to evaluate the generalisability and 591

robustness of the proposed approach. 592

In addition, model behavior is known to be sen- 593

sitive to prompt design. Although multiple sys- 594

tem prompts were evaluated in this study to mit- 595

igate this issue, prompt engineering remains an 596

open challenge. Subtle variations in phrasing or 597

instruction style can affect the model’s output dis- 598

tribution and, consequently, the computed metric. 599

Future work may explore automated or adaptive 600

prompt optimization techniques to further enhance 601

the stability of the evaluation protocol. 602

Ethical Considerations 603

This work entails no discernible ethical or safety 604

concerns, as it utilises publicly available, de- 605

identified datasets drawn from the educational do- 606

main. The datasets are used as intended with no 607

foreseeable risks as outcomes. 608
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Evaluating text generation with bert. ArXiv,849
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A Models’ System Prompt858

This section details the system prompt used to859

condition the behavior of both models to simulate860

a student during a programming dialogue.861

Format Prompt This is used to maintain con-862

sistency in the responses of both models:863

format prompt = “Start your answer with Stu-864

dent:”865

Context Prompt This is the behavioral prompt866

used to control the simulated behavior of a novice867

programming student.868

context prompt = “ You are a first-year pro-869

gramming student who is learning how to debug870

your Python code. You are in the middle of a tu-871

toring session. Your task is to respond to the latest872

question asked by your teacher in the dialogue so873

far. Your goal is to find a solution to the bug code874

through Socratic dialogue. Respond like a real stu-875

dent: - Think out loud and explain your reasoning.876

- Only respond to the most recent question. - Use877

the code you’ve been working on to guide your878

answer.879

System Prompt We simply concatenate the two880

prompts together to create the final system prompt:881

SysPrompt = format prompt +882

context prompt883

B Mutual Information of Tokens in884

NextQ and Variant Classes885

Table 4 represents the mutual information of in-886

class occurrence of tokens - ranked by top 10 in887

each class. The full list can be acquired by running888

the source code provided in the repository.889
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BEST MEDIUM WORST

Feature MI Freqpos Feature MI Freqpos Feature MI Freqpos

way 0.033620 0.089286 observe 0.019945 0.053571 correctly 0.047615 0.125000
loop 0.025526 0.125000 say 0.019945 0.053571 condition 0.038928 0.160714
let 0.025366 0.321429 print 0.019945 0.071429 adjust 0.033620 0.089286
python 0.021669 0.053571 value 0.016227 0.267857 modify 0.031842 0.125000
inputs 0.019945 0.053571 python 0.016216 0.142857 new 0.026743 0.071429
did 0.018689 0.035714 variables 0.015633 0.089286 returning 0.026743 0.071429
code 0.017397 0.250000 method 0.015574 0.035714 problem 0.025693 0.107143
example 0.015574 0.035714 return 0.013677 0.160714 loop 0.021419 0.214286
check 0.015466 0.017857 terminal 0.013223 0.035714 operator 0.019971 0.178571
line 0.014429 0.285714 examples 0.013223 0.035714 calculating 0.019945 0.053571

Table 4: Top 10 features for each class, ranked by mutual information (MI) along with their frequency
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