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Abstract

Over the past years, significant progress has been made
in creating photorealistic and drivable 3D avatars solely
from videos of real humans. However, a core remaining
challenge is the fine-grained and user-friendly editing of
clothing styles by means of textual descriptions. To this
end, we present TEDRA the first method allowing text-
based edits of an avatar, which maintains the avatar’s high
fidelity, space-time coherency, as well as dynamics, and en-
ables skeletal pose and view control. We begin by train-
ing a model to create a controllable and high-fidelity dig-
ital replica of the real actor. Next, we personalize a pre-
trained generative diffusion model by fine-tuning it on var-
ious frames of the real character captured from different
camera angles, ensuring the digital representation faith-
fully captures the dynamics of the real person. This two-
stage process lays the foundation for our approach to dy-
namic human avatar editing. Utilizing this personalized dif-
fusion model, we modify the dynamic avatar based on a pro-
vided text prompt using our Personalized Normal Aligned
Score Distillation Sampling (PNA-SDS) within a model-
based guidance framework. Additionally, we propose a
time-step annealing strategy to ensure high-quality edits.
Our results demonstrate a clear improvement over prior
work in functionality and visual quality.

1. Introduction

Digital avatars of real humans play a vital role in vari-
ous applications, including augmented and virtual reality,
gaming, movie production, and synthetic data generation
[10, 11, 13, 29, 30, 35, 45, 66, 72]. However, creating
highly realistic and easily animatable avatars presents sig-
nificant challenges due to the intricate and diverse nature
of human geometry and appearance. While creating and
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editing highly quality avatars is possible, it remains a time-
intensive and manual process requiring substantial exper-
tise. Achieving a specific individual’s likeness further adds
complexity to this.

In the past years, text-driven image synthesis attracted
the attention of the research community, as text is one of
the most user-friendly data modalities that can be easily de-
ployed without any expert knowledge. Thanks to the wide
development and adaptation of transformers [47, 59] and
diffusion models [49], several works have shown the abil-
ity to edit images in 2D [2, 50] and 3D [14, 23, 46], given
a text prompt as input. While 2D-based methods produce
visually convincing results, they most likely can not pro-
duce edits that are 3D-consistent. In contrast, 3D-based
methods [14, 23, 46] show results on a 3D volume that can
be rendered faithfully from an arbitrary camera viewpoint.
However, such methods are mostly limited to static scenes.

Several methods have been proposed to generate 3D
avatars from textual descriptions by distilling the 2D prior
of generative models into 3D avatar representations [18, 21,
28]. However, despite the promising results, these meth-
ods often fail to adequately capture the dynamic and fine-
grained details such as clothing movement. These aspects
are crucial for interactive and dynamic applications.

Recent efforts [37, 52] have focused on modifying dy-
namic avatars while preserving their underlying motion.
However, these approaches are restricted to the upper body
[37, 52] and struggle to generalize to novel poses [37].

A significant and open challenge persists in seamlessly
applying text-based edits to highly high-quality and con-
trollable full-body avatars of real humans. The critical re-
quirement is that these edits must maintain spatio-temporal
consistency, dynamics, and the high fidelity of the original
avatar, all while adhering to user-specified modifications.

In this work, we propose TEDRA, a novel text-based
method to edit the appearance of a dynamic full-body avatar
while preserving intricate details (see Fig. 1).

Our approach assumes a full-body avatar as input, which
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Figure 1. We propose a method for text-based editing of dynamic and photoreal actors (TEDRA). Our approach edits a pre-trained neural
3D human avatar according to a user-defined text prompt. Importantly, we preserve the original dynamics and view consistency of the
digital avatar while also satisfying the desired edit.

is trained from multi-view video. In particular, our work
builds upon TriHuman [74], where the avatar representation
is modeled as a signed distance and radiance field anchored
to an explicit and deformable mesh template, allowing fast
inference of photorealistic human appearance and geome-
try. Through a pre-training stage, a drivable and photoreal
digital avatar of the real actor is obtained.

Our method enables the text-based editing of such a
dynamic volumetric avatar, ensuring spatial and temporal
coherence. More precisely, we achieve editing through
text-based conditional image generation utilizing a diffu-
sion model. We contribute several technical advancements
to ensure that the editing of TEDRA is authentic, person-
alized, and maintains visually convincing spatiotemporal
consistency. Initially, we subsample frames from multi-
view videos to capture the avatar’s appearance and dynam-
ics. We then fine-tune a pretrained diffusion model with
these frames and a unique text identifier to create a person-
alized generative model that captures the avatar’s detailed
characteristics. Building on this, we introduce Personalized
Normal-Aligned Score Distillation Sampling (PNA-SDS),
a model-based, classifier-free method inspired by Zhang et
al. [71]. The method employs two latent diffusion mod-
els—one personalized and one pre-trained—that perform it-
erative edits on the dynamic avatar. These diffusion models
are conditioned on rendered normals of the avatar to pre-
serve the dynamics while enhancing localized edits. Ad-
ditionally, noise estimates from both the personalized and
pre-trained diffusion models are strategically combined at
specific timesteps to optimally balance the original avatar
characteristics with the intended modifications.

Furthermore, to prevent oversaturation artifacts, we pro-
pose a windowed annealing strategy, that gradually reduces
the influence of the personalized diffusion model enabling
high-frequency edits. In summary, our contributions are:
• We introduce TEDRA, a method for editing dynamic full-

body 3D avatars based on textual input. Our approach
combines neural volumetric scene representations with
text-driven diffusion models. This allows for precisely

editing dynamic digital avatars while preserving detailed
wrinkle patterns and ensuring seamless animatability.

• We propose Personalized Normal Aligned Score Distil-
lation Sampling (PNA-SDS), a novel technique for per-
sonalized editing while preserving the integrity of avatar
dynamics.

• We present windowed time-step annealing for score dis-
tillation from text-to-image diffusion models, which helps
reduce oversaturation artifacts and supports detailed mod-
ifications.

We conduct a comprehensive evaluation of our method, em-
ploying both subjective and numerical assessments through
a user study and comparisons with related techniques. The
results demonstrate that our approach not only generates a
wide range of text-based edits, but also maintains the in-
tegrity of the initial appearance. Additionally, we show-
case animations of the edited avatars, further highlighting
the temporal coherency and superior performance of our
method compared to other relevant approaches.

2. Related Work

Diffusion-based Text-to-3D Generation and Editing. In
the realm of computer graphics, the synthesis of 3D assets
from textual descriptions has emerged as a captivating area
of research. These assets are generated using Score Distil-
lation Sampling (SDS), a technique introduced in Dream-
Fusion [46], which enables the generation of 3D content
from textual inputs by lifting text-to-image diffusion mod-
els to 3D domain. Fantasia3d [7] proposes a text-to-3D
content creation method by disentangling the modeling and
learning process of geometry and appearance. Meanwhile,
Hi-FA [75] introduces a novel timestep annealing approach
that progressively reduces the sampled timestep throughout
a single-stage optimization process. InstructNerf2Nerf [14]
employs an image-conditioned diffusion model for editing
NeRF scenes with text instructions. Given a Neural Ra-
diance Field (NeRF) [39] representation of a scene and
respective multi-view images, the method uses an image-



Figure 2. An overview of our approach for text-driven editing of dynamic and photoreal avatars (TEDRA). Our approach starts with a
pre-trained TriHuman model as the base human representation. Then, we leverage a fine-tuned diffusion model in conjunction with our
proposed Personalized Normal Aligned Score Distillation Sampling (PNA-SDS). The PNA-SDS technique then computes a normal aligned
model-based score distillation sampling loss to optimize the human representation towards the edit prompt while preserving the subject’s
characteristics. This process is further enhanced by incorporating an annealing mechanism, which gradually refines the editing process.

conditioned diffusion model [3] to iteratively edit the in-
put images while optimizing the underlying scene. In con-
trast, Re-PaintNerf [73] starts with the semantic selection
of the object to be modified, followed by guiding the NeRF
model using a pre-trained diffusion model. All these works
have in common that they create static scenes, which neither
support direct animation nor modeling of piece-wise rigid
articulated objects and respective dynamics, e.g. motion-
induced clothing deformations.
Diffusion-based Text-to-3D Avatar Generation. In the
field of text-driven 3D avatar generation, a series of method-
ologies have been proposed recently, each tackling a spe-
cific challenge. For instance, AvatarVerse [68] and Avatar-
Craft [24] focus on generating avatars based solely on tex-
tual input. In contrast, DreamAvatar [4] prioritizes creat-
ing avatars with controllable poses and body types. Hu-
manNorm [20] takes a unique approach, enhancing the per-
ceived realism of 3D avatars by focusing on how 2D infor-
mation translates to 3D geometry. Several methods, includ-
ing DreamWaltz [21], DreamHuman [28], and TADA [32],
combine text-driven generation with pre-built body models
to create animatable avatars. Additionally, ZeroAvatar [65]
and TeCH [22] aim to improve the overall quality and detail
of generated avatars, while HaveFun [67] tackles the prob-
lem of reconstructing avatars from just a few photos. How-
ever, all the above works rely on a parametric body model to
create a 3D avatar. When dealing with diverse avatars that
deviate significantly from the parametric model, employing
the original skinning weights in such instances will result
in animations perceived as unrealistic. Secondly, and most
importantly, they do not model the dynamics of the surface
and appearance, i.e. wrinkles and cast shadows.

Recent works such as DynVideo-E [33] and Con-
trol4D [52] focus on 4D editing, ensuring temporal and

spatial consistency by utilizing an underlying radiance field
representation. However, these methods do not prioritize
preserving the details and fidelity of the underlying avatar,
nor do they adequately capture deformations such as wrin-
kles. A closely related work, AvatarStudio [37] introduces
View-Time SDS for maintaining consistency in editing the
underlying facial avatar across multiple views. Neverthe-
less, this method encounters challenges in generalizing to
facial motions that it has not encountered before and faces
limitations in real-time rendering. Additionally, the use of
view-specific prompts in AvatarStudio leads to an entangle-
ment of camera and identity views, restricting its applica-
bility to datasets where the person’s movement is limited.
Drivable 3D Avatars. Modeling high-fidelity, dynamic
3D-clothed human avatars has been an emerging topic in
recent years. Here, we focus on the works related to the
modeling of drivable 3D avatars, which take only skeletal
poses and virtual camera views as input at inference time as
they are most closely related.

Previous research on drivable avatars can be divided into
two streams: mesh-based and hybrid approaches. Mesh-
based methods [5, 12, 53, 60] represent the shape and
appearance of dynamic characters with drivable template
meshes with static (dynamic) textures. However, the ren-
dering quality is bounded by the resolution of the underly-
ing mesh template.

To improve the quality of both the generated geom-
etry and rendering, hybrid approaches articulate implicit
fields [15, 54, 55] or radiance fields [38, 69] with the explicit
shape proxies, i.e., 3D skeletons, parametric human body
models [26, 36, 42, 44], or person-specific template meshes
[13, 29, 34, 74]. A prevalent research trend [1, 6, 9, 19, 25,
31, 41, 56, 57, 62, 64] focuses on modeling dynamic hu-
mans by mapping the posed space to a pose-agnostic canon-



ical space. To better model the pose-dependent appearance
of humans, recent studies [10, 13, 29, 35, 45, 66, 72] incor-
porate motion-aware residual deformations in the canoni-
calized space. Among them, Neural Actor [35] and HD-
Humans [13] leverage the texture space of the human body
mesh as local features to model dynamic human appear-
ances. Nevertheless, both methods require approximately
5 seconds to render a single frame. TriHuman [74] achieves
real-time rendering and geometry generation through a
deformable tri-plane anchored on the motion-controllable
template mesh. The rendering and geometry quality is on
par with, or even better than, the previous offline methods
and significantly excels the real-time methods. We, there-
fore, take it as our underlying drivable avatar representa-
tion. Nevertheless, all these approaches exhibit a limitation
as they do not allow for text edits and solely animate the
clothing presented in the video.

3. Method

We aim to edit a pre-trained 3D human avatar, learned from
multi-view video data, using textual prompts that spec-
ify desired changes, such as ”Man wearing a hoodie” (see
Fig. 2). The main challenge is to maintain the avatar’s over-
all characteristics, transfer the original clothing dynamics,
and achieve the specified edits.

We leverage the recent state-of-the-art neural 3D avatar
representation, TriHuman [74], for its high geometric and
visual quality and its real-time performance. The challenge
lies in preserving intricate dynamics, such as wrinkles and
other details, from the pre-trained human avatar during the
editing process. To achieve this, we propose a novel score
distillation-based approach, which effectively leverages the
edit capabilities of large text-guided latent diffusion mod-
els (LDM) [8, 49] to coherently modify the motion-aware
geometry and appearance generated by TriHuman. Next,
before we introduce TEDRA (Sec. 3.2), we first discuss
the necessary foundations, i.e., the avatar representation,
LDMs, and Score Distillation Sampling (Sec. 3.1).

3.1. Preliminaries

Avatar Representation. Among the existing methods, we
choose TriHuman [74] as the human representation for its
ability to generate high-quality, motion-aware, and coherent
geometry and appearance of dynamic humans in real-time.

As a hybrid representation, TriHuman firstly adopts an
explicit, skeleton-driven human template mesh to depict the
human character’s coarse geometry. To generate the tem-
plate mesh, it learns the non-rigid deformation of the human
template mesh in the canonical space in a graph-to-graph
translation manner [12]. The non-rigid deformed canonical
template meshes are then transformed to the posed space
via Dual Quaternion Skinning [27].

While the template mesh captures the motion-aware dy-
namics of the human characters, the fidelity of the appear-
ance and geometry is bounded by the resolution of the
template mesh. To this end, TriHuman introduced a de-
formable volume, parameterized with a Tri-plane, anchored
on the deformable character’s texture space. Given a spatial
sample xj along marching rays in the posed space, TriHu-
man non-rigidly maps the sample xj to the texture volume
bridged by the pose-deformed template mesh through in-
verse skinning. The respective position of xj in the texture
volume is denoted as uj . The sampled Tri-plane’s features,
denoted as Fj,f at position uj are further fed into two shal-
low MLPs, i.e., the shape MLP Hsdf , and the color MLP
Hcol, to produce the corresponding SDF sj,f and color
value cj,f .

Hsdf(Fj,f , p(uj) = sj,f ,qj,f (1)
Hcol(qj,f ,nj,f , p(d)) = cj,f . (2)

where qj,f denotes the motion-aware local shape features,
nj,f is the surface normal, p indicates positional encod-
ing [38], f denotes the frame index, and d is the ray direc-
tion. Lastly, unbiased volume rendering [61] is adopted to
integrate the ray samples and generate the final rendering.
We refer to the original work [74] and our supplemental
document for more details.
Latent Diffusion Models. In Latent Diffusion Mod-
els (LDMs) [49], an encoder function E maps a high-
dimensional data point x, e.g., an image, into a lower-
dimensional latent representation z = E(x). This latent
space representation is then subject to a diffusion process
[17, 40], a Markov chain of T steps. Each step adds a small
amount of Gaussian noise, gradually transforming the data
into a noise distribution. Mathematically, this process can
be described as:

zt =
√
αtz+

√
1− αtϵ, ϵ ∼ N (0, I). (3)

where the diffusion timestep t ranges from 1 ≤ t ≤ T .
The reverse diffusion process in LDMs aims to gradually
denoise the latent representation to generate new data sam-
ples. The reverse process is modeled by a neural network
ϵϕ, where ϕ represents the trainable parameters of the net-
work. This network learns to predict the noise ϵ added at
each step, enabling the model to reverse the diffusion pro-
cess. Diffusion models, akin to various other generative
models, are inherently capable of capturing conditional dis-
tributions denoted as p(x|c), where c represents a condi-
tioning variable. The learning process for the conditional
latent diffusion models then minimizes

Eϵ∼N (0,1),t

[
∥ϵ− ϵϕ(zt, t, c)∥22

]
. (4)

Score Distillation Sampling (SDS). Score Distillation
Sampling [46] optimizes an implicit 3D representation from



textual descriptions to generate a view-consistent scene us-
ing pre-trained 2D text-to-image diffusion models. The
approach constructs the scene through a differentiable im-
age parameterization, employing a differentiable genera-
tor G that produces 2D images x from 3D scene parame-
ters θ. The method utilizes a combination of a pre-trained
and personalized diffusion model to derive a score func-
tion Ψϕ(xt,y, t). This score function estimates the noise ϵ,
given the noisy image xt, text embedding y, and noise level
t. The score function is crucial for determining the gradient
direction for the scene parameter updates θ. The gradient,
essential for updating these parameters, is computed as

∇θLSDS(ϕ,x) = Et,ϵ

[
µ(t)(Ψϕ(xt;y, t)− ϵ)

∂x

∂θ

]
. (5)

Here, µ(t) is a weighting based on the diffusion timestep t.

3.2. Proposed Method

We start by employing the pre-trained TriHuman model to
generate images displaying diverse views and poses. Sub-
sequently, we fine-tune the pre-trained Stable Diffusion
model [48] on these generated images, utilizing an identity-
specific prompt (Sec. 3.2.1). To ensure the accurate editing
of the pre-trained avatar, we introduce our novel PNA-SDS
loss (Sec. 3.2.2). This loss is computed through model-
based classifier-free guidance [16], guided by the normal-
aligned ControlNet [70]. Finally, we introduce our window-
root timestep annealing strategy (Sec. 3.2.3), specifically
designed for diffusion-guided text-to-3d editing.

3.2.1 Fine-tuning the Latent Diffusion Model

In dynamic full-body editing, the main challenge is pre-
serving the original characteristics of the body, such as ap-
pearance, cloth deformations, and motion dynamics, rather
than completely altering its appearance. DreamBooth [50]
addresses identity-specific image generation by fine-tuning
the Latent Diffusion Model (LDM) with an identity-specific
prompt and a few images (4-5) of the subject. While effec-
tive for generating novel images, it is not suitable for con-
sistently editing articulated and animatable avatars. Unlike
AvatarStudio’s [37] view-time fine-tuning scheme for short-
sequence facial edits with 8-10 images, editing animatable
full-body avatars is more complex and requires the LDM to
manage novel poses and extensive view-dependent appear-
ances, necessitating long sequences with a large number of
frames for training. Furthermore, the fine-tuning strategy
struggles with large datasets to generate accurate view-time
token samples.

To address this, we propose a more comprehensive fine-
tuning strategy that encompasses all conceivable poses and
viewpoints, aiming to accurately represent the full spec-
trum of human surface dynamics and appearances. We ren-
der multi-view and multi-pose images denoted as [xi; i ∈

{1, ..., n}] from the pre-trained TriHuman model for fine-
tuning the UNet and the text encoder of the LDM. The
fine-tuning process is further refined by incorporating an
identity-specific token alongside a class noun within the
prompt. This results in a structured prompt of the form
’a photo of a sks man/woman’, where ’sks’ is the identity-
specific token.

We then fine-tune the UNet, denoted as ζ̂ϕ and text en-
coder Γ, so the LDM can regenerate an image xi from an
initial noise map ϵ ∼ N (0, I) and a conditioning vector
s = Γ(P), derived using a text encoder, conditioned on
a text prompt P. The fine-tuning of ζθ and Γ is super-
vised with a squared error loss function and a class-specific
prior preservation loss [50]. The squared error loss for de-
noising a variably-noised image or latent code, given by
zt,i = αtE(xi) + βtϵ, is expressed as

Exi,si,ζ,t

[
wt∥ζ̂ϕ(zt,i, s)− E(xi)∥22

]
, (6)

where αt, βt, and wt control the noise schedule.
After fine-tuning the LDM, we use a pre-trained normal-

aligned ControlNet [70] encoder conditioned with a null
prompt to control the virtual camera view and skeletal pose
in the generated images.

3.2.2 Personalized Normal-aligned Model-based Score
Distillation (PNA-SDS)

To enable subject-consistent, view, and pose-dependent ed-
its, we compute the edit score with model-based classifier-
free guidance [16] for updating the pretrained TriHuman
model. This is done by interpolating the noise estimates
from the fine-tuned model ζ̂ϕ and pre-trained stable diffu-
sion model ζϕ, respectively, at specific timesteps. Our 3D
human representation can generate surface normal maps,
which guide the diffusion models via our normal-aligned
pre-trained ControlNet. We adopt a parameter k based on
the diffusion timestep t to determine whether or not to in-
terpolate between the scores, which effectively balances be-
tween edits and appearance.

Given a rendered image x, we obtain its latent represen-
tation z using the VAE of the stable diffusion: z = E(x). We
then uniformly sample a diffusion timestep t ∼ U(t1, t2),
where t1 and t2 represent the upper and lower limits of the
diffusion noise timestep t. These limits are introduced in
the next paragraph, where we discuss the annealing process.
We apply this sampled timestep to introduce noise to the in-
put latent, resulting in a noised latent zt.

Let c represent the embedding of the editing text prompt
(e.g., ’a photo of a man wearing a hoodie’), ĉ represent the
text embedding of the prompt for the identity (e.g., ’a photo
of a sks man’), and n (Eq. 2) represents the normal map
rendered with TriHuman. Then, we can obtain the editing
score as follows:



Ψ(zt, t, c, ĉ,n) = w
(
(1− v) ζϕ(zt, c,n) + v ζ̂ϕ(zt, ĉ,n)

)
+ (1− w) ζϕ(zt,n),

v =

{
0.3 if t > k,

0 otherwise.

(7)

where w is the overall guidance weight and v stands for the
model guidance weight. We use Eq. 7 for the noise estimate
and k represents a threshold timestep for using a personal-
ized diffusion model. It is important to note that incorporat-
ing surface normals as a condition for both text-guided and
null prompts is essential to maintain spatial relationships
and surface orientations within the estimated score. Our
Personalized Normal Aligned-SDS, combined with a com-
prehensive fine-tuning strategy, excels in generalizing edits
to novel views and poses not seen in the fine-tuning dataset.
In Fig. 5, we show the effectiveness of Personalized Normal
Aligned-SDS compared with other SDS variants.

3.2.3 Windowed Root Timestep Annealing

Similar to previous studies [7, 63, 75], our experimental re-
sults indicate that Score Distillation Sampling (SDS) en-
counters notable challenges related to over-saturation and
loss of fine details, particularly when a large timestep t
is randomly selected. In diffusion models, the higher
timesteps correspond to the semantics of the image, while
the lower timesteps correspond to finer details [43]. Thus,
for an editing task, it is crucial to establish the edit seman-
tics early on and then move to add finer details.

Several annealing strategies have been proposed [7, 63,
75], but none of them are suitable for an editing task.
HiFA [75] proposed a square root annealing strategy for
selecting the diffusion timestep t based on the iteration
step, directly correlating the diffusion process’ progression
with the training iteration. However, random sampling of
t is crucial for model-based classifier-free guidance as per
Eq. 7. When t is deterministically chosen, as in HiFA, we
face the following limitations:
• With a fixed threshold k = 600, model-based guidance

ceases after t > k, leading to a complete loss of original
appearance due to the lack of influence from the person-
alized model in later iterations (refer to PNA-SDS+HiFA
annealing in Sec. 4.3).

• Constant model-based guidance (k = 0) restricts edit
flexibility and results in blurry artifacts.

Thus, it is important to stochastically sample t to balance
the original appearance and edit flexibility.

To address this, we introduce a windowed square root
annealing strategy specifically designed to modulate the an-
nealing of timesteps while allowing random sampling. This
approach ensures a more controlled and gradual progression
of timesteps during the training process.

InsN2N [14] AvatarStudio [37] Ours
Q1 9.6 12.8 77.6
Q2 12 24 64
Q3 14.4 8 77.6
Q4 11.2 10.4 78.4

Table 1. User Study. Results from our study with 25 participants.
Our approach outperforms AvatarStudio and InstructNeRF2NeRF
(InsN2N) by a large margin.

Given the total number of iterations N and the current
iteration τ , along with a specified window size w, our an-
nealing values are:

t1 = tmax − (tmax − tmin)

√
τ

N
, t2 = t1 − w, k =

t1 + t2

2
.

(8)
Here, tmax and tmin represent the maximum and mini-

mum diffusion timesteps, respectively. The window [t1, t2]
is the range within which t is randomly sampled. The pa-
rameter k signifies the timestep for using the personalized
diffusion model. This dynamic window adapts throughout
the annealing process, facilitating a balance between estab-
lishing edit semantics at higher timesteps and adding fine
details at lower timesteps, thereby mitigating issues of over-
saturation.

Moreover, the weight v of the personalized diffusion
model is annealed to enhance the faithfulness of the edits
to the input prompt. This approach not only improves the
semantic integrity during initial higher timesteps but also
ensures the preservation of fine details as the process pro-
gresses to lower timesteps.

4. Experiments
Our evaluation focuses on three key aspects: 1) Ensuring
alignment with the target text prompt while maintaining the
subject’s inherent characteristics; 2) The capability to pro-
duce 3D consistent edits for high-quality free-view render-
ing; 3) The temporal coherency of the generated edits, en-
abling dynamic replay and skeleton animations.

Dataset. We conduct experiments on one subject (wear-
ing shorts and a shirt) of the DynaCap dataset [12], which
is recorded in a calibrated multi-camera studio. In addi-
tion, we captured three more subjects in various clothing in
a similar studio setup. For training TriHuman, we obtain
skeletal motion using markerless motion capture [58], and
foreground masks using background matting [51]. For more
details, we refer to the supplemental document.

4.1. Qualitative Results

Fig. 3 presents the text-based edits upon a single identity
with various poses generated by TEDRA. The results ob-
tained from TEDRA shine in the following aspects: (1)



Figure 3. Qualitative Results. We present the text-based visual editing results and the underlying geometry. Our method generates
compelling text-driven visual edits, ensuring 3D and temporal consistency while altering appearance and geometry. We recommend the
readers to zoom in for better viewing of the details.

Figure 4. Qualitative Comparison. Our approach preserves the
subject’s characteristics and produces visually compelling edits
that align with the prompts.

Localized and precise: As illustrated in Fig. 3 (”Women
wearing sunglasses”), TEDRA yields fine-grained edits in
the target region while preserving the clothing wrinkle de-
tails from the original avatar. (2) Versatile and expressive:
As shown in Fig. 3 (”Women wearing a suit”), TEDRA
can modify not only the appearance but also the style of
the outfits. The edited outfits significantly differ from the
originals in both, style and appearance. (3) 3D and tempo-
ral coherent: TEDRA edits, both the appearance and the
underlying geometry of the clothed human avatar to align
with the given text prompt, as evident in the representations

of Fig. 3 (”Women wearing military uniform”). The edits
seamlessly integrate with the drivable avatar and remain co-
herent across various poses.

4.2. Quantitative Evaluation

We compare our method with two recent 3D text-based edit-
ing approaches: InstructNeRF2NeRF [14] and AvatarStu-
dio [37]. To ensure a fair comparison, we use the same
training data for InstructNeRF2NeRF and apply AvatarStu-
dio’s full-head editing strategy to our full-body avatar.
Fig. 4 shows the outcomes under different text prompts.

InstructNeRF2NeRF exhibits poor alignment with target
prompts and significantly alters the original appearance by
editing incorrect regions. AvatarStudio produces blurry re-
sults that lack fine details like wrinkles and clothing dynam-
ics. In contrast, our method retains fine details and dynam-
ics, producing more coherent edits aligned with the text.

Given the difficulty of quantitative comparison with
ground truth in this setting, we adopted a user study ap-
proach from AvatarStudio [37]. Each session featured four
side-by-side videos: the original input and randomly shuf-
fled outputs from three text-driven methods. We evaluated
three identities with three different prompts, totaling nine
videos, each 10-15 seconds long. Participants were asked
to respond to the following questions:

• Q1: Which method better preserves the appearance of the
input sequence (subject consistency)?



Figure 5. Ablation Study. Our full method achieves visually plau-
sible edits and preserves the dynamics of the original character.

InsN2N [14] AvatarStudio [37] Ours

CLIP Similarity ↑ 0.1656 0.1412 0.2098
FID Score ↓ 98.932 116.732 80.74

Table 2. We adopt CLIP text-image Direction Similarity to assess
the alignment of the edits with the text within the CLIP space.
Additionally, we report the FID scores to evaluate the preservation
of appearance and geometric accuracy of the avatars.

• Q2: Which method better adheres to the provided textual
prompt (prompt preservation)?

• Q3: Which method better maintains the animations and
dynamics of the original motion (temporal consistency)?

• Q4: Which method performs better overall, considering
the three aspects above?
Tab. 1 presents the user study from 25 participants, with

our method consistently receiving the highest ratings. For
overall quality (Q4), our method was preferred 78.4% of
the time, compared to AvatarStudio’s 10.4% and Instruct-
NeRF2NeRF’s 11.2%. We also evaluate CLIP Text-Image
Direction Similarity and FID scores. Tab. 2 shows that our
method outperforms prior works by a large margin.

4.3. Ablations

In Fig. 5 and Tab. 3, we conduct ablative studies to assess
the effectiveness of our design choices. Initially, we estab-
lish the necessity of incorporating normals as a condition
for, both, the edit-prompt and the null-prompt, we use a
pre-trained diffusion model [48] and ControlNet [70] (Eq.
7 with v = 0), which we term as NA-SDS. As shown in
Fig. 5, aligning the score with normals crucially helps to
preserve geometric details that are lost with standard SDS.

Next, we highlight the importance of adopting the per-
sonalized model to preserve the appearance. Here, we com-
pute the score using our proposed loss, but we exclude the
normals to highlight the impact of the personalized model
(Eq. 7 with n = ⊘) termed as P-SDS. We observe an im-
provement in the appearance and overall structure of the ed-
its compared to vanilla SDS.

Although the model with Personalized-SDS, i.e, P-SDS,
demonstrates significant improvements compared to stan-
dard SDS, the absence of geometric guidance from nor-
mals results in broken avatars. To this end, we use nor-
mal guidance in our PNA-SDS formulation Eq. 7, which

SDS NA-SDS P-SDS PNA-SDS PNA+HiFA Ours

0.1153 0.2256 0.1844 0.2005 0.1159 0.2409

Table 3. CLIP-Similarity scores corresponding to the ablations
presented in Fig.5. Note that each of our design choices leads to
an improvement compared to the baselines.

further helps preserve the geometry as well as the key fea-
tures in the original avatar. Yet, the random sampling of the
timestep t leads to a diminished resolution of fine details,
underscoring the necessity for an annealing process.

Additionally, we illustrate the ineffectiveness of the an-
nealing strategy proposed by HiFA [75] (termed as PNA-
SDS + HiFA annealing) when applied to our method. Here,
we set a constant value for k and deterministically select
the value of diffusion timestep t based on the iteration step.
This is ineffective for our approach as once t < k, the per-
sonalized model does not contribute to the score, resulting
in a complete breakdown of the avatar.

In striking contrast, our full method, termed Ours, deliv-
ers high-quality edits while preserving the crucial details of
the pre-trained human avatar. The CLIP scores for the abla-
tion study (Tab. 3), further prove that our complete method
outperforms all design alternatives in terms of alignment
with the textual prompts and overall visual quality.

5. Conclusion
In this work, we tackled the problem of intuitive editing
of 3D neural avatars where a user can specify a desired
edit via text prompts. Our method then automatically ad-
justs the shape and appearance of the neural avatar to fulfill
the user’s demands while maintaining the subject’s visual
coherence. At the technical core, we propose a Person-
alized Normal-Aligned Score Distillation Sampling and a
windowed timestep annealing to ensure space-time consis-
tency in edits and high visual fidelity. Our results demon-
strate a clear step towards more intuitive, high-fidelity 3D
neural avatar editing and outperform respective competing
methods. While TEDRA facilitates the intuitive editing of
3D neural human avatars with space-time consistency and
superior visual quality, it faces challenges with long train-
ing times. Future work will focus on enabling more detailed
edits while reducing resource demands.
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