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Abstract

Multi-document summarization, a complex001
task in natural language processing, requires002
synthesizing information from multiple texts.003
Despite the focus on pre-training in recent re-004
search, the role of fine-tuning has been un-005
derexplored. We introduce SynText, a model006
that builds on the PRIMERA model for multi-007
document summarization through momentum008
calibration fine-tuning. Our results show that009
SynText surpasses the current state-of-the-art010
on the MultiNews dataset across all major011
ROUGE metrics. This work highlights the im-012
portance of not taking fine-tuning strategies for013
granted.014

1 Introduction015

1.1 Background016

Multi-document summarization, generating sum-017

maries from related documents, has seen significant018

advancements with pre-trained language models,019

especially encoder-decoder transformers (Xiao et020

al., 2022; Beltagy et al., 2020). The current state-021

of-the-art involves pyramid-based masked sentence022

pretraining, superior to other transformer models023

in data diversity (Xiao et al., 2022). This method024

trains models to identify and aggregate key infor-025

mation across document clusters.026

1.2 Research Gap027

However, research has focused more on pre-028

training than on fine-tuning techniques. Vanilla029

fine-tuning, based on Maximum Likelihood Estima-030

tion, faces challenges like exposure bias and loss-031

evaluation mismatch, affecting model performance032

during evaluation (Wiseman and Rush, 2016; Ran-033

zato et al., 2015).034

1.3 Contributions035

This paper introduces momentum calibration036

fine-tuning, a specialized alternative to enhance037

multi-document summarization, extending the 038

gains seen in single-document summarization to 039

multi-document contexts (Zhang et al., 2022). Our 040

main contributions include: 041

1. Exploring advanced fine-tuning methods for 042

performance improvement in multi-document 043

summarization. 044

2. Presenting SynText, a model using momen- 045

tum calibration fine-tuning, showing signif- 046

icant performance gains on the MultiNews 047

dataset over the state-of-the-art PRIMERA 048

model. 049

1.4 Organization 050

The paper will discuss pre-existing research, 051

our model’s architecture, pre-training, fine-tuning 052

strategies, experimental setup, results, limitations, 053

and potential future work and ethical considera- 054

tions. 055

2 Relevant work 056

2.1 Multi-document summarization 057

Multi-document summarization, a task of syn- 058

thesizing information from multiple documents, 059

employs various methods categorized into graph- 060

based models, hierarchical models, and pretrained 061

transformer-based models. 062

2.2 Graph-based summarization 063

Graph-based models utilize graph neural net- 064

works to synthesize inter-document information. 065

However, they depend on external data like dis- 066

course structures for graph construction, complicat- 067

ing their use (Liao et al., 2018; Li et al., 2020). 068

2.3 Hierarchical summarization 069

Hierarchical models create higher-level docu- 070

ment representations before information synthe- 071

sis. Their downside is the often-required domain- 072
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specific knowledge, limiting generalizability (Jin073

et al., 2020; Su et al., 2021).074

2.4 Attention-based summarization075

Recent advancements in multi-document sum-076

marization have been driven by pretrained trans-077

former models. These models, such as Long-078

former, efficiently process lengthy sequences079

and manage long-range dependencies, crucial for080

multi-document contexts (Beltagy et al., 2020).081

PRIMERA, a state-of-the-art model, pre-trains a082

Longformer with an entity-based sentence mask-083

ing objective, enabling effective cross-document084

information integration (Xiao et al., 2022).085

2.5 Fine-tuning strategies086

Despite its success, PRIMERA’s vanilla fine-087

tuning approach misses out on potential perfor-088

mance enhancements from more specialized fine-089

tuning methods. Various fine-tuning strategies have090

emerged to maximize pretrained model outputs.091

These include scheduled sampling and optimiza-092

tion algorithms inspired by reinforcement learn-093

ing action sequences (Bengio et al., 2015), and094

contrastive learning approaches for improving text095

generation in summarization (Pan et al., 2021).096

2.6 Ranking-based fine-tuning097

Long-standing two-stage re-ranking techniques098

in text generation for summarization have shown099

effectiveness. Some methods involve re-ranking100

output from neural text generation models, demon-101

strating promising results (Liu et al., 2021).102

2.7 Online fine-tuning103

In contrast to these, our model employs momen-104

tum calibration, a shared-parameter technique. The105

current state-of-the-art in text generation, momen-106

tum calibration aligns candidate sample probabili-107

ties with their actual quality, measured by an exter-108

nal metric. This online fine-tuning approach uses109

a generator model, which is a momentum moving110

average of the online model, to generate candidate111

samples for fine-tuning (Zhang et al., 2022).112

2.8 Extending momentum calibration113

While momentum calibration has proven effec-114

tive in text generation and summarization, its appli-115

cation to multi-document summarization remains116

unexplored. Our work investigates the potential117

of combining momentum calibration with vanilla118

fine-tuning to achieve further performance gains in 119

multi-document summarization. 120

3 Model 121

3.1 Model overview 122

SynText, a blend of "synthesize" and "text," is 123

based on the PRIMERA model, which currently 124

leads in multi-document summarization (Xiao et 125

al., 2022). Rather than starting from scratch, we 126

build on established models and enhance them with 127

momentum calibration. 128

3.2 Model architecture 129

Figure 1: Architecture overview

SynText employs a transformer architecture, 130

widely recognized as the universal framework for 131

various natural language processing tasks (Vaswani 132

et al., 2017; Lin et al., 2021). Specifically, we use 133

the Longformer-Encoder-Decoder variant, adept at 134

handling long text sequences, a key requirement 135

for summarization (Beltagy et al., 2020). Tradi- 136

tional transformers struggle with long sequences 137

due to their quadratic scaling self-attention mech- 138

anism. Longformer counters this with a blend of 139

local windowed and global attention, transforming 140

the processing from quadratic to linear complexity. 141

It builds upon RoBERTa’s large-scale linguistic 142

and semantic exposure, enabling efficient multi- 143

document handling (Liu et al., 2019). 144

3.3 Model pre-training 145

Figure 2: Pre-training overview

PRIMERA extends Longformer-Encoder- 146

Decoder by employing a Gap Sentence Generation 147

objective tailored for multi-document summariza- 148

tion. Task-specific pre-training has been shown to 149

offer performance benefits (Zhang et al., 2020). 150

The Entity Pyramid approach, inspired by the 151

Pyramid Evaluation method, involves generating 152
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salient sentences that have been masked with a153

[sent-mask] token. These sentences are ranked154

using Cluster ROUGE, based on entity frequency155

from the document cluster (Xiao et al., 2022).156

3.4 Model fine-tuning157

Figure 3: Fine-tuning overview

While PRIMERA’s vanilla fine-tuning excels on158

the MultiNews dataset, we believe specialized fine-159

tuning strategies can enhance performance. We160

employ momentum calibration, an online method161

proven in single-document summarization (Zhang162

et al., 2022). This method involves two model163

copies: a generator and an online model. The gen-164

erator, whose parameters are a moving average of165

the online model, creates candidate samples. These166

samples are then evaluated using ROUGE, ranking167

them to compute a margin-based pairwise ranking168

loss. This loss, combined with vanilla loss, refines169

the online model, which undergoes parameter up-170

dates and momentum adjustments. We first conduct171

vanilla fine-tuning before applying momentum cal-172

ibration, expecting significant performance gains173

in multi-document summarization.174

3.5 Model capabilities175

In summary, SynText’s strength lies in its com-176

bination of a robust transformer-based architec-177

ture and a novel fine-tuning approach. By lever-178

aging momentum calibration, we anticipate sur-179

passing the capabilities of existing models in multi-180

document summarization, as demonstrated in our181

performance evaluations at each training stage.182

4 Experiments183

4.1 Model checkpoint184

For our experiments, we used the pre-trained185

PRIMERA model from its official GitHub reposi-186

tory, which outperforms the version on Hugging-187

Face. We selected the last publicly available model188

checkpoint for our foundation. Our work mini-189

mizes dependency on external libraries, relying190

primarily on PyTorch version 2.1. The libraries191

and model checkpoints we do use are free, open-192

source, and publicly-available and these were used193

as originally intended.194

4.2 Dataset 195

Our results are based on the MultiNews dataset 196

(Fabbri et al., 2019), which consists of numerous 197

news articles and their human-written summaries. 198

These summaries are crafted for fluency rather than 199

mere compression, offering a more realistic model 200

for real-world applications. The dataset varies in 201

the number of documents per example, ranging 202

from 2 to 10, aiding in model generalization. The 203

news articles and the summaries are in English. 204

This dataset is free, open-source, and publicly- 205

available and it was used as originally intended. 206

The dataset was sourced from HuggingFace, 207

with preprocessing involving the removal of ex- 208

traneous newlines and splitting training input on 209

the “|||||” symbol. For processing, documents in a 210

cluster are concatenated with a <doc-sep> token, 211

applying a global attention mask, and tokenized 212

with a maximum length of 4096. 213

4.3 Hyperparameters 214

Our hyperparameters mirror those used in single- 215

document summarization for momentum calibra- 216

tion (Zhang et al., 2022). This includes 8 epochs, a 217

batch size of 16, Adam optimizer, linear learning 218

rate scheduling with 1 warm-up step, and 225 train- 219

ing steps. For momentum calibration, we set the 220

number of candidate samples to 16, margin coef- 221

ficient to 0.001, length normalization to 2, vanilla 222

loss weighting to 0.01, and momentum coefficient 223

to 0.995. 224

4.4 Evaluation metrics 225

We evaluated model performance using ROUGE 226

metrics (ROUGE-1, ROUGE-2, and ROUGE-L), 227

the industry standard for summarization algorithms 228

(Lin, 2004). These metrics assess unigram, bigram 229

overlap, and longest common subsequence, respec- 230

tively. These metrics are free, open-source, and 231

publicly-available and these were used as originally 232

intended. 233

4.5 Performance 234

Our results on a single run of the MultiNews 235

dataset show that SynText surpasses the cur- 236

rent state-of-the-art, PRIMERA, across all major 237

ROUGE metrics. Specifically, SynText achieves a 238

ROUGE-1 score of 54.0, ROUGE-2 score of 23.8, 239

and ROUGE-L score of 30.7, significantly outper- 240

forming PRIMERA (Xiao et al., 2022). 241
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Figure 4: MultiNews results

Model ROUGE-
1

ROUGE-
2

ROUGE-
L

Base Model 17.3 3.7 10.4
Pyramid Eval-
uation Gap
Sentence Genera-
tion Pre-training

42.0 13.6 20.8

Vanilla Fine-
tuning

49.9 21.1 25.9

Momentum
Calibration Fine-
tuning

54.0 23.8 30.7

Table 1: Ablation study results

4.6 Ablation study242

Our analysis of the training process reveals that243

both the vanilla fine-tuning and momentum cali-244

bration stages significantly contribute to SynText’s245

performance. Pre-training yields the most substan-246

tial improvements, but the specialized fine-tuning247

strategies also demonstrate substantial gains, vali-248

dating our approach. These results underscore the249

effectiveness of momentum calibration in enhanc-250

ing multi-document summarization performance.251

5 Conclusion and Future Work252

In this paper, we introduced SynText, a ground-253

breaking model for multi-document summarization.254

SynText advances beyond the current state-of-the-255

art PRIMERA model by integrating momentum256

calibration fine-tuning, a technique previously suc-257

cessful in single-document summarization. Our258

results indicate that SynText significantly outper-259

forms the established benchmarks on the Multi-260

News dataset, achieving superior results across all261

key ROUGE metrics. This improvement highlights262

the effectiveness of specialized fine-tuning strate-263

gies in enhancing multi-document summarization 264

performance. Future work could apply SynText to 265

diverse datasets, such as WikiSum (Cohen et al., 266

2021). 267

6 Limitations 268

The limitation of our work is that, due to a lack 269

of computational resources, we had to run our ex- 270

periments on a randomized subset of the dataset. 271

Currently, we are working on gaining access to 272

more computational resources so we can train and 273

evaluate the model on the entire dataset. Never- 274

theless, the early results are very promising and 275

corroborate our claims. 276

7 Risks and Reproducibility 277

The ethical risks include deep learning models 278

like ours being used as part of disinformation cam- 279

paigns. For reproducibility, we plan to release all 280

of our code in a Google Colaboratory notebook in 281

the future when we have access to more comput- 282

ing resources. Our publicly-released model will 283

be completely open-source and will be trained and 284

evaluated on the full MultiNews dataset and ex- 285

pect to see the same level of state-of-the-art perfor- 286

mance as highlighted in our work. 287
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