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Abstract

This work introduces Structured Linear Controlled Differential Equations (SLiCEs),
a unifying framework for sequence models with structured, input-dependent state-
transition matrices that retain the maximal expressivity of dense matrices whilst
being cheaper to compute. The framework encompasses existing architectures, such
as input-dependent block-diagonal linear recurrent neural networks and DeltaNet’s
diagonal-plus-low-rank structure, as well as two novel variants based on sparsity
and the Walsh–Hadamard transform. We prove that, unlike the diagonal state-
transition matrices of S4D and Mamba, SLiCEs employing block-diagonal, sparse,
or Walsh–Hadamard matrices match the maximal expressivity of dense matrices.
Empirically, SLiCEs solve the A5 state-tracking benchmark with a single layer,
achieve best-in-class length generalisation on regular language tasks among parallel-
in-time models, and match the performance of log neural controlled differential
equations on six multivariate time-series classification datasets while cutting the
average time per training step by a factor of twenty.

1 Introduction

Parallel-in-time architectures, such as Transformers and Structured State-Space Models (SSMs),
have allowed language models to scale to billions of parameters [96, 39]. However, theory and
practice agree that these models do not generalise to longer sequences on state-tracking problems,
a task that classical Recurrent Neural Networks (RNNs) handle with ease [65, 66, 60]. Linear
Neural Controlled Differential Equations (LNCDEs) are a continuous-time sequence model where
the state-transition matrix, or vector field, depends linearly on the input path. This allows for the
multiplicative interactions between the hidden state and the input path necessary for gating. Reframing
SSMs as LNCDEs, it becomes clear that using a diagonal state-transition matrix severely restricts
expressivity [22]. Replacing it with a dense matrix restores maximal expressivity and the ability to
state-track, but increases the number of parameters and computational cost from O(d2h) to O(d3h),
where dh is the hidden dimension [66, 22].

Structured alternatives seek the best of both worlds. Block-diagonal Linear RNNs (LRNNs) [33] and
the Diagonal-Plus-Low-Rank (DPLR) structure of DeltaNet [85, 101, 88] reduce computational cost
while preserving some expressivity, with the latter recently shown to be maximally expressive [72].
We generalise and extend these ideas with Structured Linear Controlled Differential Equations
(SLiCEs), a unifying framework for structured, input-dependent state-transition matrices. SLiCEs
replace the dense state-transition matrix of an LNCDE with an efficient structured variant, such as
block-diagonal, sparse, Walsh–Hadamard or DPLR, which maintain the maximal expressivity of
dense matrices whilst reducing both the parameter count and computational cost.
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Contributions

1. Structured Linear Controlled Differential Equations (SLiCEs) are introduced as a common
framework for models with structured, input-dependent state-transition matrices. SLiCEs
incorporate SSMs such as Mamba [39], LRNNs such as DeltaNet [85] and input-dependent
block-diagonal LRNN [33], LNCDEs [22], and two novel structures based on sparse matrices
and the Walsh–Hadamard transform.

2. Block-diagonal, sparse, and Walsh–Hadamard SLiCEs are proven to achieve maximal
probabilistic expressivity in Theorems 4.1, 4.2, and 4.3, respectively. Previously, such
expressivity had only been shown for dense and DPLR matrices [22, 72].

3. A comprehensive empirical evaluation showing that the structure of the state-transition
matrix significantly impacts length generalisation on state-tracking problems. The block-
diagonal structure emerges as a promising option, due to its strong empirical results and
favourable parallelisation. Furthermore, on six real-world multivariate time-series classi-
fication datasets, a block-diagonal SLiCE is shown to match the predictive accuracy of
Log-NCDEs, whilst reducing the per-step training time by a factor of twenty.

4. Open-source implementations of SLiCEs in both PyTorch and JAX, along with code to fully
reproduce all experiments from this paper. These are available at https://github.com/
Benjamin-Walker/structured-linear-cdes (PyTorch) and https://github.com/
Benjamin-Walker/log-neural-cdes (JAX).

Related work Increasing the expressivity of parallel-in-time sequence models while retaining their
computational efficiency is of significant interest, as it would facilitate training large, performant
models. One approach parallelises non-linear RNNs by rewriting them as fixed-point problems and
applying parallel Newton or quasi-Newton methods to calculate their output [59, 36]. However,
reported wall-clock gains remain limited; parallel autoregressive generation can be up to twice
as slow as sequential baselines [36]. There have also been a large number of input-dependent
LRNN architectures proposed, including input-dependent block-diagonal LRNN [33], DeltaNet
[100], DeltaProduct [88], Gated DeltaNet [101], Mamba [39], Mamba-2 [28], RWKV-7 [76], HGRN-
2 [79], mLSTM [6], Gated Linear Attention [99], Gated Random Feature Attention [77], Gated
Slot Attention [102], TTT-Linear [92], and Titans [7]. These models use either diagonal or DPLR
state-transition matrices. Table 2 in [100] presents a comparison of the architectures for a number of
these models.

Utilising structured matrices to reduce the computational burden of neural networks extends beyond
sequence models. The lottery-ticket hypothesis [35] argues that dense networks contain sparse
sub-networks that, when trained in isolation, can match the accuracy of the full model. Such
sub-networks have been uncovered by pruning before [94], during [91], and after training [43].
SLiCEs differ from pruning by imposing structured sparsity at initialisation and training the result-
ing sparse model directly. Other structured-matrix approaches include sparse Transformers [16],
2:4 sparsity in linear layers [67], and Monarch layers, which factorise weight matrices into two
block-diagonal components [29].

2 Background

2.1 Linear controlled differential equations

Let ω : [0, T ] → Rdω be a path with bounded-variation, where ωs denotes the value of the path at
time s ∈ [0, T ]. A linear Controlled Differential Equation (CDE) takes the form

dhs =

dω∑
i=1

Aihsdωis, (1)

where Ai ∈ Rdh×dh is the linear vector field for each channel i = 1, . . . , dω, and h : [0, T ]→ Rdh
is the solution path. Approximating ωs with linear interpolation on the grid 0 = t0 < · · · < tn = T
yields

h̃tj+1
= exp

(
dω∑
i=1

(ωitj+1
− ωitj )A

i

)
h̃tj . (2)
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The outputs h̃tj are computable in O(log(n)) parallel steps by composing the flow on each interval
using an associative parallel scan [9]. This approach has been used to parallelise linear RNNs [64]
and SSMs [89].

On each interval [tj , tj+1], (2) uses only the increments of ω, providing a first-order approximation.
The Log-ODE method extends this to higher orders by combining the iterated Lie brackets of the
vector field with the log-signature of ω [12]. See Cass and Salvi [11, Section 3.2.2] for a summary
description of the algorithm and Appendix C for a description of applying the algorithm to an
LNCDE.

2.2 Linear neural controlled differential equations

Let {(ti, xi)}ni=0 denote a set of observations from a multivariate time-series and X : [t0, tn]→ RdX
be a continuous interpolation, such that Xti = (ti, xi). NCDEs are defined as

ht0 = ξϕ(t0, x0), ht = ht0 +

∫ t

t0

gθ(hs)dXs, zt = lψ(ht), (3)

where ξϕ : RdX → Rdh and gθ : Rdh → Rdh×dX are neural networks, and lψ : Rdh → Rdz is
a linear map [53]. NCDEs have a number of desirable properties, including maximal expressivity
and robustness to irregular sampling rates. Building on the work of Neural Rough Differential
Equations [70], Log-NCDEs [98] demonstrate that combining NCDEs with the Log-ODE method
during training leads to state-of-the-art performance on a range of multivariate time-series modelling
benchmarks with up to 50,000 observations.

LNCDEs take the form

ht = ht0 +

∫ t

t0

dω∑
i=1

Aiθhsdω
X,i
s = ht0 +

∫ t

t0

(
dω∑
i=1

AiθdωX,is

)
hs, (4)

where ωX : [t0, tn] → Rdω is a path which depends on the input X and the Aiθ are trainable
matrices. As will be discussed further in Section 3.2, LNCDEs are maximally expressive [53, 22].
Therefore, there exists a maximally expressive sequence model whose recurrence can be calculated
parallel-in-time using the approach outlined in Section 2.1. However, the number of parameters
and computational cost makes this approach infeasible in large models. Independently of LNCDEs,
Merrill et al. [66] proposed IDS4, a modification of the S4 layer designed to allow state-tracking,
which has the same form as (4). Appendix A provides a more detailed introduction to LNCDEs by
comparing and contrasting them to SSMs and LRNNs. Additionally, Appendix A contains a toy
example demonstrating how the structure of the matrices Aiθ affects model expressivity, a discussion
of how to extend LNCDEs to matrix-valued hidden states, and a pseudo-code implementation.

3 Expressivity

3.1 Introduction

Expressivity characterises the set of functions a model can approximate, and maximal expressivity
(or universal approximation) guarantees that, with suitable parameters, any continuous function on a
compact set can be approximated arbitrarily closely.

Definition 3.1 (Maximal expressivity). Let X be a topological space, and let F = {fθ : X →
R | θ ∈ Θ} be a class of real-valued functions on X , parametrised by some set Θ. We say that
F is maximally expressive (or universal) if, for every compact set K ⊂ X and every real-valued
continuous function f : K → R, the following property holds:

∀ϵ > 0, ∃θ ∈ Θ s.t. sup
x∈K

∣∣f(x)− fθ(x)∣∣ < ϵ. (5)

A classical result is the Universal Approximation Theorem, which states that for X = Rd, single-
hidden-layer feed-forward networks with a suitable activation function are maximally expressive [27,
47].
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3.2 Maximally expressive models on paths

Let X denote the space of continuous paths of bounded variation on the interval [0, T ] that start
at the same point and contain time as a channel (time-augmented). We endow this space with the
1−variation topology. Let F be the class of LNCDEs defined in (4) with a linear readout layer lθ2 ,
such that fθ : X → R is defined by

ω 7→ lθ2(htn) = lθ2

(
ht0 +

∫ tn

t0

dω∑
i=1

Aiθ1hsdω
i
s

)
, (6)

for ω ∈ X . In this setting, F is maximally expressive [51]. Furthermore, LNCDEs with diagonal
matrices Aiθ1 , such as S4D [40] and Mamba [39], are not maximally expressive [22]. An alternative
to maximal expressivity is the following probabilistic property.

Definition 3.2 (Maximal Probabilistic Expressivity). Let X be a topological space, N ∈ N, and
FN = {fNθ : X → R | θ ∈ ΘN} be a class of real-valued functions on X defined by

fNθ (ω) = lθ2(f̃
N
θ1 (ω)), (7)

for ω ∈ X , where f̃Nθ1 : X → RN , lθ2 ∈ RN is a linear readout, θ1 ∈ ΘN1 , θ2 ∈ ΘN2 , and
ΘN = ΘN1 ∪ ΘN2 . Given a sequence of probability measures PN on ΘN1 with θ1 ∼ PN , F has
maximal probabilistic expressivity if, for every compact set K ⊂ X and every real-valued continuous
function f : K → R, the following property holds:

∀ϵ > 0, lim
N→∞

PN

{
∃lθ2 s.t. sup

ω∈K

∣∣∣f(ω)− fNθ (ω)
∣∣∣ < ϵ

}
= 1. (8)

In the context of machine learning, maximal probabilistic expressivity may be considered a more
promising property than maximal expressivity, as for large enough N , it implies there exists a
significant abundance of parameters θ1 that are capable of achieving uniformly bounded and arbitrarily
low error rates with a linear readout layer. This suggests the parameters should be readily discoverable
through standard optimisation methods.

In the case of LNCDEs, N = dh,

f̃dhθ1 (ω) = ht0 +

∫ tn

t0

dω∑
i=1

Aiθ1hsdω
i
s, (9)

and Pdh on Θdh1 is a collection of probabilities on matrices Pidh with Aiθ1 ∼ Pidh . Achieving maximal
probabilistic expressivity depends crucially on the choice of Pidh . Building on the work of Cuchiero
et al. [26], Cirone et al. [22, Theorem B.13] showed that choosing the Aiθ to be dense Gaussian
matrices with independent entries achieves maximal probabilistic expressivity. Unfortunately, using
dense matrices is infeasible in practice due to computational constraints, as discussed in Section 2.2.

4 Structured linear controlled differential equations

4.1 Introduction

Building on Cirone et al. [22], we introduce Structured Linear Controlled Differential Equations
(SLiCEs), a unifying framework for various choices of structured Aiθ. This section presents three
examples based on current models in the literature, diagonal, DPLR, and block-diagonal matrices, as
well as two novel examples based on sparse matrices and the Walsh–Hadamard transform. Here, we
focus on the recurrent core, with further implementation details given in Appendix A.3.

Our main theoretical results are Theorems 4.1, 4.2, and 4.3, which show that SLiCEs with block-
diagonal, sparse, and Walsh–Hadamard matrices have maximal probabilistic expressivity. Formal
proofs are given in Appendix B. These results complement [22, Theorem 4.3], which shows that
SLiCEs with diagonal matrices are not maximally expressive and [72, Proposition F.2], which shows
that SLiCEs with DPLR matrices have maximal probabilistic expressivity.
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4.2 Diagonal-plus-low-rank SLiCEs

SSMs with diagonal state-transition matrices, such as S4D [40] and Mamba [39], are examples
of SLiCEs with diagonal matrices, Aiθ = Di

θ. Hence, they are not maximally expressive and
underperform on state-tracking benchmarks [22, 66]. This limited expressivity motivates the use of
alternative structured state-transition matrices.

DeltaNet, DeltaProduct, and Gated DeltaNet use specific versions of DPLR state-transition matri-
ces [85, 100, 88, 101]. The general form of a DPLR-SLiCE is

Aiθ = Di
θ +

r∑
j=1

ui,jθ (vi,jθ )⊤, (10)

where r is the rank. This parameterisation reduces the number of trainable parameters and compu-
tational cost of calculating a hidden state update from O(dωd2h) to O(dωrdh). Furthermore, [72,
Proposition D.2] shows that if r →∞ as dh →∞, then DPLR-SLiCEs have maximal probabilistic
expressivity.

4.3 Block-Diagonal SLiCEs

Block-diagonal state-transition matrices were first explored in LRNNs to improve performance on
regular-language tasks [33]. Block-diagonal SLiCEs (BD-SLiCEs) use the same structure, but make
the dependence on the input path linear,

Aiθ = BlockDiag(Biθ,1, B
i
θ,2, . . . , B

i
θ,k), (11)

where each Biθ,j ∈ Rbj×bj is a trainable dense block, k is the number of blocks, and bj are the block-

sizes, with dh =
∑k
j=1 bj . This parameterisation reduces the number of trainable parameters and

computational cost of calculating a hidden state-update from O(dωd2h) to O(dω
∑k
j=1 b

2
j ), providing

a substantial speed-up when each bj ≪ dh. Furthermore, this does not restrict the expressivity.
Theorem 4.1. If maxj bj →∞ as dh →∞, then block-diagonal SLiCEs have maximal probabilistic
expressivity.

Hence, the non-linear dependence of the input-dependent block-diagonal LRNN is not necessary for
theoretical expressivity. Because the hidden state factorises into k independent parts, BD-SLiCEs can
be viewed as a multi-head dense LNCDE (DE-LNCDE) of head sizes bj . For a fixed dh, choosing
smaller blocks yields greater speed; choosing larger blocks yields greater expressivity. Under a fixed
compute budget, there is a trade-off between expressivity and hidden dimension, and this is explored
empirically in Appendix D.2.

4.4 Sparse SLiCEs

Let 0 < ϵ < 1. A sparse SLiCE (S-SLiCE) takes each Aiθ to be a sparse matrix with O(d1+ϵh )
non-zero entries, selected at random according to a Bernoulli distribution. This reduces the parameter
count and computational cost of calculating a hidden state update from O(dωd2h) to O(dωd1+ϵh ).
Furthermore, it does not restrict the expressivity.
Theorem 4.2. Sparse SLiCEs have maximal probabilistic expressivity.

In theory, S-SLiCEs have faster training and inference times than DE-LNCDEs. In practice, current
deep-learning frameworks (e.g. JAX [10], PyTorch [75]) are not optimised for unstructured sparsity,
so practical speed-ups are not observed in our implementations. Nonetheless, we anticipate that
ongoing work on sparse matrices will enable future gains in efficiency.

4.5 Walsh–Hadamard SLiCEs

A Hadamard matrix of order n is an n× n matrix Hn with entries ±1 whose rows (and columns)
are mutually orthogonal, HnH

⊤
n = nIn, where In is the n× n identity matrix. When n = 2m for

m ∈ N, we can construct these matrices iteratively using the Sylvester construction [93]. Commonly,
these matrices are applied via the Walsh–Hadamard transform (WHT), which admits an O(n log n)
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algorithm [86]. Many scientific computing libraries include efficient CPU and GPU kernels for
performing the Walsh–Hadamard transform [97, 1]. In practice, a normalisation factor of n−1/2 can
be applied to ensure the matrix is orthonormal [95].

Walsh–Hadamard SLiCEs (WH-SLiCEs) replace each dense matrix Aiθ by the product

Aiθ = HDi
θ, (12)

where H is a normalised Hadamard matrix, and Di
θ is a diagonal matrix. This parameterisation

reduces the number of trainable parameters from O(dωd2h) to O(dωdh). Summing the diagonal
matrices across the channels and then applying the fast Walsh–Hadamard transform, the computational
cost isO(max(dωdh, dh log(dh)). This is substantially cheaper than theO(dωd2h) for dense LNCDEs.
Furthermore, this modification does not restrict the expressivity.
Theorem 4.3. Walsh–Hadamard SLiCEs have maximal probabilistic expressivity.

4.6 Parallel computation

The recurrent cost of a SLiCE is based solely on the cost of calculating a single hidden state update,
whereas the calculation when using an associative scan is repeatedly composing the flow

exp

(
dω∑
i=1

(ωitj+1
− ωitj )A

i
θ

)
≈ I +

dω∑
i=1

(ωitj+1
− ωitj )A

i
θ, (13)

where the first-order approximation of the exponential is sometimes used in practice. When the Aiθ
are diagonal or block-diagonal, the composition of (13) preserves the structure, as these classes
of matrices are closed under multiplication. Therefore, using a parallel associative scan reduces
the scan depth from n to log(n), whilst having a computational cost per composition of O(dh) or
O(dh

∑
j b

2
j ), respectively. However, for DPLR, sparse, and WH SLiCEs, the structured matrices are

not closed under multiplication, which means that the limiting computational cost per composition
is the same as a DE-LNCDE, O(d3h). Table 1 summarises the differences in parameter count,
computational cost, existence of an efficient implementation, and expressivity of all the SLiCEs
considered in this paper, where for simplicity we have taken dω = dh.

For large models, parallel associative scans result in high I/O costs, as each state-transition
matrix must be materialised in GPU memory [100]. A possible approach to mitigating I/O costs for
SLiCEs is combining them with the Log-ODE method. By approximating the solution over intervals,
this method avoids explicitly materialising intermediate state-transition matrices. However, it does
require computing the log-signature of the input path and iterated Lie brackets of the vector fields [98].
A detailed description of this approach is given in Appendix C and Table 1 quantifies the impact of
the Log-ODE method on computational cost. In Section 5.3, we implement a hybrid strategy: the
Log-ODE method is applied to small intervals, and the resulting outputs are then processed using a
parallel associative scan. Yang et al. [100] introduced an alternative approach for DeltaNet, where
a chunk-wise algorithm specifically tailored for diagonal-plus-rank-one state-transition matrices
is used to bypass the need to materialise every intermediate matrix, significantly cutting down I/O
costs [100]. Independently, Cirone and Salvi [18] and Siems et al. [88] extended this approach to
higher rank matrices. These approaches can also be applied to diagonal state-transition matrices.
Therefore, a block-diagonal SLiCE with a large diagonal portion (bi = 1 for i = 1, . . . , k − 1)
followed by a small dense block emerges as an attractive solution. The large diagonal section
can efficiently utilise the chunk-wise algorithm and the smaller dense section can be processed
using parallel associative scans without incurring significant I/O costs. We refer to this structure as
diagonal-dense SLiCE (D-DE-SLiCE).

5 Experiments

5.1 The A5 benchmark

The A5 benchmark tests models on their ability to state-track [66]. Each sequence in the dataset
consists of a series of permutations from the group of even permutations on five elements, denoted
A5. The task is to compose the permutations, which requires state-tracking. Following Merrill et al.
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Table 1: Comparison of SLiCEs on parameter count, computational cost, the existence of an
efficient implementation, and expressivity. Here, dh is the hidden dimension, n is the sequence
length, bj are BD’s block-sizes, r is DPLR’s rank, ϵ is S’s sparsity, and for simplicity we have
taken dω = dh. Parallel cost is measured as O(scan depth, cost per composition) when applying a
parallel associative scan. Log-X-SLiCE corresponds to applying the Log-ODE method with fixed-size
intervals containing s samples and a truncation depth of N , where X is a specific SLiCE structure
with O(PX) parameters, O(RX) recurrent cost, and O(CX) cost per composition.

Model Parameters Recurrent Cost Parallel Cost Efficient
Impl.

Maximally
Expressive

DE-LNCDEs O(d3h) O(nd3h) O(log(n), d3h) Yes Yes

D-SLiCEs O(d2h) O(nd2h) O(log(n), d2h) Yes No

DPLR-SLiCEs O(rd2h) O(nrd2h) O(log(n), d3h) Yes Yes

S–SLiCEs O(d2+ϵ
h ) O(nd2+ϵ

h ) O(log(n), d3h) No Yes

WH–SLiCEs O(d2h) O(nd2h) O(log(n), d3h) Yes Yes

BD–SLiCEs O
(
dh

∑
j b

2
j

)
O

(
ndh

∑
j b

2
j

)
O

(
log(n), dh

∑
j b

2
j

)
Yes Yes

Log–X-SLiCEs O(PX) O
(
Rx
s
dN−1
h

)
O

(
log

(
n
s

)
, CXdN−1

h

)
- -

[66], we train and evaluate models on sequences ranging from length 3 to 20 and determine how
many stacked layers each model needs to achieve a validation accuracy greater than 90%.

This benchmark serves as an empirical validation of our theoretical results; D-SLiCEs are less
expressive than DPLR, sparse, WH, and BD SLiCEs. In addition to the SLiCEs, we consider
Mamba [39], LSTM [44], gated DeltaProduct with negative eigenvalues [101, 88], and the two
components of xLSTM [6] (mLSTM and sLSTM) on this benchmark. All baselines use a hidden
dimension of 1024 and all SLiCEs use 1024 parameters per state-transition matrix. Full experimental
details are given in Appendix D.1.

Figure 1a shows that the diagonal state-transition matrices of Mamba, mLSTM, and D-SLiCE mean
that an increasing number of stacked layers are needed as the sequence length grows. Interestingly,
Gated DeltaProduct with negative eigenvalues, which uses a DPLR structure, and the D-DE-SLiCE
also need a growing number of stacked layers. However, DPLR and BD SLiCE both need one layer
for all sequence lengths, suggesting this is not an inherent limitation of theses structures. Similarly,
sparse, Walsh–Hadamard, and dense SLiCEs, as well as the two recurrent baselines LSTM and
sLSTM, all need only one layer for all sequence lengths.

To assess length generalisation, we select the models that achieve at least 90% validation accuracy
on sequences of length 20 and retrain them on sequences ranging from 3 to 40. Early stopping is
performed using a validation set with sequence lengths from 40 to 128. The mLSTM is excluded
because it requires fixed-length inputs. Figure 1b reports test accuracy for lengths from 20 to
5120. The recurrent LSTM and sLSTM generalise well, maintaining high test accuracy beyond both
the training and validation ranges. Among the parallel-in-time models, three patterns emerge: (i)
WH-SLiCE and Mamba do not attain high accuracy even at training lengths; (ii) DeltaProduct and
D-DE-SLiCE generalise to approximately 2× the training length but not beyond the validation range;
and (iii) DE-LNCDE, DPLR-SLiCE, S-SLiCE, and BD-SLiCE sustain high accuracy on sequences
at least 8× the training length, exceeding the maximum validation length.

5.2 Regular language tasks

The formal language benchmark is a collection of language style tasks split into categories using the
Chomsky hierarchy [17, 31]. Here, we use the regular tasks, which can be solved by processing inputs
sequentially with a fixed set of internal states and no external memory, i.e. state-tracking. On this
benchmark, the models are challenged to generalise to longer sequences, by training on sequences
from length 3 to 40 and evaluating on sequences from length 40 to 256. Details on the individual
tasks can be found in Appendix D.2. A wide range of existing sequence model architectures are
used as baselines, including LSTM [44], xLSTM and its two components mLSTM and sLSTM [6],
four variations of DeltaNet [85, 99, 101, 88, 38], RWKV-7 [76], a Transformer [96], S4D [40],
and Mamba [39]. All models use two stacked layers. For each dataset and baseline model, we

7



3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Sequence Length

1

2

3

4

M
in

im
um

 N
um

be
r O

f L
ay

er
s R

eq
ui

re
d

Diagonal
mLSTM
Mamba
D-DE
DeltaProduct
sLSTM
LSTM
DPLR/S/WH/BD/DE

(a) Sequence length against the minimum number of stacked layers
required to achieve greater than 90% validation accuracy. Each shaded
region indicates an equivalent number of stacked layers.
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Figure 1: Results for A5 Benchmark and A5 length generalisation task. Models evaluated are:
Mamba, LSTM, mLSTM, sLSTM, Gated DeltaProduct with negative eigenvalues, and the SLiCEs.

selected the hidden dimension that yields a higher validation accuracy from two choices. The choices
were 128 and 512 for all models aside from Mamba, and 256 and 512 for Mamba, as it does not
support a hidden size of 128. All SLiCEs use two stacked layers and 512 non-zero parameters
per state-transition matrix, except for the diagonal and Walsh–Hadamard, which also consider 128,
with the better performing choice reported for each dataset. For the DPLR, block-diagonal, and
diagonal-dense SLiCEs, we consider multiple choices of rank and block-size, respectively, and
present the best performing models. A thorough investigation of the effect of block-size and rank
is given in Appendix D.2. We do not consider S-SLiCE on this benchmark, due to the lack of an
efficient implementation.

Table 2 presents the results. As expected, the recurrent LSTM generalises almost perfectly on all four
tasks. Amongst the parallel models, DeltaNet with negative eigenvalues and Gated DeltaProduct with
negative eigenvalues are the best performing baselines, aligning with the expectation that increased
complexity in the state-transition matrix improves state-tracking performance. Similarly, D-SLiCE
outperforms Mamba, aligning with the results of Grazzi et al. [38] that expanding the eigenvalue
range of the state-transition matrix improves state-tracking performance. Similarly to the A5 length
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Table 2: Results for formal language tasks. Average and standard deviation of validation accuracy
over five runs for a range of recurrent and parallel models.

Model Cycle Nav. Even Pairs Mod Arith.
No Brack. Parity Average

Recurrent

LSTM 100.0± 0.0 100.0± 0.0 99.9± 0.1 100.0± 0.0 100
sLSTM 32.5± 0.4 100.0± 0.0 27.7± 0.6 100.0± 0.0 65.1
xLSTM[1:1] 53.5± 5.6 99.0± 1.9 29.3± 1.6 100.0± 0.0 70.5

Parallel

DeltaNet 49.8± 4.7 100.0± 0.0 42.2± 4.8 57.8± 0.8 62.5
DeltaNet[−1, 1] 46.7± 6.1 100.0± 0.0 66.4± 8.8 97.7± 2.0 77.7
Gated DeltaNet 53.8± 8.8 100.0± 0.0 42.8± 8.2 56.5± 1.9 63.3
Gated DeltaProduct[-1,1] 46.3± 6.6 100.0± 0.0 78.4± 10.9 98.0± 1.4 80.7
RWKV-7 37.8± 5.0 88.1± 14.2 39.5± 6.1 51.1± 0.3 54.1
mLSTM 52.4± 10.5 99.9± 0.1 28.8± 3.1 53.0± 2.1 58.5
Transformer 24.4± 0.5 90.4± 10.4 23.6± 0.7 52.2± 0.4 47.7
Mamba 48.4± 2.2 100.0± 0.0 33.1± 6.6 54.2± 2.1 58.9
S4D 23.7± 1.1 68.7± 4.7 21.7± 0.4 51.2± 1.0 41.3
D-SLiCE 69.5± 6.3 100.0± 0.0 20.9± 0.1 100.0± 0.0 72.6
WH-SLiCE 69.7± 8.8 93.1± 13.9 23.8± 1.1 71.4± 12.9 64.5
BD-SLiCEdh=128,b=4 99.8± 0.2 85.9± 11.3 54.0± 12.5 95.3± 3.9 83.8
D-DE-SLiCEdh=272,b=16 73.3± 29.4 84.8± 8.5 98.4± 0.7 83.8± 11.3 85.1
DPLR-SLiCEdh=57,r=4 81.1± 16.6 100.0± 0.0 68.3± 19.3 91.0± 18.0 85.1

Random 20.0 50.0 20.0 50.0 35.0

generalisation task, the WH-SLiCE underperforms other SLiCE structures. However, unlike in the
A5 length generalisation task, the D-DE-SLiCE achieves the joint highest average validation accuracy
among the parallelisable models, alongside DPLR-SLiCE.

5.3 UEA multivariate time-series classification archive

Since SLiCEs are descendants of NCDEs, they inherit a number of the desirable properties which
arise from having a natural continuous-time formulation. These include robustness to irregular
sampling rates and decoupling the number of recurrent steps from the number of observations in the
time-series [53, 98]. Furthermore, SLiCEs have the same theoretical expressivity as NCDEs, whilst
being parallel-in-time, making them an attractive alternative for real-world time-series modelling.

As a demonstration of the practical benefits, we consider six datasets from the UEA Multivariate Time-
Series Classification Archive (UEA-MTSCA), a collection of time-series classification tasks, ranging
from classifying worms into species based on movement to classifying alcohol by concentration
using vibrational spectroscopy [4]. Walker et al. [98] showed that Log-NCDEs outperform the
linear recurrent unit (LRU) [73], S5 [89], S6 [39], and Mamba [39] on average test accuracy over
the six longest datasets with at least 200 observations [98]. However, the per-step training time is
significantly higher for Log-NCDEs than the baseline methods.

Keeping all other hyperparameters the same, Table 3 presents the impact of replacing the non-linear
vector field of a Log-NCDE with a structured linear vector field. The GPU memory and time per
1000 training steps were recalculated for all models on an NVIDIA H100. BD-SLiCE achieves
similar performance to the Log-NCDE, whilst reducing the average per-step training time by a factor
of nearly 20 and increasing the average GPU memory usage by only 8%. Appendix D.3 presents
the results for individual datasets and analyses the impact of the Log-ODE method and parallel
associative scan on run-time and GPU memory.

6 Limitations and Future Work

To reduce the computational burden of SLiCEs, our implementation approximates the matrix expo-
nential when computing the flow via (13). However, even with this adjustment, scaling SLiCEs to
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Table 3: Average test accuracy, rank, training time per 1,000 steps, and GPU memory usage
across six datasets from the UEA-MTSCA. All SLiCE variants use a parallel associative scan
during training. Therefore, the Walsh–Hadamard, DPLR, and sparse SLiCEs are treated as dense
LNCDEs (see Section 4.6), and their timing and GPU memory results are omitted.

Model Av. Acc Av. Rank Av. Time / 1k Steps (s) Av. GPU mem (MB)

BD-SLiCE 64.0 3.2 68.1 2344
Log-NCDE 64.3 4.0 1321.7 2177
D-DE-SLiCE 63.0 5.7 66.7 2302
WH-SLiCE 62.5 6.7 − −
DPLR-SLiCE 62.0 7.0 − −
D-SLiCE 61.7 7.2 11.0 1875
LRU 61.7 7.3 26.9 4308
S6 62.0 7.7 20.1 2938
S5 61.8 8.0 21.9 3327
S-SLiCE 61.8 8.2 − −
DE-LNCDE 61.6 8.3 77.2 12756
NCDE 60.2 8.8 6923 1962
NRDE 60.6 10.3 3431 2858
Mamba 58.6 10.8 60.0 4535

the multi-billion parameter regime remains challenging. A key technical goal is the development of
efficient GPU kernels for the matrix exponential and parallel associative scans, particularly when
handling many small independent systems, such as for BD-SLiCEs. Alternatively, building on the
work of Yang et al. [100] and Cirone and Salvi [18], fast chunk-wise methods for a broader class of
structured matrices may offer a viable path forward.

Alternative SLiCE architectures may achieve maximal expressivity and improved empirical perfor-
mance. A theoretical characterisation of the conditions that a SLiCE’s structured matrix needs to
satisfy to achieve maximal probabilistic expressivity would aid the search for additional structures.
Moreover, although establishing maximal probabilistic expressivity is a significant step towards a
deeper theoretical understanding of structured state-transition matrices, expressivity at finite hidden
dimensions remains an open challenge.

Finally, unlike NCDEs, SLiCEs are sequence-to-sequence models that update their state with each
input sample. Therefore, similarly to other discrete sequence models, SLiCEs are susceptible to
over-sampled data. Combining SLiCEs with the Log-ODE method enables path-based inputs by
operating with flows over intervals, rather than individual samples. However, the Log-SLiCE outputs
a sequence whose elements correspond to the boundary values of the output path for each interval the
Log-ODE method was applied to. Therefore, you cannot stack two Log-SLiCEs, as the first level has
produced a sequence, whereas the second level consumes a path. A natural direction for future work
is developing a true path-to-path model.

7 Conclusion

This paper introduced SLiCEs, a unifying framework for sequence-to-sequence layers that are
maximally expressive, computationally efficient, and allow for parallel-in-time computation. We
explored four specific instances, diagonal-plus-low-rank, sparse, Walsh–Hadamard, and block-
diagonal, analysing their theoretical properties and empirical performance. Theorems 4.1, 4.2, and 4.3
established that block-diagonal, sparse, and Walsh–Hadamard SLiCEs achieve maximal probabilistic
expressivity. Furthermore, all SLiCE structures demonstrated single-layer state-tracking on the A5

benchmark, unlike the other parallelisable layers considered: diagonal SLiCEs, mLSTM, Mamba,
and DeltaProduct. Among the SLiCEs, block-diagonal stands out as the only maximally expressive
variant that strictly reduces parameter count, recurrent cost, and parallel cost compared to dense
LNCDEs. Additionally, a variant of the block-diagonal SLiCE achieved the joint highest average
validation accuracy among parallel models on the regular language tasks from the formal language
benchmark. Finally, practical speed-ups for real-world time series modelling were demonstrated on
six multivariate time-series classification datasets, where replacing the non-linear vector field of a
Log-NCDE with a block-diagonal linear vector field reduced the average time per training step by a
factor of twenty, without impacting the model’s overall performance.
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A Linear Neural Controlled Differential Equations

A.1 The Connection to Structured State-Space Models

Viewing SSMs as LNCDEs provides a theoretical framework for comparing architectures and
reasoning about their expressivity. Following the approach of Cirone et al. [22], this appendix
shows how S6, the recurrent core of Mamba, can be recast as an LNCDE. Additionally, this chapter
highlights the limits of diagonal state-transition matrices, details the connection between our work
and matrix-valued hidden states, and provides further implementation details for our SLiCE models.

S6 is defined by
hjti+1

= C̄jθ(xti)h
j
ti + D̄j

θ(xti)x
j
ti , (14)

where j denotes the input channel,

C̄jθ(xti) = exp(∆j(xti)Cθ),

D̄j
θ(xti) = (∆j(xti)Cθ)

−1(exp(∆j(xti)Cθ)− I)∆j(xti)Dθxti ,

≈ ∆j(xti)Dθxti ,

(15)

with trainable parameters Dθ ∈ Rdh×dx and a diagonal state-transition matrix Cθ ∈ Rdh×dh , and

∆j(xti) = softplus(αjθ · xti + βjθ), (16)

with trainable parameters αjθ ∈ Rdx and βjθ ∈ R [39]. Equation (14) can be considered a zero-order
hold discretisation of

dhjs = Cθ∆
j(Xs)h

j
s +DθXs∆

j(Xs)X
j
sds, (17)

where Xs is an interpolation of {xti}ni=0. As shown by Cirone et al. [22], these equations can be
stacked and rewritten as an affine LNCDE,

ht = ht0 +

∫ t

t0

dx∑
i=0

Aiθhsdω
X,i
s +

∫ t

t0

Bθdξ
X
s , (18)

where

ωX,it =

∫ t

t0

softplus(αi ·Xs + βi)ds,

ξXt =

∫ t

t0

 Xtsoftplus(α1 ·Xs + β1)X1
s

...
Xtsoftplus(αdX ·Xs + βdX )XdX

s

 ds, (19)

and
Aiθ = diag(0, . . . , 0, Cθ, 0, . . . , 0) ∈ Rdhdx×dhdx ,

Bθ = diag(Dθ, . . . , Dθ) ∈ Rdhdx×d
2
x ,

(20)

with the non-zero diagonal element of Aiθ in the ith position. Neglecting the bias term gives a specific
instance of an LNCDE,

ht = ht0 +

∫ t

t0

dx∑
i=0

Aiθhsdω
X,i
s . (21)

The two core differences between the LNCDEs used in this paper and Mamba are:

1. More general forms for the driving path ωXt . For example, the LNCDEs in this paper use

ωXtj+1
− ωXtj

tj+1 − tj
= (1, Xtj ) (22)

on the A5 and formal language benchmarks and ωXt = Xt on the UEA benchmarks.

2. Mamba uses diagonal Aiθ, whereas an LNCDE uses dense Aiθ.
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Cirone et al. [22] use the LNCDE perspective to provide a full theoretical analysis on the impact of
using diagonal matrices instead of dense matrices. Here, we give a simplistic example demonstrating
the difference in expressivity between diagonal and dense state-transition matrices.

Consider a stream of bits
x1, x2, . . . , xn ∈ {0, 1}, (23)

where we want to predict the parity label defined by

pn = Sn mod 2 ∈ {0, 1}, Sn =

n∑
k=1

xk. (24)

Whenever a new bit is 1 the label flips; if the bit is 0 the label stays the same. Taking a diagonal
LNCDE with a hidden dimension of 2 and ωxk+1 − ωxk = xk+1, then

hn+1 = exp

([
a1 0
0 a2

]
xn+1

)
hn, (25)

and
hin = hi0 exp(aiSn), i = 1, 2. (26)

With a linear read-out r = (r1, r2)
⊤ followed by a monotone activation ϕ (such as tanh, ReLU,

sigmoid):

p̂n = ϕ
(
r⊤hn

)
= ϕ
(
c1e

a1Sn + c2e
a2Sn

)
= ϕ
(
f(Sn)

)
, ci = rih

i
0. (27)

Since f(S) has at most one turning point, and ϕ is monotone, p̂n can cross any chosen threshold at
most twice. However, the true label pn flips every time Sn 7→ Sn + 1. Hence, no diagonal 2 × 2
LNCDE can realise parity on arbitrarily long input. Similarly, for a hidden dimension of n, f(S) can
have at most n− 1 turning points, so no diagonal LNCDE with a fixed hidden dimension can realise
parity on arbitrarily long input. If you replace A with

A =

(
0 π
−π 0

)
. (28)

then

exp(Axn+1) =

(
1 0
0 1

)
, (29)

when xn+1 = 0 and

exp(Axn+1) =

(
−1 0
0 −1

)
, (30)

when xn+1 = 1. Thus
hn+1 = (−1)xn+1hn (31)

and
hn = (−1)Snh0. (32)

Taking r = (1, 0)⊤, h(1)0 = 1, and ϕ(s) =
(
1− sign(s)

)
/2,

p̂n =
1− sign

(
(−1)Sn

)
2

= Sn mod 2 = pn. (33)

Therefore, a dense LNCDE can solve parity exactly with a hidden dimension of 2.

This example aligns with the results of Cirone et al. [22]: diagonal Aiθ are fundamentally less
expressive than dense Aiθ. However, as noted in Section 2.2, the additional computational cost
makes dense state-transition matrices infeasible in practice. This trade-off between efficiency and
expressivity is the motivation for the structured Aiθ in the SLiCEs introduced in this paper.
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A.2 Matrix-valued Hidden States

When rewriting Mamba as an affine LNCDE (18), the hidden states for each channel of the input
are stacked vertically. An alternative approach is to view the hidden states for each channel as the
columns of a matrix, producing a LRNN with a matrix-valued hidden state.

Matrix-valued LRNNs originated as an alternative viewpoint on linear Transformers, where softmax
is replaced with a kernel admitting a finite-dimensional feature map, κ(q, k) = ϕ(q)⊤ϕ(k) for
ϕ : Rdq → Rdϕ . Letting W q

θ ∈ Rdq×dx , W k
θ ∈ Rdq×dx , and W v

θ ∈ Rdv×dx be learnable weights,
then causal linear attention is defined by

oti =

∑i
j=1 ϕ

(
W q
θ xti

)⊤
ϕ
(
W k
θ xtj

)
W v
θ xtj∑i

j=1 ϕ
(
W q
θ xti

)⊤
ϕ
(
W k
θ xtj

) . (34)

As shown by Katharopoulos et al. [50], this admits an RNN formulation,

Sti = Sti−1
+ ϕ

(
W k
θ xti

)(
W v
θ xti

)⊤
,

zti = zti−1 + ϕ
(
W k
θ xti

)
,

oti =
ϕ
(
W q
θ xti

)⊤
Sti

ϕ
(
W q
θ xti

)⊤
zti

,

(35)

where Si ∈ Rdϕ×dv with S0 = 0, zi ∈ Rdϕ with z0 = 0, and oi ∈ Rdv . Ignoring the normalisation,
the core recurrence is a matrix-valued LRNN.

Matrix-valued LRNNs are a useful framework for understanding several recent sequence models, as
highlighted by Yang et al. [100]. Many of these models share the general form:

Sti+1 = Sti •Mti + v(xti)k(xti)
⊤, (36)

where • denotes an associative operator and v and k are potentially non-linear functions of xt. For
example, Mamba’s recurrence (14) can be rewritten as

Sti+1
= Sti ⊙Mti + v(xti)k(xti)

⊤, (37)

where ⊙ refers to the Hadamard (element-wise) product and S ∈ Rdh×dx [100]. The Hadamard
product is a direct consequence of Mamba’s diagonal state-transition matrix, which inherently
prevents interaction between individual elements of the hidden state. This framework gives a clear
interpretation for a key modification to the recurrence introduced by Mamba-2 [28],

Sti+1 = γ(xti)Sti + v(xti)k(xti)
⊤, (38)

where γ is a real-valued function. Additionally, it highlights the structural similarity between Mamba
and linear Transformers.

Replacing the Hadamard product by a matrix product allows modelling richer interactions between
the hidden states,

Sti+1
= StiMti + v(xti)k(xti)

⊤. (39)
However, similarly to using dense matrices in an LNCDE, the cost makes models of this type
intractable in larger models. DeltaNet uses a diagonal-plus-rank-one structure,

Sti+1
= Sti(I − β(xti)k(xti)k(xti)⊤) + β(xti)v(xti)k(xti)

⊤, (40)

where β is a real-valued function [85, 100]. DeltaProduct later generalised DeltaNet to DPLR
matrices [88]. Beyond reducing parameter count and recurrent computational cost, the DPLR
structure of DeltaNet also facilitates an efficient chunk-wise algorithm that can outperform parallel
associative scans for large hidden dimensions, as outlined in [100, Section 3.2].

Many recent sequence models can also be viewed as matrix-valued LRNNs. These include, but
are not limited to, Gated DeltaNet [101], RWKV-7 [76], HGRN-2 [79], mLSTM [6], Gated Linear
Attention [99], Gated Random Feature Attention [77], Gated Slot Attention [102], TTT-Linear [92],
and Titans [7]. A detailed comparison of the specific form of (36) for many of these models is
provided in Table 2 of [100]. Beck et al. [6] introduced mLSTM alongside a non-linear recurrent
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model sLSTM, which together form their sequence model xLSTM. These components are designed
to play different roles, with mLSTM acting as the memory and sLSTM performing the reasoning.
Section 5 uses mLSTM, sLSTM, and xLSTM as baseline methods to highlight the different roles the
components play.

Matrix-valued LRNNs can be converted into vector-valued LRNNs by returning to the stacking
approach of Section A.1. Let vec : Rm×n → Rmn be the column-major vectorisation operator,
which transforms a matrix into a vector by stacking its columns. Letting ⊗ denote the Kronecker
product, the Hadamard product LRNN (37) can be rewritten as

vec(Sti+1
) = diag(vec(Mti)) vec(Sti) + k(xti)⊗ v(xti), (41)

where the state-transition matrix is diagonal, consistent with Mamba’s design. Noting that

vec(AXB) = (B⊤ ⊗A) vec(X), (42)

then the LRNN with a matrix product (39) can be written as

vec(Sti+1
) = (M⊤

ti ⊗ Idh) vec(Sti) + k(xti)⊗ v(xti). (43)

In both cases, a matrix-valued recurrence is equivalent to a vector-valued recurrence on a flattened
hidden state, where the state-transition matrix is constrained to have a specific structure. For the
Hadamard product, this gives a diagonal matrix, while the matrix product leads to a Kronecker
product structure.

This work is focused on the vector-valued case. The insights gained from this analysis naturally
extend to the matrix-valued setting. For instance, the limitations in expressivity of diagonal matrices
directly translate to the Hadamard product formulation. Similarly, the Kronecker product structure
arising from vectorising a matrix-valued recurrence clearly illustrates how the properties of the
constituent matrices determine the properties of the overall state transition.

LNCDEs can be generalised to matrix-valued hidden states by reversing the above vectorisation.
Alternatively, one can run m copies of the same LNCDE via

Ht = Ht0 +

∫ t

t0

(
dω∑
i=1

Aiθ dω
X,i
s

)
Hs, (44)

where Hs ∈ Rdh×m. Clearly, m copies of a vector-valued LNCDE or SLiCE match the expressivity
of a single copy, so all of our theoretical results naturally carry over to this setting. However, the
columns only differ due to their initial conditions. To introduce meaningful column-specific dynamics,
you can include a column-specific bias term in the vector field. A natural way to incorporate such
biases into a matrix-valued LNCDE is to consider an affine LNCDE,

Ht = Ht0 +

∫ t

t0

(
dω∑
i=1

Aiθ dω
X,i
s

)
Hs +Bθ diag(dξ

X
s ), (45)

where Bθ ∈ Rdh×m and ξX : [0, T ] → Rm is a path, dependent on the input X . Letting hkt for
1 ≤ k ≤ m denote the columns of Ht, then

hkt = hkt0 +

∫ t

t0

(
dω∑
i=1

Aiθ dω
X,i
s

)
hks +Bkθdξ

X,k
s . (46)

Approximating ωs and ξs with linear interpolation on the grid 0 = t0 < · · · < tn = T yields

h̃ktj+1
≈ exp

(
dω∑
i=1

Aiθ

(
ωX,itj+1

− ωX,itj

))
h̃ktj +Bkθ (ξ

X,k
tj+1
− ξX,ktj ), (47)

where we have used the approximation∫ tj+1−tj

0

exp

(
τ

dω∑
i=1

Aiθ
ωX,itj+1

− ωX,itj

tj+1 − tj

)
dτ ≈ (tj+1 − tj)I, (48)

for small increments. The outputs h̃ktj remain computable in O(log(n)) parallel steps using a parallel
associative scan [9].
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A.3 Implementation Details

Algorithm 1 provides a pseudo-code implementation for the forward pass of a SLiCE. The approach
is demonstrated for dense state-transition matrices Aiθ, with comments highlighting where a SLiCE’s
structure can be used to speed up computation or reduce memory footprint. In this paper, each SLiCE
recurrence is embedded in a simple block structure, combining a linear layer to mix the channels, tanh
activation function, layer normalisation, and a skip connection. Inspired by the Lip(γ) regularisation
of Log-NCDEs, all SLiCEs employ weight regularisation on their state transition matrices.

Algorithm 1 Structured Linear CDE: The algorithm is presented for a dense state-transition matrix
Aθ. Comments indicate where the structure of Aθ can be used to reduce memory footprint and
speed-up computation.
Input: ω : (B, L, dω)
Output: h : (B, L, dh)

1: h0 : (B, dh)← ξϕ(ω0)
2: ωinc : (B, L− 1, dω)← diff(ω)
3: Aθ : (dω, dh, dh)← Parameter ▷ Exploit structure of Aθ
4: I : (dh, dh)← dh × dh identity matrix.
5: if mode = parallel then
6: F : (B, L− 1, dh, dh)← I+ einsum(bli, ijk → bljk,ωinc, Aθ) ▷ Broadcast I, exploit

structure of Aθ
7: Fcomp ← pscan(F) ▷ Parallel associative scan, exploit structure of F
8: h1:L−1 ← einsum(bljk, bk→blj, Fcomp, h0)
9: h←

[
h0,h1:L−1

]
10: else ▷ Recurrent pass
11: for t← 0 to L− 2 do
12: Ft : (B, dh, dh)← I+ einsum(bi, ijk → bjk,ωinc

t , Aθ) ▷ Exploit structure of Aθ
13: ht+1 ← einsum(bjk, bk→bj, Ft, ht) ▷ Exploit structure of F
14: end for
15: h←

[
h0, . . . ,hL−1

]
▷ Stack along length axis

16: end if
17: return h

B Expressivity

B.1 Introduction

Rough path theory [13, 61] provides a mathematical framework for analysing continuous-time paths
X : [0, T ]→ Rd. Because it is formulated in continuous time, it can be applied to time series observed
at irregular sampling times, a common situation in real-world applications. A central object is the
path signature, defined in (51), which is a graded sequence of iterated integrals that characterises
the path. The signature encodes geometric features such as increments and areas, it determines
the path up to tree-like equivalence [42], and linear maps of signatures are maximally expressive
on suitable compact sets of paths in the sense of Definition 3.1. The combination of maximal
expressivity and a natural grading makes signature coefficients particularly well-suited as feature
representations for machine learning tasks involving sequential data [58, 34, 11]. These techniques
have experienced substantial growth in popularity and have been successfully implemented across
diverse domains, with applications spanning deep learning [37, 52, 70, 71, 20, 45, 22, 98, 49, 5, 78, 8],
kernel methods [55, 82, 81, 57, 56, 63], and quantitative finance [2, 83, 48, 24, 74, 19]. Additionally,
signature methods have proven valuable in information theory [84, 87], cybersecurity [23], sepsis
detection [69, 25], and computational neuroscience [46], demonstrating their versatility across
scientific disciplines. Signature methods are practical thanks to efficient, well-developed packages
for computing them [32, 68]. Some introductory texts to signatures and rough path theory are [15]
and [62]. This section utilises the tools of rough path theory to characterise the expressivity of the
structured linear controlled differential equations introduced in this paper.
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The core of our models is the linear controlled differential equation (1):

dhs =

dω∑
i=1

Aihsdωis, h0 ∈ Rdh . (49)

By [22, Proposition B.4], this can be written in terms of the signature as

h((Ai)i, h0, ω)t := ht =
∑

I∈Wdω

(AIh0) S
I(ω)[0,t], (50)

where Wdω is the set of words in the alphabet [[dω]] := {1, . . . , dω} (i.e. Wdω =
⋃
n≥0[[dω]]

n )
and for a given word I = i1 . . . in, SI(ω)[0,t] referrs to the Ith component of the signature tensor
S(ω)[0,t],

SI(ω)[0,t] =

∫
· · ·
∫

︸ ︷︷ ︸
u1<···<un
ui∈[0,t]

dωi1u1
· · · dωinun . (51)

It is evident from (50) that any linear readout of ht is expressed as a series in signature terms. Conse-
quently, such systems are inherently limited to learning functions that are close to these (uniformly
convergent) series. Maximal expressivity is thus achieved when any finite linear combination in
signature terms can be approximated by a linear readout on ht through appropriate choices of the
matrices Ai.
Definition B.1. Fix a set of paths X ⊆ C1−var([0, 1];Rd). We say that a sequence (AN ,HN )N∈N,
whereHN ⊆ RN and AN ⊆ RN×N , achieves maximal expressivity for X whenever for any positive
tolerance ϵ > 0 and any finite linear combination coefficients α ∈ T (Rd), there exists a choice
of parameters v, (Ai), h0 in some RN ,AN ,HN in the sequence, such that v⊤h((Ai), h0, ω)· is
uniformly close to ⟨α, S(ω)[0,·]⟩ up to an error of ϵ,

∀ϵ > 0, ∀α ∈ T (Rd), ∃N ≥ 0, ∃(v, (Ai), h0) ∈ RN ×AdN ×HN s.t.

sup
(ω,t)∈X×[0,1]

|⟨α, S(ω)[0,t]⟩ − v⊤h((Ai), h0, ω)t| < ϵ.

If we are given a sequence of probabilities PN onAdN ×HN such that ∀ϵ > 0, ∀α ∈ T (Rd), it holds
that

lim
N→∞

PN

{
∃v ∈ RN s.t. sup

(ω,t)∈X×[0,1]

|⟨α, S(ω)[0,t]⟩ − v⊤h((Ai), h0, ω)t| < ϵ

}
= 1, (52)

then we say that (AN ,HN ,PN )N∈N achieves maximal probabilistic expressivity for X .

A deterministic argument by [51] demonstrates the existence of a specific choice of AN ,HN that
mimics the algebraic structure of tensors and provides maximal expressivity for compact sets of paths.
Furthermore, Cirone et al. [22, Theorem B.13] established that matrices (almost) replicating the
algebraic structure of tensors are, in fact, abundant. They showed that the triplet (RN×N ,RN ,PN ),
where PN is a Gaussian measure achieves maximal probabilistic expressivity for compact sets.

The result in [22] implies that for dense matrices Ai, if the hidden dimension N is sufficiently large,
there is a significant abundance of parameters capable of achieving uniformly and arbitrarily low
error rates. These parameters should therefore be readily discoverable through standard optimisation
methods. Unfortunately, as discussed in Section 2.2, using dense matrices is infeasible in practice
due to computational constraints. In this section, we present three alternative choices of parameters
that lead to maximal probabilistic expressivity for compact sets. These alternatives offer better
computational properties compared to the naive use of dense matrices.

B.2 Sparse Matrices

Proposition B.2. The sequence of triplets (RN×N ,RN ,PN ) where PN is such that

• the initial value has independent standard Gaussian entries [h0]α
iid∼ N (0, 1),
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• the weight matrices are distributed as Ai iid∼ 1√
NpN

W ⊙ B with W and B independent

matrices having entries [W ]α,β
iid∼ N (0, 1) and [B]α,β

iid∼ Ber(pN ),

• the sparsity parameter pN satisfies NpN →∞ as N →∞,

achieves maximal probabilistic expressivity for compact sets.

Proof. Following Cirone et al. [22, Section B.3.5], we only need to prove a bound of type∥∥∥∥ 1

N
⟨AIh0, AJh0⟩RN − δI,J

∥∥∥∥
L2(PN )

≤ (κ(|I|+ |J |))!! O
(

1√
N

)
(53)

as in the dense Gaussian case. That such sparse matrices present the same bounds as dense Gaussian
ones follows from [21, Section 6.2], where it is shown that the bounds can only differ by a correction
term of order OI,J( 1√

N
) where the constants are bounded by the number of pairings of I ∪ J ∪ I ∪

J .

Remark B.3. Following Cirone et al. [21, Section 6.1], it is possible to prove that W can be taken as
having i.i.d. entries from a centred, symmetric but heavy tailed distribution given finiteness of even
moments.

B.3 Walsh–Hadamard Matrices

Proposition B.4. The sequence of triplets (AN ,RN ,PN ) where AN and PN are such that

• AN := {Wdiag(∆) : ∆ ∈ RN , W ∈ RN×N , WW⊤ = IN},

• the initial value has independent standard Gaussian entries [h0]α
iid∼ N (0, 1),

• the weight matrices are distributed as Ai iid∼ 1√
N
Hdiag(∆) for a fixed H ∈ RN×N

satisfying HH⊤ = NIN and having entries bounded uniformly in N by a constant C, and
∆ ∈ RN having entries [∆]α

iid∼ N (0, 1),

achieves maximal probabilistic expressivity for compact sets. In particular one can choose H to be a
Walsh–Hadamard matrix of order N for computational efficiency.

Proof. Following Cirone et al. [22, Section B.3.5], we only need to prove a bound of type∥∥∥∥ 1

N
⟨AIh0, AJh0⟩RN − δI,J

∥∥∥∥
L2(PN )

≤ (κ(|I|+ |J |))!! O
(

1√
N

)
. (54)

We will place ourselves in the graphical setting of [21] and leverage the fact that ([21, Section 7.1])
their results and techniques hold even when the vertices are fixed to random vectors.

The first step is to notice that for x ∈ RN one has the equivalence Wdiag(∆) · x = W · (∆ ⊙ x)
which can be represented graphically as in Figure 2.

W

diag(∆)

≡
W

∆

Figure 2: Graphical representations of the matrix Wdiag(∆). Here } edges correspond to identity
matrices.

This leads to the product graph representation GI,J for 1
N ⟨AIh0, AJh0⟩RN , where I = i1 . . . in and

J = j1 . . . jm, given in Figure 3, which allows us to use [21, Proposition 1] to obtain the bounds.
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1
N ⟨AIh0, AJh0 ⟩ ≡

1
N

1

N
n+m

2 H h0H HH

∆in

h0

∆in−1
∆i1 ∆j1 ∆jm−1

∆jm

Figure 3: The product 1
N

⟨AIh0, AJh0⟩RN as a product graph G.

In the present setting, the vertices labelled h0 must be identified, and the remaining decorated vertices
must be paired such that ∆a is identified with ∆b only if a = b. Each of these admissible pairings
ϕ produces a graph (GI,J)ϕ in which each vertex is assigned the vector of ones. Note that since
|[H]α,β | ≤ C, one has |H⊙k| ≤ Ck. The procedure is shown in Figure 4 for all pairings when
I = J = 11.

H h0H HH

∆

h0

∆ ∆ ∆

H h0H HH

∆

h0

∆ ∆ ∆

H h0H HH

∆

h0

∆ ∆ ∆

h0h0

h0h0

h0h0

Figure 4: Construction of (GI,J)ϕ. Here, we display all the pairings, represented by the red dashed
lines, for I = J = 11 along with their intermediate stages. For simplicity, we omit the H labels from
edges with arrows.

Under these boundedness assumptions, note how leading-order pairings of GI,J are the ones having
the maximum number of surviving vertices, meaning having |I|+|J|

2 + 1 vertices. This can happen iff
I = J , and even in this case, there exists only one pairing (the middle one in Figure 4) for which it
holds that (GI,I)ϕ ≡ 1

N
1

N
2|I|
2

N |I|+1 = 1. To see this, note that only the “middle" vertex of GI,J is

not paired, so to get |I|+|J|
2 + 1, all other vertices have to be identified in couples. This implies that

the left and right adjacent vertices (call them vl and vr) must be paired together: in fact the sub-graph
comprising the middle vertex and the two adjacent edges corresponds to the matrix HH⊤ = NIN ,
hence we can remove this sub-graph, identify the adjacent vertices and take the factor N in front
without changing the value of the graph; but then if vl and vr were paired with other vertices we
would identify at least 4 vertices. Hence i1 has to be equal to j1 and vl and vr must be identified.
Proceeding by induction, from the middle out, we see that only the identity pairing has non-vanishing
value.

To conclude we are left to prove that any pairing ψ of GI,J ⊔GI,J not inducing the identity one on
any of the two copies produces | (GI,J ⊔GI,J)ψ | ≤

1
N , since the number of these pairings is less

than the total number of pairings of the ∆-labelled vertices of GI,J ⊔GI,J , which is (2(|I|+ |J |)!!.
Then the inequality would hold with κ = 2C4, since from the definition of product-graph, we see
that the bound

| (GI,J ⊔GI,J)ψ | ≤
1

N2

1

N2
|I|+|J|

2

NVψC2(|I|+|J|) (55)

25



must hold, where Vψ is the number of vertices in (GI,J ⊔GI,J)ψ. Thus it suffices to show Vψ ≤
|I|+ |J |+ 1.

To see this, notice that in any case Vψ ≤ |I|+ |J |+ 2 and that Vψ = |I|+ |J |+ 2 iff ψ identifies the
random vertices in pairs. Once again there are special vertices which are not paired, the “middle"
ones, the sub-graphs containing them correspond to the matrix HH⊤ = NIN and can thus be
removed by identifying the adjacent vertices and taking the N factor out, so these vertices must be
paired between themselves, and so on. This shows that ψ has to separately pair both copies of GI,J
in GI,J ⊔GI,J with identity pairings, but then such a ψ would not be an atom-free pairing! Hence
such a ψ cannot exist and Vψ ≤ |I|+ |J |+ 1 always holds.

Remark B.5. Just as in the sparse case, and following [21, Section 6.1], it is possible to prove that
the ∆ matrices can be taken to have i.i.d. entries drawn from a centered, symmetric, but possibly
heavy-tailed distribution, provided that the even moments are finite. This distributional adjustment
is a useful technique for controlling the eigenvalue distribution of 1√

N
Hdiag(∆), ensuring it has

favourable computational properties while providing a theoretical guarantee of preserving expressive
power.

B.4 Block Diagonal

Proposition B.6. The sequence of triplets (AN ,RN ,PN ) where AN and PN are such that

• AN := {BlockDiag(B1, B2, . . . , BkN ) : bN = ⌈log(N)⌉, kN = ⌈N/bN⌉, Bh ∈
RbN×bN },

• the initial value has independent standard Gaussian entries [h0]α
iid∼ N (0, 1),

• the weight matrices are distributed as [Bi]α,β
iid∼ 1√

bN
N (0, 1),

achieves maximal probabilistic expressivity for compact sets.

Proof. Following Cirone et al. [22, Section B.3.5], we only need to prove a bound of type∥∥∥∥ 1

N
⟨AIh0, AJh0⟩RN − δI,J

∥∥∥∥
L2(PN )

≤ (κ(|I|+ |J |))!! O
(

1√
N

)
. (56)

It suffices to notice that

1

N
⟨AIh0, AJh0⟩RN =

1

kN

kN∑
l=1

1

bN

〈
BIl h0;l, B

J
l h0;l

〉
RbN ,

where h0;l := [h0](l−1)bN+1,...,lbN , since we then know that∥∥∥∥ 1

bN

〈
BIl h0;l, B

J
l h0;l

〉
RbN − δI,J

∥∥∥∥
L2(PN )

≤ (κ(|I|+ |J |))!! O
(

1√
bN

)
. (57)

From the sum and the initial factor 1
kN

we obtain∥∥∥∥ 1

N
⟨AIh0, AJh0⟩RN − δI,J

∥∥∥∥
L2(PN )

≤ (κ(|I|+ |J |))!! O
(

1√
bN

)
. (58)

C Log Linear Neural Controlled Differential Equations

Combining NCDEs with the Log-ODE method has been shown to produce state-of-the-art perfor-
mance on a range of multivariate time series modelling benchmarks [12, 70, 98]. The same approach
can be applied to Linear NCDEs (LNCDEs), and we refer to this approach as Log-LNCDEs. For a
full introduction to the Log-NCDE method see [11, Section 3.2.2] and [98]. Here, we briefly outline
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the application of the Log-ODE method to an LNCDE, assuming familiarity with the tensor product
⊗ and tensor algebra.

Recall the LNCDE model (4),

ht = ht0 +

∫ t

t0

dω∑
i=1

Aiθhsdω
i
s, (59)

where Aiθ is the linear vector field for each channel and ωis are the channels of our control path. The
log-signature of ω on [s, t] is

log(S(ω)[s,t]) = log(1 + x) =

∞∑
n=1

(−1)n

n
x⊗n ∈ L((Rdω)), (60)

where x = (0, S1(ω)[s,t], S
2(ω)[s,t], . . .), Sj(ω)[s,t] is the collection of all signature components

with words of length j, and L((Rdω)) is the free Lie algebra generated by Rdω [14, 80]. From now, we
consider the log-signature truncated at level N , which lives in the truncated free Lie algebra LN (Rdω).
A basis for the truncated free Lie algebra is the Hall basis, which consists of up to the (N − 1)th

iterated Lie brackets of the basis of Rdω, denoted {ek}dωk=1, where the product is the tensor product
[41]. Let {êk}β(dω,N)

k=1 denote the Hall basis of the truncated free Lie algebra, where β(dω, N) is
the dimension of the truncated log-signature, and let λk be the corresponding components of the
log-signature.

Since LN (Rdω) is the truncated free Lie algebra, the linear map from the increments of the control to
the linear ODE in (59) defined by

dω∑
i=1

Aiθdωis (61)

extends to a Lie algebra homomorphism acting on the log-signature of ω defined by
β(dω,N)∑
i=1

Ākθλk, (62)

with
Ākθ = Akθ (63)

for 1 ≤ k ≤ dω and
Ākθ = ĀjθĀ

i
θ − ĀiθĀ

j
θ (64)

when the basis element êk corresponds to the lie bracket of êi and êj [80]. The Lie bracket of Āiθ and
Ājθ carries this sign as we are considering them as vector fields on Rd. Similarly to a Log-NCDE, the
Log-ODE method is applied to (59) over intervals t0 = r0 < . . . < rm = tn with m < n, such that

dh̃s =

β(dω,N)∑
k=1

Ākθλ
l
k

 h̃s, (65)

for s ∈ [rl, rl+1], where

log(SN (ω)[rl,rl+1])

rl+1 − rl
=

β(dω,N)∑
k=1

λlkêk. (66)

The approximate solution is given by

h̃rl+1
= exp

β(dω,N)∑
k=1

Ākθλ
l
k

 h̃rl , (67)

and applying an associative scan has a reduced I/O cost as only m < n state-transition matrices need
to be materialised in GPU memory, as discussed in Section 4.6.

When applying the Log-ODE method to an LNCDE, the Lie brackets are calculated using the prod-
ucts of the linear vector fields for each channel, as opposed to the forward-mode auto-differentiated
Jacobian-vector products of the vector field for Log-NCDEs. This significantly reduces the compu-
tational cost. For SLiCEs, the Log-ODE method is most beneficial when the linear ODE produced
has the same vector field structure as the original vector fields. This is true for both diagonal and
block-diagonal SLiCEs.
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D Additional experimental details and results

Single runs for all experiments can be completed on a 24GB NVIDIA RTX 4090 GPU in less than 24
hours. We use the following publicly available datasets, libraries, and baseline models:

• A5 Benchmark [66]. License: MIT.
URL: https://github.com/jopetty/word-problem

• Formal Language Benchmark [31]. License: CC-BY-4.0.
URL: https://arxiv.org/abs/2207.02098

• UEA Multivariate Time Series Classification Archive [4]. License: GPL-3.0.
URL: https://www.timeseriesclassification.com/, https://github.com/
time-series-machine-learning/tsml-repo

• S4D [40]. License: Apache 2.0.
URL: https://github.com/state-spaces/s4

• Mamba [39]. License: Apache 2.0.
URL: https://github.com/state-spaces/mamba

• DeltaNet, Gated DeltaNet, DeltaProduct [85, 100, 101, 88]. License: MIT.
URL: https://github.com/fla-org/flash-linear-attention

• xLSTM / mLSTM / sLSTM [6]. License: Apache 2.0.
URL: https://github.com/NX-AI/xlstm

• RWKV-7 [76]. License: Apache 2.0.
URL: https://github.com/BlinkDL/RWKV-LM

• Log-NCDE [98]. License: CC-BY-4.0
URL: https://github.com/Benjamin-Walker/log-neural-cdes

• JAX [10]. License: Apache 2.0.
URL: https://github.com/google/jax

• PyTorch [75]. License: BSD Style, see here https://github.com/pytorch/pytorch?
tab=License-1-ov-file
URL: https://github.com/pytorch/pytorch

D.1 The A5 benchmark

The A5 benchmark examines a model’s state-tracking ability by asking the model to compose a
sequence of even permutations on five elements [66]. There are 60 elements in the group, and the
task is to compose between 3 and 20 elements. Our experiments follow the approach of Merrill et al.
[66]. Models are trained using a token-tagging loss for 100,000 steps with a batch size of 256. For
all sequence lengths, a small batch of sequences of length 2 are included at each training step to aid
convergence. All models use Adam [54] with weight decay as their optimiser, and linear warm-up
followed by cosine annealing with a minimum learning rate of 10−5 and a maximum learning rate of
10−3. Additionally, all models use dropout [90] at a rate of 0.1 and a trainable embedding layer.

The baseline models (Mamba, LSTM, mLSTM, sLSTM, and DeltaProduct) all use a hidden dimension
of 1024. LSTM uses direct stacking whereas the other baseline models use stacked blocks consisting
of a sequence model, a GLU layer [30], and layer normalisation [3]. DeltaProduct uses both gating
and negative eigenvalues [101, 38]. All of the SLiCEs use

ωXtj+1
− ωXtj

tj+1 − tj
= (1, Xtj ) (68)

and 1024 non-zero parameters for each Aiθ. For the diagonal and Walsh–Hadamard SLiCEs, this
corresponds to a hidden dimension of 1024, and for the dense SLiCE, this corresponds to a hidden
dimension of 32. The DPLR SLiCE uses a rank of 2, giving a hidden dimension of 205, the block-
diagonal SLiCE uses bi = 4, giving a hidden dimension of 256, and the diagonal-dense SLiCE uses a
dense block size of 23, giving a hidden dimension of 518. The sparse SLiCE uses a hidden dimension
of 128 and a sparsity of ϵ = 3

7 . All SLiCEs use stacked blocks consisting of a SLiCE, a linear layer
followed by a tanh activation function, layer normalisation, and weight regularisation. Due to issues
with convergence, Walsh–Hadamard’s diagonal matrix Di

θ is parametrised to take values between −1
and 1.
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D.2 Regular language tasks

Delétang et al. [31] introduced four regular language tasks as part of the formal language benchmark:

1. Cycle navigation. Infer the final position of a walk on a cycle starting at the origin. Actions
are randomly sampled from “go forward one step”, “stay in the same place”, and “go
backward one step”. We use a cycle of length 5, therefore a random guesser will achieve an
accuracy of 20%.

2. Even pairs. There are two states in the system and the goal is to determine if there is an
equal (“even”) number of transitions between the two states. As each sequence is either
“even” or not, a random guesser will achieve an accuracy of 50%.

3. Modular arithmetic (no brackets). Performs modular arithmetic without any brackets, i.e.
only handling addition and multiplication. We use mod 5 and hence a random guesser will
achieve 20%.

4. Parity. There are two elements in the system. To determine the parity, the number of the
second element is counted to determine if it is even or odd. This can be viewed as modular
summation with mod 2. A random guesser achieves 50%.

This benchmark tests the ability of models to length generalise on state-tracking tasks, by training
models on sequences from length 3 to 40 and evaluating models on sequences from length 40 to
256. Following Beck et al. [6], all baseline models use two stacked layers. In addition to the hidden
dimension of 512 used by Beck et al. [6], we also train the baseline models with a hidden dimension
of 128, selecting the value that yields the highest average validation accuracy for each model on each
task. For Mamba, which does not support a hidden dimension of 128, we instead choose between
256 and 512 based on validation performance. All models are trained using a token-tagging loss
for 100,000 steps with a batch size of 256. All models use Adam [54] with weight decay as their
optimiser, and linear warm-up followed by cosine annealing with a minimum learning rate of 10−5

and a maximum learning rate of 2× 10−3. Additionally, all models use dropout [90] with a rate of
0.01 and a trainable embedding layer.

Similarly to the A5 benchmark, LSTM uses direct stacking whereas the other baseline models
use stacked blocks consisting of a sequence model, a GLU layer [30], and layer normalisation [3].
The baseline models considered are vanilla DeltaNet [85, 99], DeltaNet with negative eigenvalues
(DeltaNet[-1,1]) [38], Gated DeltaNet [101], Gated DeltaProduct with negative eigenvalues and a
rank of 2, sLSTM [6], mLSTM [6], xLSTM [6], RWKV-7 [76], a Transformer [96], S4D[40], and
Mamba [39].

We consider all SLiCEs on this benchmark except sparse due to the lack of an efficient implementation.
All SLiCEs use

ωXtj+1
− ωXtj

tj+1 − tj
= (1, Xtj ), (69)

and two stacked blocks consisting of the sequence layer, a linear layer followed by a tanh activation
function, and layer normalisation. For the diagonal and Walsh–Hadamard SLiCE, we consider hidden
dimensions of 128 and 512, corresponding to 128 and 512 non-zero parameters per state-transition
matrix, respectively. For all other SLiCEs, the number of non-zero parameters in the state-transition
matrix is fixed at 512. For DPLR we consider ranks of r = 1, 2, 4, 8, and for block-diagonal we
consider two variants, bi = b for all i with b = 2, 4, 8, 16, and bi = 1 for i = 1, . . . , k− 1, and then a
final dense block bk = b for b = 2, 4, 8, 16, referred to as diagonal-dense SLiCE (D-DE-SLiCE). Due
to issues with convergence, Walsh–Hadamard’s diagonal matrix Di

θ is parametrised to take values
between −1 and 1.

Table 4 reports the average validation accuracy for all SLiCEs. Although replacing the diagonal
SLiCE with a Walsh–Hadamard SLiCE improves performance on the A5 benchmark, it decreases
the average validation accuracy on regular language tasks. We hypothesise that this degradation
arises from the same factors responsible for the Walsh–Hadamard SLiCE’s poor performance on
the A5 length generalisation task. For a block-diagonal SLiCE with a fixed block size, any bi > 1
leads to higher average validation accuracy than the diagonal SLiCE, with performance peaking at
bi = 4. This provides empirical evidence that, under a fixed computational budget (or a fixed number
of non-zero state-transition parameters), there exists a trade-off between expressivity and hidden
dimension. DPLR-SLiCE exhibits a similar pattern, achieving its highest accuracy at r = 4. Using a

29



Table 4: Results of SLiCEs on formal language tasks. Average and standard deviation of validation
accuracy over five runs on the regular language tasks for SLiCEs with diagonal, Walsh–Hadamard
(WH), block-diagonal (BD), diagonal-dense (D-DE), and DPLR structures.

Model Cycle Nav. Even Pairs Mod Arith.
No Brack. Parity Average

Diagonaldh=128 69.5± 6.3 100.0± 0.0 20.8± 0.2 89.12± 18.6 69.9
Diagonaldh=512 59.7± 5.1 100.0± 0.0 20.9± 0.1 100.0± 0.0 70.2
WHdh=128 69.7± 8.8 93.1± 13.9 20.5± 0.3 50.7± 0.3 58.5
WHdh=512 35.5± 1.8 58.5± 2.5 23.8± 1.1 71.4± 12.9 47.3
BDdh=256, b=2 92.5± 14.0 72.7± 3.0 37.7± 2.6 99.6± 0.8 75.6
BDdh=128, b=4 99.8± 0.2 85.9± 11.3 54.0± 12.5 95.3± 3.9 83.8
BDdh=64, b=8 99.9± 0.1 91.3± 6.3 70.6± 21.4 54.1± 4.9 79.0
BDdh=32, b=16 97.6± 3.5 94.7± 6.5 76.6± 22.1 50.8± 0.3 79.9
D–DEdh=510, b=2 61.9± 20.4 91.3± 11.5 20.8± 0.2 97.8± 2.9 67.9
D–DEdh=500, b=4 81.6± 15.0 85.3± 18.0 29.4± 15.4 83.7± 9.4 70.0
D–DEdh=456, b=8 90.6± 9.4 90.7± 3.0 31.0± 4.2 79.9± 3.5 73.1
D–DEdh=272 b=16 73.3± 29.4 84.8± 8.5 98.4± 0.7 83.8± 11.3 85.1
DPLRdh=171,r=1 46.5± 26.3 91.1± 4.4 25.8± 10.2 87.8± 9.5 62.8
DPLRdh=102,r=2 53.1± 14.7 96.8± 5.1 43.9± 9.0 79.7± 14.4 68.4
DPLRdh=57,r=4 81.1± 16.6 100.0± 0.0 68.3± 19.3 91.0± 18.0 85.1
DPLRdh=30,r=8 90.1± 10.2 100.0± 0.0 60.3± 19.7 50.7± 0.3 75.3

Random 20.0 50.0 20.0 50.0 35.0

diagonal-dense SLiCE enables larger hidden dimensions while maintaining dense block connections.
The largest dense block configuration, b = 16, attains the joint highest average accuracy along with
the r = 4 DPLR-SLiCE. The strong performance of DPLR-SLiCE is consistent with that of Gated
DeltaProduct model with negative eigenvalues, which serves as the best-performing baseline.

D.3 UEA multivariate time series classification archive

The experiments on the UEA multivariate time series classification archive follow the approach of
Walker et al. [98], using the same data splits. To mitigate convergence issues, the time series were
scaled to the range [−1, 1]. The log-signatures were scaled down by a factor of ten on Heartbeat
for all structures except DPLR, and by a factor of one hundred on Heartbeat and MotorImagery
for DPLR. All SLiCE models use the same hyperparameters as the Log-NCDE, differing only in
that the non-linear vector field is replaced by their respective structured linear vector fields. The
block-diagonal structure uses bi = 4, the diagonal-dense structure uses a dense block of dimension
16, the DPLR structure uses a rank of 4, and the sparse structure uses a sparsity of 0.1. The Log-ODE
method is applied over the same intervals as in the Log-NCDE. The flows are composed using an
associative parallel scan applied to chunks of size 128, with each chunk processed recurrently. All
SLiCEs take ωXs = Xs.

Table 5 presents a breakdown of the average test accuracies from Table 3 across individual datasets.
Figure 5 provides a visual representation of the performance of the baseline models, dense LNCDE,
diagonal SLiCE, and block-diagonal SLiCE on the UEA-MTSCA benchmark. Although Log-NCDEs
improve the average time per training step compared with NCDEs and NRDEs, a substantial gap
remains relative to S5, S6, LRU, and Mamba. Replacing the non-linear vector field with a block-
diagonal linear vector field reduces the average time per training step by a factor of 20, bringing it
within the same order of magnitude as the SSM baselines without degrading the average test accuracy.
Using a diagonal linear vector field further decreases the training time to below that of the SSM
baselines while maintaining comparable accuracy to the baselines. However, the average test accuracy
is lower than that of the block-diagonal variant, consistent with its reduced expressivity. Employing
a dense linear vector field slightly increases run-time and substantially raises GPU memory usage
compared with the block-diagonal case. It also reduces the average test accuracy, which may indicate
over-fitting due to the large number of parameters per state transition. This result suggests that using
a block-diagonal linear vector field may have benefits beyond simply reducing the computational cost
of the model.
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Table 5: UEA test accuracy (%) for all models across six datasets. The best-performing model in
each column is highlighted in bold, and the second-best is underlined. Lower is better for Average
Rank.

Model EW EC HB MI SCP1 SCP2 Av. Acc Av. Rank

BD-SLiCE 86± 4 29± 7 77± 6 53± 3 85± 2 54± 8 64.0 3.2
Log-NCDE 86± 6 34± 7 75± 5 54± 6 83± 3 54± 5 64.3 4.0
D-DE-SLiCE 86± 6 27± 7 74± 4 55± 4 85± 4 52± 5 63.0 5.7
WH-SLiCE 85± 6 30± 5 76± 6 49± 7 82± 3 52± 6 62.5 6.7
DPLR-SLiCE 84± 6 28± 5 74± 6 52± 6 84± 3 51± 6 62.0 7.0
D-SLiCE 79± 6 27± 5 73± 6 54± 7 84± 3 53± 6 61.7 7.2
LRU 88± 3 22± 3 78± 7 48± 6 83± 4 51± 4 61.7 7.3
S6 85± 17 26± 7 77± 9 51± 5 83± 3 50± 10 62.0 7.7
S5 81± 4 24± 5 78± 6 48± 6 90± 5 51± 3 61.8 8.0
S-SLiCE 88± 5 30± 7 73± 6 48± 3 83± 2 49± 4 61.8 8.2
DE-LNCDE 88± 4 26± 5 74± 5 50± 6 82± 4 50± 3 61.6 8.3
NCDE 75± 4 30± 7 74± 3 50± 3 80± 6 53± 3 60.2 8.8
NRDE 84± 8 25± 2 73± 5 47± 6 81± 3 54± 7 60.6 10.3
Mamba 71± 16 28± 5 76± 4 48± 5 81± 2 48± 4 58.6 10.8
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Figure 5: Average per-step training time versus average validation accuracy across six multi-
variate time-series classification datasets from the UEA-MTSCA. Each point represents a model,
with circle area proportional to average GPU memory usage. We compare four families of models: a
recurrent neural network (LRU), SSMs (S5, S6, and Mamba), non-linear NCDEs (NCDE, NRDE, and
Log-NCDE), and linear NCDEs (Diagonal SLiCE, Block-Diagonal SLiCE, and Dense LNCDE). All
test accuracy results except linear NCDEs are from Walker et al. [98]. All timing and GPU memory
results were re-performed on an NVIDIA H100 GPU.
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Table 6: Training time for EigenWorms using a parallel associative scan without applying
Log-ODE method. Time per 1,000 training steps (s) for diagonal SLiCE, block-diagonal SLiCE,
and dense LNCDE on EigenWorms when a parallel associative scan is applied with various chunk
sizes. Experiments were performed on an NVIDIA H100, and the batch size is 1.

Parallel Steps D-SLiCE BD-SLiCE DE-LNCDE

None 311.0 374.89 444.68
4 134.2 326.75 439.51
16 57.50 161.74 257.56
64 31.01 68.59 126.01
256 21.10 30.53 71.54

Table 7: Comparison of training time and GPU memory for EigenWorms using a parallel
associative scan and applying the Log-ODE method. Experiments were performed on an NVIDIA
H100 with a batch size of 4 for diagonal SLiCE, block-diagonal SLiCE, and dense LNCDE.

Model Metric Log-ODE
Interval

Parallel Steps

None 128

D-SLiCE
Time / 1k steps [s] 1 317.49 23.51

12 33.03 10.96

GPU Memory [GB] 1 2.69 2.69
12 2.69 2.69

BD-SLiCE
Time / 1k steps [s] 1 378.20 48.74

12 46.98 13.24

GPU Memory [GB] 1 2.69 4.73
12 2.69 2.69

DE-LNCDE
Time / 1k steps [s] 1 465.94 167.86

12 47.95 29.37

GPU Memory [GB] 1 35.45 51.84
12 2.69 6.79

To conclude, we evaluate how the Log-ODE method and parallel associative scan influence time
per training step and GPU memory for the diagonal SLiCE, block-diagonal SLiCE, and dense
LNCDE. The EigenWorms dataset is chosen for this comparison, as it contains approximately 18,000
observations per time series. Table 6 summarises the effect of applying a parallel associative scan
with varying chunk sizes on time per 1,000 training steps without the Log-ODE method. For all three
models, increasing the number of parallel steps yields strong reductions in time per training step.
The impact of the high I/O costs associated with an associative scan is evident from the diminishing
benefit of a small number of parallel steps as you move from diagonal, through block-diagonal, to
dense matrices.

Table 7 compares the time per 1,000 training steps and GPU memory for diagonal SLiCE, block-
diagonal SLiCE, and dense LNCDE on EigenWorms when using a parallel associative scan and
the Log-ODE method. As expected, both GPU memory and run-time increase monotonically for
every combination of associative scan and Log-ODE method as the model structure transitions
from diagonal, through block-diagonal, to dense matrices. The consistent 2.69 GB floor across
several configurations likely reflects peak memory usage from fixed operations outside the recurrence.
Without the Log-ODE method, the dense LNCDE exhibits high GPU memory consumption, which
constrained experiments to a batch size of 4. When both the Log-ODE method and a parallel
associative scan are applied, the diagonal and block-diagonal SLiCE achieve comparable times
per training step, indicating that the recurrence contributes less to overall computation under these
parameter settings. Overall, combining the Log-ODE method with a parallel associative scan reduces
the time per training step by ∼ 30× for the diagonal and block-diagonal SLiCE without affecting
GPU memory, and by ∼ 16× for the dense LNCDE while lowering GPU memory usage by over 5×.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We introduced the SLiCEs framework and proved they are theoretically
expressive in Section 4 and Appendix B. Section 5 provides a range of empirical results
confirming expressivity and demonstrating the superior performance of SLiCEs relative to a
number of baseline models. Thorough timing experiments are included in Appendix D to
support claims made about efficient computation.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Table 1 contains a thorough comparison of the various proposed methods,
with the balance between efficiency and expressiveness discussed throughout. Section 4.6
also discusses the possible downsides of using parallel associative scans. Finally, Section 6
details the limitation and future work. This highlights that although the theoretical results
presented in this paper are important steps, they do not represent a full theoretical picture of
structured, input-dependent state-transition matrices.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Formal proofs for all theoretical results are given in Appendix B.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Appendix D contains full details on all empirical experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Code to reproduce all experiments can be found at https://github.com/
Benjamin-Walker/structured-linear-cdes (PyTorch) and https://github.com/
Benjamin-Walker/log-neural-cdes (JAX).
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Appendix D contains full details on all empirical experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Where direct comparisons on accuracy are made, empirical experiments have
been repeated using five random seeds and mean and standard deviation reported.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix D contains full details on all empirical experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We reviewed the NeurIPS Code of Ethics and complied with what is written
there.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [No]
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Justification: This paper presents work whose goal is to advance the development of ex-
pressive and computationally efficient sequence-to-sequence layers. The proposed SLiCE
models contribute to improving the theoretical understanding and practical implementa-
tion of state-tracking architectures, which may impact various applications in time-series
modelling, large language models, and related areas. While our contributions primarily
focus on theoretical advancements and algorithmic efficiency, potential societal implications
will depend on how these models are applied. However, we do not identify any immediate
ethical concerns or societal consequences that require specific discussion.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Appendix D contains full details on all empirical experiments.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Documentation are provided in the associated Github repositories at https:
//github.com/Benjamin-Walker/structured-linear-cdes (PyTorch) and https:
//github.com/Benjamin-Walker/log-neural-cdes (JAX).
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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