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Abstract

Even though large language models (LLMs)
have demonstrated remarkable capability in
solving various natural language tasks, the ca-
pability of an LLM to follow human instruc-
tions is still an area of active development. Re-
cent works (Ouyang et al., 2022; Rafailov et al.,
2023; Zhang et al., 2023) have shown great
improvements in instruction-following capabil-
ity through additional training for instruction-
following tasks. However, the mechanisms
responsible for effective instruction-following
capabilities remain inadequately understood.
Here, we introduce a simplified instruction-
following task and use synthetic datasets to
analyze a Transformer-based causal language
model. Our findings suggest that the model
learns task-specific information by clustering
data within its hidden space, with this cluster-
ing process evolving dynamically during learn-
ing.

1 Introduction

In recent years, large language models (LLMs)
have achieved remarkable capabilities in natural
language processing and artificial intelligence more
generally (Brown et al., 2020; OpenAI, 2023; Tou-
vron et al., 2023). However, a significant challenge
with LLMs is the misalignment between their train-
ing objectives and users’ intentions. Techniques
such as reinforcement learning from human feed-
back (Ouyang et al., 2022), direct preference op-
timization (Rafailov et al., 2023), and instruction
tuning (Zhang et al., 2023) have been proposed to
further train LLMs for instruction following, yield-
ing seemingly great instruction-following capabili-
ties.

Yet, the mechanisms underlying these success-
ful instruction-following capabilities are not well-
understood and require specific analysis. We devise
a simplified instruction-following task with a syn-
thetic dataset that we fully control but that reflects

some key properties of natural language data. We
aim to perform analysis on a Transformer-based
causal language model (CLM) trained for a simpli-
fied instruction-following task to study its inductive
biases.

More specifically, the ability to correctly rec-
ognize a learned task may be needed to success-
fully execute it. We aim to investigate how task-
specific information is encoded into the representa-
tion space of Transformer-based CLMs trained for
instruction-following. One intuitive hypothesis is
that hidden states corresponding to the same task
are arranged close together to form a task-specific
cluster, reminiscent of functional modules and topo-
graphic maps that neuroscientists have discovered
in the brain (Knudsen et al., 1987; Chklovskii and
Koulakov, 2004). Section 3 provides experimental
evidence supporting this hypothesis.

2 Method

We define a task as a function f : X → Y , where
each input-output pair (x, y) is a mapping. An
instruction-following task involves predicting an
output y given an instruction I and an input x. For
example, in the task “given a location, state its con-
tinent. New York City,” the input is "New York
City," and the output is "North America." Here, the
instruction helps identify the specific task function
f . For simplicity, we assume inputs and instruc-
tions are separate. A task instance is represented
as a sequence [I;x; y], with each part as a text
sequence. The instruction-following task is then
treated as a language modeling task, where the
model predicts the next token in the sequence.

To make analysis easier, we simplify the
instruction-following task. We assume the input
and output alphabets X and Y are discrete and rep-
resented by single tokens. We create a simplified
task function by randomly sampling a finite set of
input-output pairs, where each input is uniquely



associated with an output. Different task functions
can share the same input set but yield different out-
puts, making it crucial for the model to correctly
identify the task. In our study, we randomly sample
a regular expression for each task, which is con-
sidered a simple grammar rule. We then sample
instructions represented as sequences of symbols
based on the regular expression.

3 Experiments

We construct a synthetic instruction-following in-
struction dataset based on the guidelines outlined in
Section 2. This dataset is then divided into training
and validation sets. For computational efficiency in
subsequent clustering analysis, we randomly sam-
ple a number of instances from a subset of tasks to
form the validation set and a training subset for in-
termediate evaluations. Given full control over the
data generation process, we record a task identity
for each data instance. We construct 50 tasks in
total and each task has 152 variants of instructions
on average.

We train a six-layer Transformer model follow-
ing the GPT-2 architecture (Radford et al., 2019).
This model is optimized using an AdamW opti-
mizer (Loshchilov and Hutter, 2017) and employs
a cosine annealing learning rate schedule. The task
accuracy is measured by the percentage of correct
outputs, which is treated as the measurement of
task performance.

We gather hidden states of the input tokens from
various data instances. Next, we use the popular
KMeans clustering algorithm to uncover clusters
within the data. We optionally pre-process them
using t-SNE dimension reduction (Van der Maaten
and Hinton, 2008) if it benefits the subsequent clus-
tering performance. We conduct extrinsic cluster-
ing evaluation on the clustering results, using task
identities as labels. Our analysis reports results on
the training subset and validation set, employing
the Adjusted Rand Index (ARI) as a metric.

As shown in Figure 1, on both training and vali-
dation splits, there exists a strong trend of improve-
ment of the clustering performance based on task
identities throughout the training process until sat-
urating at some high values. Moreover, clustering
performance tends to improve in higher layers of
the Transformer model, with the 0th layer serving
as a baseline solely based on input word embed-
ding. Notably, the baseline does not undergo much
change during the training process compared to the

(a) Training subset

(b) Validation set

Figure 1: Clustering analysis on both of training subset
(a) and validation set (b) across different layers through-
out the training process. Each dot represents a data
point.

clustering performances of other layers. It is impor-
tant to note that task identities are concealed from
the training process, and the Transformer models
perform clustering during training without explicit
supervision. Moreover, we designed the simplified
task to have many tasks share the same inputs by
using a small task-related vocabulary such that the
model will not be able to identify a task solely from
the inputs. Additionally, similar clustering phenom-
ena are observed on the validation sets, indicating
that the clustering effect generalizes to unseen in-
stances as well. These results not only provide
compelling evidence supporting the existence of
task-specific clusters but also show that the clusters
evolve throughout the training process instead of
appearing spontaneously.

4 Conclusion

In this work, we introduce a simplified instruction-
following task and construct synthetic datasets to
analyze a Transformer-based CLM model. From
the simplified setting, we provide experimental evi-
dence supporting the notion that the model encodes
task-specific information through clustering in its
hidden space, and demonstrate that this clustering
evolves continuously during the learning process.
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