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ABSTRACT

Diffusion models are an important tool for generative modelling, serving as effec-
tive priors in applications such as imaging and protein design. A key challenge in
applying diffusion models for downstream tasks is efficiently sampling from re-
sulting posterior distributions, which can be addressed using the h-transform. This
work introduces a self-supervised algorithm for fine-tuning diffusion models by
estimating the h-transform, enabling amortised conditional sampling. Our method
iteratively refines the h-transform using a synthetic dataset resampled with path-
based importance weights. We demonstrate the effectiveness of this framework
on class-conditional sampling and reward fine-tuning for text-to-image diffusion
models.

1 INTRODUCTION

Diffusion models have emerged as a powerful tool for generative modelling (Ho et al., 2020; Dhari-
wal & Nichol, 2021). As training these models is expensive and requires large amount of data,
fine-tuning existing models for new tasks is of interest. In particular, given large pre-trained foun-
dation models such as Stable Diffusion (Rombach et al., 2022) for images or RFDiffusion (Watson
et al., 2023) for protein generation, the goal is to use the model as a prior for various downstream
applications. For example, in imaging applications, the same diffusion model might be used as a
prior for inpainting, deblurring or super-resolution tasks (Rout et al., 2024).

Sampling from the resulting conditional distribution can be interpreted as sampling from a tilted dis-
tribution (Domingo-Enrich et al., 2024), where the distribution defined by the pre-trained diffusion
models pyan () is tilted by some reward or likelihood function r : R™ — R. Then, we define the
tilted distribution as

Pitted (T) OC Paata(T) €XP (T(;)) ; (D
with a temperature A > 0. This general framework includes several applications, such as statistical
inverse problems with r() = In p(y|x) as the log-likelihood given observed measurements y; class
conditional sampling with () = In p(c|x) as the log-class probabilities for a class ¢ or reward fine-
tuning where r () is learned explicitly as an image reward (Xu et al., 2024). The tilted distribution
can also be expressed as the minimiser of an optimisation problem, i.e.,

Drilted = aT'g ngn {_E:cfvp [7‘(13)] + /\KL(p,pdata)} . 2

Here, the first term maximises the reward, and the second term acts as a regulariser with the temper-
ature A as the regularisation strength. In the following, we directly incorporate A into the reward r
for an easier notation.

We can sample from the tilted distribution by adding an additional term, the generalised h-transform,
to the drift function of the reverse SDE (Vargas et al., 2023b). The h-transform is in general in-
tractable in closed form and thus many works propose approximations, see for example (Jalal et al.,
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2021; Chung et al., 2023; Rout et al., 2024). As an alternative, Denker et al. (2024) propose a su-
pervised framework to estimate the h-transform given a small dataset from the tilted distribution.
Howeyver, this limits the method to domains where such a dataset is available. In this work, we
propose a self-supervised framework for estimating the h-transform without access to samples from
the tilted distribution. In particular, we iteratively sample from the diffusion model, resample on
path-based importance weights and fine-tune the model using the resampled data.

Controlled Generation from Diffusion Models Controlled generation for diffusion models can
be achieved via inference-time or post-training methods (Uehara et al., 2025). Inference-time meth-
ods, such as classifier guidance (Dhariwal & Nichol, 2021) or reconstruction guidance (Chung et al.,
2023), guide the reverse diffusion process without additional training but typically increase compu-
tational cost and are often sensitive to hyperparameters (Song et al., 2024). Post-training techniques
instead fine-tune models for a specific application. Fine-tuning comes with a higher initial computa-
tional cost but often results in reduced sampling time compared to inference-time methods (Denker
et al., 2024). Supervised post-training methods require an additional task-specific dataset for fine-
tuning (Ruiz et al., 2023; Zhang et al., 2023; Xu et al., 2024). In contrast, online post-training
methods directly optimise some objective given by the reward function via reinforcement learning
(Venkatraman et al., 2024; Clark et al., 2024; Fan et al., 2024; Black et al., 2024) or stochastic
optimal control (Denker et al., 2024; Domingo-Enrich et al., 2024).

Iterative retraining can cause model degradation Iterative retraining of generative models on
synthetic data has been shown to lead to performance degradation, including phenomena such as
mode collapse (Alemohammad et al., 2024; Shumailov et al., 2023). Strategies to mitigate this
issue have been proposed, such as mixing synthetic data with real data (Bertrand et al., 2024).
Alternatively, training on curated synthetic datasets, i.e., choosing the synthetic data based on the
reward 7, has also been demonstrated to improve retraining stability and model performance (Dong
et al., 2023; Ferbach et al., 2024). As we re-sample the synthetic dataset based on the importance
weights, our approach also falls into the category of retraining using curated data. However, as
opposed to Ferbach et al. (2024) our selection process incorporates both the reward and the path
probability, which can mitigate risks associated with iterative retraining.

Self-supervised training for sampling Recently, a number of self-supervised frameworks have
been proposed for sampling from unnormalised densities, for example FAB (Midgley et al., 2023)
or iDEM (Akhound-Sadegh et al., 2024). In iDEM, the authors propose an iterative framework,
where they train a diffusion model with a stochastic regression loss based on data sampled from the
current estimation of the diffusion model.

The rest of the paper is structured as follows. In Section 2 we give the necessary background on
diffusion models and supervised fine-tuning. The path-based importance weights and the resampling
step are presented in Section 3. Lastly, we present experiments on class conditional sampling for
MNIST, and reward-based fine-tuning of Stable Diffusion (Rombach et al., 2022) in Section 4.

2 BACKGROUND

Let us first recap the score-based generative modelling framework of Song et al. (2021); we start
with a forward SDE, which progressively transforms the target distribution pqata

dX, = fi(X,)dt + Utﬁm Xo ~ pdatas 3)

with drift f; and diffusion o;. As usual, we denote by p; the density of the solution X at time ¢
and by p, |, (xt, |xt,) the conditional densities of X, given X,. Under some regularity assump-
tions, there exists by Anderson (1982) a corresponding reverse SDE, that allows sampling from
Pr (typically A(0,1,,)) and denoising them to generate samples from pgai.. The reverse SDE is
given by

dX; = (fio(Xy) — 02si(Xy)) dt + 0, dW,, X ~ Pr, 4)

where the time flows backwards and s;(¢) = V, In p;(x) is the score function.
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To sample from the tilted distribution py;jteq instead of pyata, We consider an additional guidiance
term in the reverse SDE. More precisely, we consider the SDE

dH; = (f,(H;) — 07 (s:(Hy) + he(Hy))) dt + 0, dWy, (5)
where the time flows again backwards and we use H, for the guided reverse SDE. To ensure that
Hy ~ piited, Denker et al. (2024); Vargas et al. (2023b) considered a generalisation of Doob’s
h-transform. In particular, they proved the following theorem.

Theorem 1 (Proposition 2.2 and Theorem 3.1 in Denker et al., 2024).

Assume Z, = [exp(r(zo))dzo < oc. Further, let Q? [Ptilted] = fﬁﬂo(m|w0)pmmd(m0)da:o
and
P (@) = Vo pi(e), where pi(a) = [ 20D

Then, the following holds true:

Pop(xo|z)dzo. (6)

(i) Let (Hy;); be the solution of the SDE (5) with hy = h§ given in (6) and Hp ~ Q{f [Ditted)-
Then, it holds Hy ~ Diilted.

(ii) It holds that h} is the unique minimiser of the score-matching (SM) loss function

Lsar(he) = E M(ht(wt)—l—st(wt))—vmt 1n23t|o(wt|w0)H2] G

Lo ~Ptilted
t~U(0.T) .~ o 0)

(iii) It holds that
hi € argmin F(Pp,), where F(P)=KL(P,Pgata) — ]Em[O,T]N]P[T(CBO)} (8)

hy

and where Py, and Py, are the path measures of the corresponding SDEs (5) and (4).

Remark 2. In Theorem 1 (i) the terminal distribution is given as Q;f [Ptittea] instead of Pr in
Equation (4) to remove the value function bias. In Domingo-Enrich et al. (2024), the authors deal
with the value function bias by altering the noise of the controlled SDE. However, due to the mixing
time in the commonly used VP-SDE the discrepancy, measured w.r.t. the total variation distance,
decays exponentially (Denker et al., 2024, Proposition G.2) and we approximate Q;‘ [Ptitted] =~
Pr =~ N(0,1,,) for all numerical experiments.

Part (i) of Theorem 1 states conditions on h; such that Hy ~ piiteq in (5) and the (ii), (iii) provide
loss functions to learn such a h;. For the commonly used VP-SDE (Song et al., 2021), the loss (7)
in part (ii) reduces to

Lsp(he) = E |:H(ht(’7tw0 +nz)+si(nwo + 1iz)) — Z/vt\ﬂ , ©)

t~U(0,T),2~N(0,1)

where the parameters -, 1, are specified by the drift and diffusion coefficients. However, samples
from the tilted distribution are often not available, making this approach limited in practice. More-
over, the loss function in (8) can be reformulated as a stochastic control (SC) loss, i.e.,

1 ’ 2 2
oy || ()| "t — (o)
0

Lsc(hi) = Ew[o:T]NPh [2
Differentiating £s¢ requires differentiating through the sample generation of the SDE. Even though
Denker et al. (2024) reduce the computational cost of this step by using the VarGrad (Richter et al.,
2020) or trajectory balance loss (Malkin et al., 2022), the memory requirements for optimising Lgc
still scale linearly with the number of steps in the SDE generation.

(10)

3  SELF-SUPERVISED IMPORTANCE FINE-TUNING

To circumvent the limitations of the loss functions from Denker et al. (2024), we propose in this
section a self-supervised method for fine-tuning diffusion models. To this end, we combine the
recently proposed rejection sampling steps from Hertrich & Gruhlke (2025) with the supervised
fine-tuning from Theorem 1 (ii) and prove that this defines a descent algorithm for the loss function
F from Theorem 1.
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3.1 IMPORTANCE-BASED REJECTION

A basic tool for reweighting and fine-tuning generative models are importance weights. To this

end, let o be generated from the backward SDE (5) for some guidance term h. We assign to it
the weight ”;01;9(7‘;(50) where pj, is the density of the generated distribution. Then, samples with

a large importance weights are under-represented and samples with small importance weights are
over-represented in py, for approximating pyijted-

Unfortunately, we do not have access to the explicit value of p;. Therefore, we rewrite the impor-
tance weight with peied () X paaa () exp(r(x)) as

Piitied()  Diitted (T) Paata(T) Pdata ()

= x exp(r(x an
@ @) pu@ P @)
Now we approximate the quotient 71;“,’:"7((5)) by the ELBO from Denker et al. (2024), such that
Prilted (1’) Pdata (:I:) dPyata
—_— p(r(x ~ exp(r(x x (12)
ph(ﬂﬂ) ( ( )) ph(w) ( ( 0)) d]P;h ( [O,T])
where P, and Pg,, are the path measures for the SDEs corresponding to the prior and adjusted
diffusion model and z(o.7) = (%+):e[o, 1) is the whole generated trajectory. The Radon-Nikodym

derivative %ﬁi‘“(w[oﬂ) can now be computed based on the framework from Vargas et al. (2024).

We summarise the result in the following lemma. The derivations are included in Appendix A, both
in continuous and in discrete time.

Lemma 3. The right side of (12) can be rewritten as
e 2 2 r T
exp | r(zo) — 3 oplhe(ze)|3dt + | orhe(ze) dWy |, (13)
0 0

These path-wise importance weights can be computed concurrently with sampling without any com-
putational overhead. For numerical stability, we perform these computations in the log-space.

In practice, importance weights have the disadvantage that they often suffer from highly imbalanced
weights. As a remedy, Hertrich & Gruhlke (2025) proposed a rejection sampling algorithm based
on relaxed importance weights. Plugging in our approximation (12), this rejection sampling step
amounts to computing, for some generated trajectory g, 7], the acceptance probability

T])QXW(:BO))) , (14)

d]Pdata (iB
dPy,

where c is a hyper-parameter. In practice, we use an adaptive choice of c such that a certain rate of
samples is accepted, see (Hertrich & Gruhlke, 2025, Rem 10). We will show in the next subsection
that the distribution of accepted samples is closer to the tilted distribution than the distribution of the
initially generated samples.

)

a(xjo.7)) = min (17
c

3.2 SELF-SUPERVISED IMPORTANCE FINE-TUNING

Next, we will combine the importance-based rejection steps with the supervised loss function from
Theorem 1 (ii) to obtain a tractable fine-tuning algorithm. More precisely, starting with an initial
guidance term h° we construct a sequence of guidance terms h* for k = 1,2, ... by the following
steps.

First, we sample a batch {:c((f)}i:lw, ~ from the reverse SDE (5) with h = h* and compute the
corresponding acceptance probabilities «; = a(x é o) from (14). Second, we keep any sample
from the batch with probability c; and discard the rést. We denote the distribution of remaining

samples by I@?Lk. Finally, we update the guidance term h* by using the supervised loss function for
the h-transform from Theorem 1 (ii). That is, we define h**! € arg min, Lpr (g), where

2
Lrr(g) = E [H(gt<:ct>+st<sct>>—th In Byjo (@1/20) | ] .0y

) NI’@(}JLIC
t~U(0,T), @~ P, (- |o)
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Algorithm 1 Self-supervised estimation of the h-transform for DDPM

Require: Pre-trained noise prediction model €/ (x;), noise schedule &;
Require: Number of outer training steps /&, number of inner training steps M, number of samples
N, batch size m, buffer with maximum length
Require: Rate of accepted samples r
1: for k =1to K do

2: Sample :c%;%) ~ Pp,, > Sample paths with current model
3: for; =1to N do > Resample using rejection sampling
4: Compute acceptance probability a(a:fé?T])
5: Sample u ~ U([0,1])
6: - Ifu< a(a:fé?T]), add mfé?T] to buffer
7: for 1to M do > Inner training loop using buffer
8: Sample (™) from buffer
9: t~U{1,...,T})
10: e~N(0,1
1 "™ a4 T = age
_ i 2
12 e ||t + np @) - e
2
13: | @<« Optim(p, V)

We summarise our self-supervised importance fine-tuning in Algorithm 1.

Recall that the generalised h-transform from Theorem 1 minimises the function F(P,) =
KL(Pp, Pgata) — Ea o,z ~Ph [r(xo)]. The following theorem proves that our self-supervised im-
portance fine-tuning is a descent algorithm for 7. More precisely, it holds that F(Ppx+1) < F(Ppx)
forall k = 1,2, .... We include the proof in Appendix B.1.

exp(r(wo)))

Theorem 4. Let a(xjo.77) = min (1, d(%‘;:“ (x0,17) be the acceptance probability of a

sample x(o 1) ~ P and denote by PP), the distribution of the accepted paths. Then, the following
holds true:

a(x(o, 7))
(0,7 ~Pp [a(m[O,T])]

(i) (@) = 5

(ii) f(If"h) < F(Py), where F(P) = KL(P, Paata) — Ea o1 ~p[r(xo)] x KL(P, Pgjqe)

[

(iti) Let hy € argming, L7 (gt) with Lpr from (15) and let Py« be the path measure of the
corresponding SDE. Then it holds F(Pp-) < F(P,) < F(Py).

3.3 TRAINING AND NETWORK PARAMETRISATION

Replay buffer Sampling from the current model is the most computationally expensive part of
the algorithm. Motivated by Midgley et al. (2023); Sendera et al. (2024), we make use of an un-
prioritised replay buffer with a fixed length. We save the accepted samples from the current model
and append them the buffer. Once the fixed length is reached, we discard the oldest samples. During
training, we randomly sample batches from the buffer.

Network parametrisation The parametrisation of the h-transform has a crucial effect on perfor-
mance and convergence speed. Motivated by the network parametrisation in sampling applications
with diffusion (Vargas et al., 2023a; Zhang & Chen, 2022) and fine-tuning approaches (Denker et al.,
2024; Venkatraman et al., 2024), we make use of a reward-informed inductive bias given as

R () = NN (4, t) + NNo(t) Vg, r(20), (16)

where &g is the Tweedie estimate given the pre-trained unconditional diffusion model, NNy is a
vector-valued and NN a scalar-valued neural network.
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Figure 1: 2D Toy example for fine-tuning diffusion models. We show the prior the log-probability
of the tilted distribution and samples from the conditional diffusion model using classifier guidance
(Dhariwal & Nichol, 2021), online fine-tuning (Fan et al., 2024), our importance fine-tuning and a
variation with only reward-based importance weights.

KL-Regularisation Similar to Fan et al. (2024), we found that using a KL regulariser was useful
to improve diversity in the supervised setting. The KL divergence between p;, and pgy, can be
bounded as

T
Dxi.(ph, Paata) < Dxi(Pr, Paata) = Emr,op,, l/ 0,52||ht(Ht)||§dt] ) )
0

i.e., the norm of the h-transform over trajectories, see Appendix A for a derivation. The naive
addition of this term to the supervised training loss is expensive, as one has to backpropagate through
the full trajectory. Instead, we estimate the integral using a single random time step.

4 EXPERIMENTS

In this section, we present a toy example on a 2D dataset, class conditional sampling for MNIST
and finally preliminary results for reward fine-tuning of text-to-image diffusion models.

4.1 2D ToYy EXAMPLE

As an initial example we make use of a diffusion trained on samples of a Gaussian mixture model
(GMM) with 25 modes, arranged on a grid. The goal is to sample from the tilted distribution
Pdata () exp(r(x)), where the reward r is defined as the log-likelihood of a GMM with a reweighted
subset of the modes, see Appendix C.1 for the detailed setup. Figure 1 illustrates both the prior and
the density of the tilted distribution. We compare against Classifier Guidance (Dhariwal & Nichol,
2021), an inference time method, where the h-transform is approximated by the gradient of the
reward hy(@x;) = 7Vg,r(x:). Further, we compare against online fine-tuning, where we directly
optimise Equation (2). Instead of employing the gradient calculation of DPOK (Fan et al., 2024),
we backpropagate gradients through the entire trajectory for this toy example. Further, we evaluate
our importance fine-tuning and a variation where importance weights are calculated solely based on
the reward, referred to as reward-only fine-tuning.

In Figure 1, we observe that classifier guidance is able to find all the modes of the posterior, fails to
capture the correct weighting. In contrast, both online fine-tuning and importance fine-tuning yield
samples that more accurately represent the target distribution. Lastly, the reward-only fine-tuning
method collapses to the highest mode.

4.2 CLASS-CONDITIONAL SAMPLING

As another application, we consider class conditional sampling. Let ¢ be the class and p(c|z) the
log class probabilities of a pre-trained classifier. The goal is to sample from the tilted distribution
with the reward as r(z) = Inp(c|x). We consider both the MNIST dataset and pre-train uncondi-
tional diffusion models using the U-Net architecture from Ho et al. (2020). We use a convolutional
classifier with a 98.6% accuracy. We use the reward-informed architecture as in Eqn. (16).

We use importance fine-tuning to learn the posterior for different MNIST classes and for even/odd
numbers. We show posterior prior samples in Figure 2, see Figure 4 for all classes. We compare both
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Prior samples Posterior: Six Posterior: Even numbers

Figure 2: Class conditional sampling for MNIST. Left: Sampled from unconditional model. Middle:
Samples for class ’six’. Right: Samples for even numbers.

Table 1: Expected reward and FID scores for both the single class and the even/odd task on MNIST.
FID is computed for the features of the penultimate layer of the pre-trained classifier for 1024 sam-
ples. We compare against classifier guidance with scale v = 4.5, online fine-tuning and our impor-
tance fine-tuning.

Single class Even / Odd
E[r(z)] (1) FID(}) E[r(z)] (1) FID(])
Classifier Guidance —1.495 117.241 —2.572 193.984
Online Fine-tuning —0.110 31.994 —0.065 198.871
Importance Fine-tuning —0.152 30.814 —0.878 110.403

against classifier guidance and online fine-tuning. For online fine-tuning we optimise Equation (10)
using VarGrad (Richter et al., 2020) to reduce the memory cost. In Table 1 we present the expectation
of the reward and the FID (Heusel et al., 2017) based on the features of the penultimate layer of
the pre-trained classifier. For single-class posteriors, online fine-tuning achieves a higher expected
reward but results in a lower actual reward. A similar trend is observed for even/odd tasks. This
indicates that online fine-tuning is more effective at maximising reward, although at the expense of
reduced sample diversity, as reflected by the FID score.

4.3 TEXT-TO-IMAGE REWARD FINE-TUNING

Despite the progress in training text-to-image diffusion models, samples not always align with hu-
man preferences. In particular, the model can struggle with unnatural prompts such as “A green
rabbit” (Venkatraman et al., 2024; Fan et al., 2024). To alleviate this problem, the diffusion model is
fine-tuned to maximise some reward model, trained to imitate human preferences. We use the latent
diffusion model Stable Diffusion-v1.5 (Rombach et al., 2022) and align it using the ImageReward-
v1.0 (Xu et al., 2024) reward model. We refer to Appendix C.3 for experimental details. In Figure 3,
we show examples for the prompt “A green rabbit”. Here, we see that in contrast to the pre-trained
model, we obtain samples which align better with the prompt. This can also be seen in the mean
reward value of —0.18 for the base model and 0.67 for the fine-tuned model, evaluated over 60 im-
ages. However, for some samples the visual quality also degrades. Specifically, in the middle image
of the bottom row, the output shows oversaturation in the green colour.

5 CONCLUSION

We propose an iterative approach for fine-tuning diffusion models for conditional sampling tasks. As
the naive iterative retraining of generative models often lead to performance degradation (Shumailov
et al., 2023), we introduce an additional resampling step based on path-based importance weights.
We show initial evaluations for class conditional sampling and reward fine-tuning of text-to-image
diffusion models.

Online fine-tuning methods often require additional tricks to increase training stability, e.g., Venka-
traman et al. (2024) use loss clipping and disregard low reward trajectories or Fan et al. (2024)
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Figure 3: Samples for the base model and the fine-tuned model for the prompt ”A green colored
rabbit.“. Images were generated using the same seed.

employ variance reduction techniques by additionally learning the value function. In contrast our
importance fine-tuning method is trained using a score matching loss, see Theorem 1, leading to a
more stable training.

Limitations In our iterative refinement method, the model is fine-tuned using ”good®, i.e., having
a high importance weight, samples from the pre-trained model. However, these samples necessarily
lie in the support of the pre-trained model and we rely on the fact that such ”good* samples exist.
Thus, our refinement approach might struggle on domains where the distribution of the pre-trained
model is sparse and high reward samples are are. One possibility to alleviate this problem is to make
use of “off-policy* samples (Venkatraman et al., 2024), which are obtained by some other method.
For off-policy samples, we loose the compact formulation of the RND from Lemma 3. However, we
can still compute importance weights using the RND in Proposition 5.
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A RADON-NIKODYM DERIVATIVE BETWEENS SDES.

To calculate the approximated importance weights, we make use of the RND between SDEs. In
particular, we use the result from (Niisken & Richter, 2021; Vargas et al., 2024).

Proposition 5. (RND between SDEs (Niisken & Richter, 2021; Vargas et al., 2024)) Given the
following SDEs

dY; = a,(Yy) dt + 03 (Y;) AWy, Yy ~ p, (18)
dX; = by(X,) dt + 0o (X,) AWy, Xo ~ v, (19)

with path probabilities P, and Py, we get

In (dPa> (Z)=1In <Z/:> (Zo) +/0 oy 2(ay — b)) (Zy)dZ, + %/0 o 2 — a7)(Zy)dt,

P,
(20)
and in particular, when evaluated on'Y :
dP, d ro_ — 1T
n[—=2](Y)=1In (“) (Yo) +/ oy Hag — b)) (Y)dW , + 7/ o, 2||by — a||*(Y2)dt.
dP, dv 0 2 Jo
2D

Let Py, be the path probability of
dX, = (fi(X:) = 07 Vx, npy(Xy)) dt + 0, dW,, X7 ~ Pr, (22)
and P}, the path probability of
dH, = (f,(H,) — 0}(Ve, Inp(H;) + hy(Hy))) dt + 0,dW,, Hrp ~ Pr. (23)

For the approximated importance weights we require the RND of P;, with respect to Py, evaluated
at trajectories from IPj,. Let the drift of Py, be given as a;(z) = fi(x) — 02V Inpi(x) and the
drift of Py, as by(z) = fi(x) — 07V Inpy(x) — o7 he(z). In particular, we have a; — b, = o7h;. For
readability, we do not omit the dependence on « for the drift in the following. Using Proposition 5
we get,

deata r —2 1 ’ —2/712 2
In ( —-aa (H):/ o; (at—bt)dHt—i—f/ o7 2(b? — a?)dt (24)

T T 1T
/ o7 2(a; — by)bydt +/ o7 2(ay — by)o dW, + 5/ o7 2(b? — a?)dt
0 0 0

(25)
1 (7 T —
=3 / o, 2 [2aby — 2b7 + b? — a?)dt + / oty dW, (26)
o 0
1 (T T -
= —5/ U;Q(bt — CLt)th +/ Uthtdwt (27)
0 0
1 (7 H——
= *5/ U?HhtngdtJr/ oithydWy, (28)
0 0

evaluated on a trajectory H from Pj,.

A.1 DISCRETE VERSION FOR DDPM

We can also express the RND in the discrete setting. For this derivation, we make use of the DDPM
schedule (Ho et al., 2020). The generalisation to different schedules is straightforward. The path
probability of the pre-trained model is given as
T
Pgam(fﬂo, -, xr) = pr(zr) Hpgam(wtqﬁt), pgata(il?tfﬂwt) = N (@ 1|po(z4,t); 531)
t=1

(29)
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where the mean is parametrised as pg(xs,t) = ﬁ(:ﬂt - \/;_Lfee(mt, t)). Similar, we have path
t at
probabilities for the fine-tuned model as

ph(@o, ..., xr) = pr(er) [[ph(@alz:),  pl(@ale) = N(@e|pn(@e, t); 571),  (30)
t=1
with mean pp (@, t) = po(at,t) + Ap(xs,t) is the original mean plus a delta given by the h-

3 =
transform. We use 3; = Qi1

ﬁt for the standard deviation of the reverse kernel. Using this
setting, we can write the RND as

data ddld
In (Peh (m()?"'a ) Zl ( (¢ 1%)) 7 31)
Pw(wo, - Pg, Ty 1|T4)
where we assumed that the terminal distribution pr is the same for both diffusion models. The log
ratio of two Gaussian reduces to

N (@51, %1) 1 Ty—1 Ty—1 1%
n|—/—/—"—"=]=—2[x—- b - —(x— b)) — —In——
(T2 ) = - Sl = )5 = ) = (o= )57 o = )]+ 5 0 2

(32)
which gets us
data
P (T1—1|m:) 2 2
In{~4t————--] = — — ||xr-1 — t . 33
o (Uetl®) % s~ pofan D ~ e~ il G
To further simplify these terms, we need some information about the trajectory xg,...,xp. In
particular, we assume that we have a trajectory sampled from the fine-tuned model, i.e.,
Ty—1 = Mh(wtv t) + Bt€7 €~ N(07 I) (34)
Given the parametrisation of the mean in the diffusion model
1 1-— Qg
t) = — - t 35
u9($t7 ) \/at (wt T — at€0(wt7 )) ) ( )
1 1-— Qg 1-— Qg
) = — -t ) — ———hy(x,t) ), 36
p(et) = —= (o1 F=eo(mnt) - (o)) 30
we can reduce the terms on the RHS of Equation (33) to
lace—1 — o (e, )3 — llce—1 — pn (e, 1|13 (37)
= llun(@e,t) + Bre — po(@e, )13 = lun(@e, t) + Bee — pn (e, )3 (38)
= [|An (2, t) + Beell3 — 1 Brell3. (39)

Combining Equation (39) and Equation (33), we obtain

data _ 1
. (W) - zﬁt [ler = po(e, D2 = et = (e, ] (40)
= 252 [”Ah(iﬁt7 t) 4 Beell3 — || Beell3 1)

= E = (180, 01 + 28 ) e + el ~ 13ucl] @2
t

1
(x4, 1)]|2 — BTAh(:ct,t)Te. (43)

t
For the full RND we obtain

dal

T
Zl <Zm> = Z [_;B_2|Ah(wtvt)”g +B_1Ah(wt7t)—r{| ) (44)
<p

t=1

which mimics a discretised version of the continuous RND in Equation (28).
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B RESAMPLING STEP

B.1 PROOF TO THEOREM 4

Proof. Part (i) is a Bayes theorem.

The proof of part (ii) follows similar ideas as (Hertrich & Gruhlke, 2025, Prop 8 (ii)). To this end,
let Z = Eq(, )Py, [a(x[0,77)]. Then, we can estimate by Jensens’ inequality that

—In(Z)=—In (Emmwph [min (di;;ta (mm)exp )} )
< —Ex Py [ln (min ((ﬁ‘;?(ac[oﬂ)exp ))}
—Eapry~py [min (ln (cﬁra(w[oﬂ)exp > ’Oﬂ

= Eape [ (1 (G5t o)y ) 0]

On the other side, we have by definition that

. dPy,
KL(Pn, Paata) = By s, [F(@0)] = Bg o5, [hl (%@[O’T]))] — Bz~ [7(20))]

cZ dP,
=K = |1 —In(c2).
Z(o:7)~Fn [ . (exp(r(mo)) dPgata CE[OID)] n(cZ)

By taking the expectation over PP, instead of P, this is equal to

dPy, 1 (CZ dPn L )] —In(cZ).

E T0:T] ~Pp dIP) ( [07T]) n eXp(T(wo)) dIP)h ($[O,T]) deata (m[O,T])

Inserting the formula from part (i) and then the definition of «, this is equal to

of@pm), ([« Py .
B [H 0 (etean) g (oo )| - ne2)

=Eg/pp~Ps :a(wg’ﬂ) In (exp(i(x)) min <1, df;;dm( Zo, T])exp(rc(:c ))> d;f:ta (iB[o,T]))] —In(cZ)
= Eg .0y~ :OL(J;[ZO’T]) In <min <dEiPI§;a (m[o’T])exp ))}

= Eapg.~Py _w min <ln <d;i};a (x0,1 ])exp ) ,0)} In(cZ)

S b e ) )

Since 1 < @Bz, )exp<r<wo>> if and only if In ( 382 (w(0,71) sy ) < O the minimum is

attained either for both min in the above formula in the first argument or it is attained for both min
in the second argument. Consequently the above formula is equal to

1 . dPy, ¢
SE ~ In{ —" - n(cZ
7 o)~ [mln (n (dpdata (w[O’T]>exp(r(mo))> ,0)} n(cZ)

< Byt {min <ln ( dﬂd»f:ta (w[o,T])em(:W> o)] —In(Z) — In(c),
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where the inequality comes from the fact that Z € (0, 1] and that the expectation is non-positive
(since the integrand is non-positive). Inserting the formula of —In(Z) from the beginning of the
proof, this is equal to

. dPh C
B [min (0 (G0l ey ) o)
+E max ( In &(w )L 0| —In(c)
o1 ~Fn * deata [0.7] exp(r(mo)) ’
dph C
=Ez,  op, |[In| —— — ]| =1
e |1 (G o) ey )| o

dPy,
= Em[o;T] ~Pp |:hl (d]P)data (x[O,T])):| - ]Ew[O:T]N]P)h [’I“(wo)]

= KL(P}M Pdata) - Efc[o:T] ~Pp [7“(110)]
This concludes the proof of part (ii).

For part (iii), we observe that the loss in (15) is learning the marginal score of a forward SDE (in
our case a VP-SDE intiliased at P, by construction the associated path measure of this process is
given by (See appendix A (Vargas et al., 2023a) for a similar sketch) ':

IP)h* () - ]Pforward("mO)]ng(wO) (45)
B0
= IPyforvvard('‘mO)HDdata(mO) : b (mO) (46)
DPdata
Po
= h IP)data(') (47)
Pdata
Thus, the path measure minimising the score-matching loss satisfies
PO
]P)h* = L Pdata (48)
Pdata
Then it follows that
d]P)data ﬁpz (.’130)
KPP =B [ () 2 @
PO
“E . || tn(®) (50)
m[O:T]NﬁPdata pdata(wo)

P? (x) -
=F s |In| —2" || = KL(PY, paata 51
o~ P) [n <pdata($0) ( hs Pdat ) (51)

Via the disintegration theorem (Léonard, 2014, Theorem 1.6. and Theorem 2.4), the KL divergence
can be decomposed as

KL(Py, Paata) = E[KL(Py(-|@0), Paata(-|20))] + KL(P), paata) (52)
Where E[KL(P}, (-|%0), Pdata(-|20))] > 0 and thus
KL(]P)h* B ]Pdata) = KL(ED?mpdata) S KL(EDh»Pdata)'

Since the marginals of P~ and ]f”h at time 0 coincide, we obtain
F(Pp+) = KL(Pp+, Pgara) — Ex o 7~py- [r(x0)] (53)
= KL(Pp+, Pgawa) — Em[O,T] ~P, [r(zo)] (54)
< KL(Py, Pawa) — By 5, [r(@0)] = F(Pr), (55)

which shows the first inequality from the claim. The second inequality was proven in part (ii). [J

"Note we slightly abuse notation here as these equalities are meant to be understood in an RND sense but
we omit the full ratio notation for brevity.
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C EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

C.1 2D Toy EXAMPLE

We train the initial diffusion model on a Gaussian mixture model with modes 25 equally weighted
modes where the set of means is defined by {—2.5, —1.25, 0, 1.25,2.5}? and the covariance matrix
is given by 0.1/. The reward function r is defined as the negative log likelihood function of the
GMM with four modes with means (—2.5,1.25), (—1.25,2.5), (1.25,0) and (2.5, —1.25), covari-
ance matrix 0.1/ and mode weights %, é, % and %. For classifier guidance, we choose the parameter
~ by maximising the expected reward, which is v = 0.3. For the importance and reward-only fine-
tuning we use a batch size of 4096, a buffer size of 6000 and a KL regularisation with ag; = 0.2.
We initialise the buffer with samples from the initial score-model. Then we perform 40 fine-tuning
steps with 200 gradient updates per iteration. We choose ¢ such that 30% of the samples will be
rejected. The total training time is approximately 1.5min on a single NVIDIA GeForce RTX 4090.

C.2 CLASS CONDITIONAL SAMPLING

We pre-train a score-based diffusion model on the MNIST dataset with the VP-SDE with Sy, = 0.1
and Bmax = 20.0. We parametrise the score model using a small Attention UNet (Dhariwal &
Nichol, 2021) with approx. 1.1M parameters. We parametrise the h-transform as in Equation (16)
with approx. 0.8M parameters. For all experiments, we use a batch size of 256, a buffer size of 2048
and a reward scaling A = 4.0. We perform 50 importance fine-tuning iterations with 50 gradient
updates per iterations. We use the KL regulariser with ag;. = 0.001. Lastly, we adaptively choose
¢ such that 10% of the samples will be accepted for the first 10 steps. After the initial 10 steps, we
accept 30% of the samples. We start with 10% as MNIST has 10 classes with roughly similar class
probabilities. The total training time is about 10min on a single NVIDIA GeForce RTX 4090.

For the comparison methods in Table 1, we use classifier guidance and online fine-tuning. For
classifier guidance, we used a scaling v = 4.5 maximising sample quality. For online fine-tuning
we directly minimise Equation (10) using VarGrad (Richter et al., 2020). VarGrad enables us to
detach the trajectory from the backpropagation, thus saving memory cost and enabling us to train
with a larger batch size. In particular, we use the formulation in Denker et al. (2024) as

d]P)h gt
d]PJdata (HOT):| ’ (56)

Dlogvar (Pfu Piata; W) = VangfTNW |:ln
evaluated at a reference process W = Law (H{';), given by

Hp ~ Q% [Priteed]

dHt = (ft(Ht) — U?(St(Ht) + gt(Ht))) dt + oy Wt. (57)

In particular, if we choose g; = stop_grad(h;) as a detached copy of the current estimation h;, we
obtain

dPh gt 1 T 2 g\ (|2 g 2¢ T gt gt
In aP (Hpy'r) = 9 oy |\ he(HY*) |7 dt + o (9¢ he)(HY*)dt — r(zg)
data 0 0
T
+ / o] (FI9) AW, (58)
0

using the RND for time reverse SDEs see Equation 64 in (Vargas et al., 2024). We use the same
reward-informed network architecture to parametrise h;.

In Figure 4 we show the posterior for all 10 classes. For all experiments, we chose the same hyper-
parameters as well as the same initial seed for the samples presented. We observe that these settings
work for most classes. However, for class "Four” we see a single digit ”Six” inthe image, giving
evidence that this particular model has not fully converged.

C.3 REWARD FINE-TUNING
Diffusion models can be used for conditional generation via classifier free guidance (Ho & Salimans,

2022). In classifier free guidance both an unconditional €/ (x;) and a conditional €/ (x;, c) noise-
prediction model are learned by randomly masking out the text prompt c. During sampling the linear
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Figure 4: Class conditional sampling for MNIST for all classes. We used the same initial seed. The
model for "Posterior: Four” has apparently not fully converged, as we still see a ’6” in the image.

combination € (z;,t) = (1 + w)el (x4, c) — wed (x;), with a guidance scale w, is used. Despite
the progress in training text-to-image diffusion models, the samples are not always aligned with
human preferences. For the alignment we make use of ImageReward-v1 .0, a human preference
reward model (Xu et al., 2024). These reward models 7 (x; c) are trained to produce a reward from a
given text prompt c and an image x, corresponding to human preferences. Here, we learn the tilted
distribution for a given text prompt and directly fine-tune the classifier free model €’ (x;,t) using
the LoRA parametrisation (Hu et al., 2022) instead of the reward-informed parametrisation. We use
a LoRA for all attention layers with a rank of 4. We used a buffer of 200 images and sample 32
new images at every iteration, the parameter ¢ was chosen such at 40% of the images were accepted.
We used a total of 50 iteration, where we did 60 gradient descent steps with a batch size of 4 at
each iteration. Fine-tuning took about 4 hours on a single NVIDIA Geforce RTX 4090. We used
the AdamW optimiser (Loshchilov, 2017) with a learning rate of 1 x 10~* and a cosine decay to
1 x 10~°. For the final sampling evaluation we used the DDIM scheduler with 50 time steps. We
used the default guidance scale of 7.5 for Stable Diffusion.
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