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Towards End-to-End Explainable Facial Action Unit
Recognition via Vision-Language Joint Learning

Anonymous Authors

ABSTRACT
Facial action units (AUs), as defined in the Facial Action Coding
System (FACS), have received significant research interest owing
to their diverse range of applications in facial state analysis. Cur-
rent mainstream FAU recognition models have a notable limitation,
i.e., focusing only on the accuracy of AU recognition and over-
looking explanations of corresponding AU states. In this paper, we
propose an end-to-end Vision-Language joint learning network for
explainable FAU recognition (termed VL-FAU), which aims to re-
inforce AU representation capability and language interpretability
through the integration of joint multimodal tasks. Specifically, VL-
FAU brings together language models to generate fine-grained lo-
cal muscle descriptions and distinguishable global face description
when optimising FAU recognition. Through this, the global facial
representation and its local AU representations will achieve higher
distinguishability among different AUs and different subjects. In ad-
dition, multi-level AU representation learning is utilised to improve
AU individual attention-aware representation capabilities based on
multi-scale combined facial stem feature. Extensive experiments on
DISFA and BP4D AU datasets show that the proposed approach
achieves superior performance over the state-of-the-art methods on
most of the metrics. In addition, compared with mainstream FAU
recognition methods, VL-FAU can provide local- and global-level
interpretability language descriptions with the AUs’ predictions.

CCS CONCEPTS
• Computing methodologies → Image representations; Biometrics.

KEYWORDS
Facial action unit recognition, Explainable facial AU recognition,
Vision-language joint learning

1 INTRODUCTION
Recognized as a fundamental research challenge by the Facial Ac-
tion Coding System (FACS) [5], facial action unit (FAU) recognition
holds significance for analyzing facial states, including facial expres-
sion analysis [3], diagnosing mental health issues [32], detecting
deception [6], and more. As a result, this area of study has gained
increasing interest in recent years.

Early works [20, 42] design hand-crafted features based on the in-
herent characteristics of facial muscle movements to determine FAU
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Mainstream 
Methods

AU1 Inactivated: Inner brows are not raised, the 
skin between the eyebrows and above the 
forehead is flat and unchanged …

AU12 Activated: The corners of the lips are 
markedly raised and angled up obliquely. The 
nasolabial furrow has deepened …

Global Description: A man raises cheek, tightens 
lid, raises Upper Lip, pulls Lip Corner . 

…

VL-FAU

0 0 0 1 1 1 1 0 0 0 0 0 AU-State 
Prediction

AU Index1 2 4 6 7 10 12 14 15 17 23 24

Figure 1: Comparative analysis of FAU recognition paradigms
is shown between conventional methods and our VL-FAU model.
While the mainstream methods provide direct predictions of
AU activation states (orange stream), the VL-FAU model not
only offers activation predictions but also provides detailed local
and global descriptions of the corresponding AUs in natural
language.

states. However, hand-crafted shallow features prove inadequate to
address the major challenges of FAU recognition, i.e. identifying
subtle facial changes induced by different AUs, as well as variations
stemming from individual physiology. Instead, deep learning based
studies [22, 26, 28, 35] have recently been explored to improve the
AU representations as a multi-label classification problem, where
the AU individual characteristics are adequately learned to boost the
FAU recognition. Therefore, improving the individual AU represen-
tation becomes the key to boosting the FAU recognition task. The
main challenge is how to maintain discriminative inter-AU features
while ensuring rich semantic representation capabilities within AUs.

To enhance the individual representation of each AU, mainstream
studies [8, 16, 26, 35–39] adopt a multi-branch AU recognition
framework with independent classifiers to decouple different AUs.
For instance, JAA-Net [34] proposes a face alignment network that
predefines local muscle regions for various AUs using detected land-
marks. It then refines all AU region representations through multiple
independent convolutional networks dedicated to different AU clas-
sifications. The predetermined AU local regions and their feature
representations establish explicit and distinct branches for conveying
information essential for recognizing different AU states. However,
they overlook the pertinent information originating from undefined
facial areas. Therefore, ARR [37] is proposed to directly leverage
a shared global face feature to explore the local AU representa-
tions by subsequent independent convolution blocks in different AU
branches, covering the whole face information. However, recent
studies [7, 16, 23] suggest that the above methods fail to capture
intrinsic relationships between independent AU branches, which are
actually undeniable [5]. To this end, some works [2, 7, 8, 16, 23]
propose to build relationships between predefined AU branches by
prior relationship statistics in datasets or implicit relationship reason-
ing in the modelling networks, such as Long Short-Term Memory
network (LSTM) [9], graph convolutional network (GCN), etc.
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Despite such progress, two prevalent defects remain unexplored:
(i) improving the representation capability of individual AUs through
inter-AU relational connections may compromise the distinctiveness
of features among AUs, and (ii) directly obtaining classification
results lacks an explainable basis for judgments. The main reason for
the former is that inter-AU information based relationship reasoning
networks, such as GCN [16, 38] or GNN [7] etc., are prone to
the over-smoothing problem [33] among the different AU nodes,
especially on small-scale face datasets. This makes differentiating
the AU states difficult. The latter issue is caused by the current
mainstream paradigm as shown in Figure 1, which only focuses on
the classification results and ignores the corresponding explanations.

In this work, we bring fresh insights toward explainable facial
AU recognition via the integration of language generation supervi-
sors within an end-to-end FAU recognition network. We argue that
detailed AU language descriptions, such as “The corners of the lips
are markedly raised and angled up obliquely. The nasolabial furrow
has deepened ..." for activated AU12 (Lip Corner Puller) in Figure 1,
can provide more linguistic semantics and relations to corresponding
AU appearance features than mainstream relational reasoning meth-
ods [7, 16, 26]. Furthermore, different AUs correspond to different
descriptions, keeping them better distinguishable. Different from
encoding pre-provided activated AU language descriptions into AU
classification in [46], we introduce the language generation model as
language semantic supervision for the classification of different AU
states. It can provide AU prediction with the explainable language
descriptions as Figure 1 while providing sufficient semantic to enrich
AU representations and supervising the AU detection pertinently to
distinguish AU.

Motivated by the above insights, we propose a novel end-to-end
vision-language joint learning model (termed VL-FAU) for facial
AU detection with explainable language generation. Compared with
the mainstream complex methods in Figure 1, our main innovations
lie in two aspects: (i) exploring the potential of joint language gen-
eration auxiliary training for intra-AU semantic enhancement and
inter-AU semantic feature differentiation and (ii) providing inter-
pretability for end-to-end FAU recognition. Specifically, we first
introduce a new dual-level AU feature refinement based on multi-
scale combined representations from a vision backbone. This way,
we provide each AU branch with a unique attention-aware repre-
sentation ability. Secondly, to improve the semantics and guarantee
the distinguishability of AU features as well as their interpretability,
we integrate the end-to-end multi-branch framework with the local
and global language generations for explicit semantic guidance. On
one hand, each local branch of AU recognition is simultaneously
supervised by a corresponding local language generator via fine-
grained semantic-supervised optimization. Such schema constrains
the semantics and relationships of AU features by local language
modeling and improves the inter-branch distinguishability for each
face image. On the other hand, global facial features within and
between subjects are difficult to distinguish because muscle changes
are mostly subtle under different states. To this end, we introduce
a global language model to generate a description focusing on all
activated muscles as global semantic supervision. It provides better
distinction between different whole-face representations within and
between subjects via multiple facial state foci as shown in Figure 1.

Finally, vision AU recognition and language description generation
are jointly optimized.

The contributions of this work are as follows:

• We propose a novel end-to-end vision-language joint learn-
ing scheme for explainable FAU recognition (VL-FAU),
which leverages auxiliary training of language generators to
improve discrimination and explanation for FAU recogni-
tion.

• We design a new dual-level AU representation learning
method based on the multi-scaled facial representation for
AU branches, which provides stronger attention-aware AU
representation ability;

• We design a novel joint supervision method with local and
global language generations for FAU recognition. In such
schema, the local language generation provides explicit se-
mantic supervision of each independent AU branch, thereby
improving inter-AU discriminability and intra-AU detailed
semantics, while the global language model maintains the
global distinguishability of different facial states within and
between subjects.

• We extend FAU datasets with new local and global language
descriptions for different facial muscle states to facilitate
language-interpretable FAU recognition.

We conduct extensive experiments on two widely used benchmarks,
i.e., BP4D and DISFA, to evaluate the proposed VL-FAU model.
VL-FAU outperforms state-of-the-art approaches in AU recognition
and provides detailed language descriptions of the individual AU
decision and global face state for explanations.

2 RELATED WORK
Facial AU Recognition. The facial AU recognition task is popularly
treated as a multi-label classification problem, utilizing multi-branch
independent AU classifiers to predict activation states. From this per-
spective, most existing methods can be roughly categorized into two
groups: region-localization based AU recognition [1, 7, 8, 34, 35, 49]
and global-refinement based AU recognition [12, 16, 25, 38, 39].
The former methods represent precise AU representations by lo-
cal patch feature learning and maintain certain differences between
different AU features. For instance, in some early works [41, 48],
there is a need to predefine the patch location first. Recent JAA-
Net [34] joined AU recognition and face alignment in a unified
framework, employing detected landmarks to locate specific AU
regions. However, all the above methods focused only on indepen-
dent regions, without considering non-defined face areas and AU
correlations. The latter global-refinement based methods extract AU
branch features by directly refining the global face representation
to ensure that useful information is not lost. For example, [12] pro-
posed a transformer-based multi-branch AU recognition network,
where each branch leverages a shared global face representation and
refines it by independent convolution layers. Similarly, the correla-
tions between AUs are also ignored. Recent works [7, 8, 16, 26, 38]
pay attention to capturing the relations among AUs for modeling the
inherent muscle linkages, supplying information transfers between
AU branches. For instance, [16, 23] utilized multiple GCNs to model
AU relations, requiring additional pre-statistical AU correlation ref-
erences from the training set. However, this inter-branch information
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Figure 2: The overall end-to-end architecture of the proposed VL-FAU for explainable facial AU recognition. Given one face image, the
multi-scale combined facial representation is extracted based on a pre-trained Swin-Transformer. VL-FAU is based on the multi-branch
network containing multiple independent AU recognition branches as well as a global language generation branch. Each independent
AU recognition branch owns a dual-level AU individual refinement module (DAIR) for individual AU attention-aware mining and a
local AU language generation module for explicit semantic auxiliary supervision to improve the inter-AU distinguishability. A global
language generation based on the multi-scale facial representation is leveraged to preserve shared stem feature diversity via multiple
facial state foci. Finally, the multi-branch AU refined representations are stacked for multi-label classification with local and global
language auxiliary supervisions (best viewed in color).

interaction somewhat breaks the original categorical independence
between branches, which in turn weakens the discriminability of AU
individuals. Moreover, all the above methods are flawed regarding
explainable FAU recognition.
Multi-task Joint Learning. Recently, multi-task joint learning
[8, 11, 31, 50] has been an emerging topic in deep learning research,
which enables the same target to efficiently obtain multiple repre-
sentation capabilities in a unified model. For example, [35] joined
face alignment into a facial AU recognition framework to assist in
locating the muscles corresponding to AUs. [31] combined four face
tasks into a unified framework and assigned an attention module
for each face analysis subnet. However, these methods only focus
on computer vision tasks and ignore the modality complementary
advantages of multiple modality-task joint learning, i.e. interpretabil-
ity complementarity and semantic complementarity. For example,
[13] proposed a joint multi-modal aspect-sentiment analysis with
auxiliary cross-modal relation detection, which can provide image
sentiment predictions with explicit language explanations. However,
most visual-language joint learning models [11, 13, 50] rely on the
joint input of both modalities during the inference process.

In this paper, we argue that explicit language can facilitate the
modeling of inter-AU relevance and diversity. Each AU description
can include muscle details and relationship descriptions identified
by AU, which not only replace the visual relational reasoning among
AUs, but also ensure the independence of AUs to improve distin-
guishability. The most relevant research to ours is SEV-Net [46],
which introduced AU language descriptions as a prior embedding
into AU representations. However, significant drawbacks are that
SEV-Net relied on the human pre-given language descriptions of

activated AUs for inference and followed the mainstream AU recog-
nition paradigm in Figure 1 for only AU prediction. In contrast to
[46], our VL-FAU introduces language generation auxiliary mod-
els for local AU prediction and global face refinement. It focuses
on end-to-end language-explainable facial-image AU recognition
without any pre-given reference for inference.

3 APPROACH
As shown in Fig. 2, the proposed approach –VL-FAU– consists of
two key components, i.e., multi-level AU representation learning,
and local and global auxiliary language generation. The former con-
tains dual-level AU individual refinement for multi-branch FAU
recognition based on multi-scale feature combinations from Swin-
Transformer. The latter consists of local AU language generation,
which facilitates semantic supervision of each AU and global fa-
cial language generation for whole-face semantic supervision. Both
of these can help AU representations become more robust and dis-
tinguishable, thus improving the performance. Thus, we create an
end-to-end framework with a multi-label classifier for explainable
FAU recognition, supervised with local and global AU language
generation auxiliaries.

3.1 Multi-level AU Representation Learning
3.1.1 Global Facial Representation Extraction. Given a face
image 𝐼 , we adapt the widely-used Swin-Transformer as the stem
network [24] to extract the global feature 𝑉 by combining the multi-
scale representations from different stages. Multi-scale feature learn-
ing and combination [16, 29–31] is a popular image representation
approach to leverage different levels of semantics from the back-
bone, where the low-level features from shallow blocks contain more

3
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texture information and the deeper blocks contain high-level seman-
tics. In the work, we follow this strategy (multi-scale combination
– MSC) to represent the global face image, which contains 4 inde-
pendent 3×3 convolutions to learn and reshape the representations
(𝑉 𝑠

1 , 𝑉 𝑠
2 , 𝑉 𝑠

3 , 𝑉 𝑠
4 ) from different stem stages. After that, four-level

feature maps are combined as the global facial representation𝑉 by a
learnable Linear layer. The above process can be formulated as:

𝑉 =𝑊𝑚 ( [Conv(𝑉 𝑠
1 ) : Conv(𝑉 𝑠

2 ) : Conv(𝑉 𝑠
3 ) : Conv(𝑉 𝑠

4 )]), (1)

where [:, :] means the concatenation operation,𝑊𝑚∈ R𝐷×𝑑 is map-
ping parameter and Conv means 3×3 convolution. For simplicity, we
will not repeat the detailed structure of the stem Swin-Transformer
network [24] here.

3.1.2 Dual-level AU Individual Refinement. Multi-branch net-
work is a good way to learn the rich and fine-grained individual
facial AU representation for the final classification. In this paper,
we propose a new multi-branch dual-level AU individual refinement
(termed DAIR) for the final attention-aware AU representations. As
shown at the top of Figure 2, each DAIR in each branch contains
two levels of attention learning, i.e. channel-level and spatial-level,
which employs two pooling strategies [21, 40]. While existing re-
search from both perspectives is extensive [7, 25, 31, 44], this study
represents the first adaptation within independent FAU branches for
enhancing the independent fine-grained attention-aware AU repre-
sentations rather than coarse-grained global representation. Specifi-
cally, following [44], we extract the max-pooled and average-pooled
channel-level vectors (𝐹𝑐𝑚𝑎𝑥 and 𝐹𝑐𝑎𝑣𝑔) along the spatial axis for
channel-wise attention mining. After that, two shared learnable multi-
layer perceptrons (MLP) are used to obtain the mapping of channel-
wise vectors and then a sigmoid function is applied to get the 𝑖-th
individual AU-channel attention. Similarly, we later extract the max-
pooled and average-pooled spatial-level vectors (𝐹𝑠𝑚𝑎𝑥 and 𝐹𝑠𝑎𝑣𝑔)
along the channel axis for spatial-wise attention mining. We utilise a
3×3 convolution to generate a spatial attention map, which focuses
on highly responsive muscle areas associated with the current AU.
Finally, the 𝑖-th individual AU attention-aware representation 𝑉𝑖 can
be obtained as below:

𝑉𝑖 = 𝜎 (MLP(𝐹𝑐𝑚𝑎𝑥 ) + MLP(𝐹𝑐𝑎𝑣𝑔))𝑉 , (2)

𝑉𝑖 = Conv( [𝐹𝑠𝑚𝑎𝑥 : 𝐹𝑠𝑎𝑣𝑔])𝑉𝑖 , (3)

where 𝜎 is the sigmoid function.

3.2 Auxiliary Supervision with Local and Global
Language Generation

In addition to improving AU individual representations in multiple
AU branches, our main innovation is to provide a new approach
and inspiration for explainable FAU recognition, i.e., joint auxil-
iary language generation for FAU recognition, rather than a new
complex language model. Language generation provides explicit
semantic supervision while giving linguistic interpretability of the
corresponding identified AUs, rather than just simply recognising
the AUs. It contains two aspects: (i) global face language generation
for explicit semantic auxiliary supervision of the whole face image
representation, and (ii) local AU language generation for individual
AU semantic auxiliary supervision.

3.2.1 Global Language Generation . Different from the main-
stream facial AU recognition [16, 34], we introduce a new global
language auxiliary model to generate the language description for
activated AUs of the whole face. It brings benefits for subsequent
multi-branch FAU recognition, i.e., it maintains the accuracy and
variability of intra- and inter-subject stem features by explicitly
focusing on multiple different AU muscles. Thus, it somewhat over-
comes the data imbalance, i.e., inactive AUs are far more numerous
than activated AUs in benchmarks.

Specifically, as shown in Figure 2, we treat the multi-scale stem-
feature 𝑉 as the encoded image feature and input it into an attention-
aware language decoder similar to image captioning [45], which
contains a soft-attention module to mine the attention-aware visual
representation based on the past generated word 𝑠

𝑔

0:𝑖−1 for new word
𝑠
𝑔

𝑖
. For example, when generating current word 𝑠

𝑔

𝑖
, we first calculate

the soft-attention 𝛼𝑖 between the image feature𝑉 and the last hidden
state ℎ𝑖−1 of generated word 𝑠

𝑔

𝑖−1 by linear-based mapping opera-
tions with SoftMax function [15]. And then the 𝑖-th attention-aware
visual feature 𝛼𝑖𝑉 is combined with the last hidden state ℎ𝑖−1, which
is fed into the 𝑖-th LSTM cell [10] with the previous cell state 𝑐𝑖−1
to generate the new hidden state ℎ𝑖 and cell state 𝑐𝑖 of new word.
The above process can be formulated as:

𝛼𝑖 = SoftMax(𝑊 𝑎 (ReLU(𝑊 𝑣𝑉 +𝑊 ℎℎ𝑖−1))), (4)

(ℎ𝑖 , 𝑐𝑖 ) = Cell( [𝛼𝑖𝑉 : ℎ𝑖−1], 𝑐𝑖−1), (5)

where𝑊 𝑣∈ R𝑑×𝑑 ,𝑊 ℎ ∈ Rℎ×𝑑 , and𝑊 𝑎∈ R1×𝑑 are the parameters
of mapping function. During the training process, we use a shared
learnable parameter𝑊 𝑠∈ Rℎ×𝑣𝑜𝑐 to obtain vocabulary-length pre-
dicted vector and obtain the max-score index as the predicted word,
as follows:

𝑠
𝑔

𝑖
= arg max(𝑊 𝑠ℎ𝑖 ), (6)

During inference process, the beam search [14] can be used to
obtain the most optimal global description 𝑆𝑔 = [𝑠𝑔1 , ..., 𝑠

𝑔

𝑇
].

3.2.2 Local Language Generation. We introduce an individual
local language generation model for each AU branch as an auxiliary
semantic supervision, which can generate the corresponding fine-
grained language description for each AU determination. Compared
with the global facial description, the local AU language description
contains more facial muscle details described for corresponding AUs.
Besides, different AUs have different local language descriptions,
which are more fine-grained and diverse. The main motivation of the
joint language model in each AU branch is not only to improve the
distinguishability between AUs using fine-grained semantic auxiliary
supervision, but also to provide specific language interpretation for
each AU prediction.

In particular, different from global language generation, each
local language model utilizes the proposed DAIR to further refine
the encoded face feature 𝑉 , obtaining the distinguishable attention-
aware AU representation 𝑉𝑖 for the subsequent language generation.
The decoder architecture of each local language generation model
is the same as the global language model. To save space, we use

∮
i

to represent the 𝑖-th local language model for the 𝑖-th AU branch
and omit the model details. Finally, we can obtain the 𝑖-th local AU

4



465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

Towards End-to-End Explainable Facial Action Unit Recognition via Vision-Language Joint Learning ACM MM, 2024, Melbourne, Australia

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

Table 1: Comparisons of AU recognition for 8 AUs on DISFA in terms of F1-frame score (in %).

Method AU Index Avg.1 2 4 6 9 12 25 26

JAA-Net(ECCV2019) [34] 43.7 46.2 56.0 41.4 44.7 69.6 88.3 58.4 56.0
UGN-B(AAAI2021) [38] 43.3 48.1 63.4 49.5 48.2 72.9 90.8 59.0 60.0
HMP-PS(CVPR2021) [39] 21.8 48.5 53.6 56.0 58.7 57.4 55.9 56.9 61.0

FAU-Trans(CVPR2021) [12] 46.1 48.6 72.8 56.7 50.0 72.1 90.8 55.4 61.5
ME-GraphAU(IJCAI2021) [26] 54.6 47.1 72.9 54.0 55.7 76.7 91.1 53.0 63.1

KDSRL(CVPR2022) [1] 60.4 59.2 67.5 52.7 51.5 76.1 91.3 57.7 64.5
KS(ICCV2023) [18] 53.8 59.9 69.2 54.2 50.8 75.8 92.2 46.8 62.8
AAR(TIP2023) [37] 62.4 53.6 71.5 39.0 48.8 76.1 91.3 70.6 64.2

SMA-ViT(TAC2023) [19] 51.2 49.3 64.7 48.3 50.6 87.6 85.1 61.2 62.2
VL-FAU(ours) 60.9 56.4 74.0 46.3 60.8 72.4 94.3 66.5 66.5

SEV-Net(CVPR2021) [46] 55.3 53.1 61.5 53.6 38.2 71.6 95.7 41.5 58.8
VL-FAU(ours) 60.9 56.4 74.0 46.3 60.8 72.4 94.3 66.5 66.5

description 𝑆𝑙
𝑖
= [𝑠𝑙1;𝑖 , ..., 𝑠

𝑙
𝑇 ;𝑖 ] with length 𝑇 , as follows:

𝑆𝑙𝑖 =

∮
i
(DAIRi (V)), (7)

Note that, the local language models among the multiple AU branches
are shared to maintain efficiency.

3.3 Vision-Language Joint Learning
VL-FAU joints facial AU recognition (vision) and description gener-
ation (language) into an end-to-end multi-branch network. Among
them, FAU recognition is predominant due to the explicit AU anno-
tations, while the language models are used for auxiliary semantic
supervision and to improve feature diversity and distinguishability
of visual stem and sub-branches. For facial AU recognition, one
fully connected layer with SoftMax function is used as a multi-label
binary classifier to classify the AU activation state, which adopts a
weighted multi-label cross-entropy loss function as follows,

L𝐹𝑎𝑢 = − 1
𝑁

∑︁𝑁

𝑖=1
𝛾𝑖 [𝑦𝑖 log(𝑝 (𝑦𝑖 )) + (1 − 𝑦𝑖 )log(1 − 𝑝 (𝑦𝑖 )], (8)

𝛾𝑖 =
1/𝜖𝑖∑𝑁

𝑖=1 (1/𝜖𝑖 )
(9)

where 𝑁 is AU number, 𝑦𝑖 and 𝑝 (𝑦𝑖 ) denote the ground-truth and
predicted probability for the 𝑖-th AU occurrence, respectively. 𝛾𝑖 is a
balancing weight of the 𝑖-th AU calculated by the 𝑖-th AU occurrence
rate 𝜖𝑖 in the training set.

Local AU language generation auxiliary training provides de-
tailed semantic supervision for AU predictions and is optimised by
commonly used negative log-likelihood loss, as follows:

L𝐿𝑔𝑒𝑛 = − 1
𝑁

∑︁𝑁

𝑖=1
1
𝑇

∑︁𝑇

𝑡=1
(log𝑝 (𝑠𝑙𝑡 ;𝑖 |𝑉𝑖 , 𝑠

𝑙
[0:𝑡−1];𝑖 )) (10)

where N is the number of AU branches and T is the length of each
description. The 𝑡-th word 𝑠𝑙

𝑡 ;𝑖 of AU𝑖 description is generated based

on the previous words 𝑠𝑙[0:𝑡−1];𝑖 and the AU𝑖 refined visual feature

𝑉𝑖 .
Moreover, the introduced global language generation is also op-

timized by a similar objective function in Eq. (10) with the global
generation 𝑆𝑔 = [𝑠𝑔1 , ..., 𝑠

𝑔

𝑇
] as L𝐺𝑔𝑒𝑛 :

L𝐺𝑔𝑒𝑛 = − 1
𝑇

∑︁𝑇

𝑡=1
(log𝑝 (𝑠𝑔𝑡 |𝑉 , 𝑠

𝑔

[0:𝑡−1] )) (11)

Different from the local language generation for specific AU branches,
the global language generation faces the challenge of linguistic se-
mantic diversity due to facial state changes. To this end, we add a
global AU classification loss L𝐺𝑎𝑢 together with L𝐺𝑔𝑒𝑛 as a con-
straint, where AU states are predicted by a shared linear classifier
based on the average attention-aware visual feature from language
model.

Finally, the joint loss of our VL-FAU model can be optimized by
maximizing the following lower bound:

L = L𝐹𝑎𝑢 + L𝐿𝑔𝑒𝑛 + L𝐺𝑔𝑒𝑛 + L𝐺𝑎𝑢 . (12)

4 EXPERIMENTS
4.1 Dataset and Implementation Details
Dataset. We provide evaluations on the widely used datasets, i.e.
BP4D [47] and DISFA [27]. BP4D is a spontaneous FAU database
containing 328 facial videos from 41 subjects (23 females and 18
males) who were involved in 8 sessions. Similar to [35, 36], the
most expressive frames are manually labeled with AU occurrence
from each session (around 400-500 frames). Overall, BP4D contains
12 AUs and 140K valid frames with labels. DISFA consists of 27
participants (12 females and 15 males). Each participant has a video
of 4, 845 frames. 8 AU annotations are selected following the popular
studies [17, 35]. Compared to BP4D, the experimental protocol and
lighting conditions deliver DISFA to be a more challenging dataset.
Data Processing1. During training, language descriptions of dif-
ferent AU states are hand-crafted, containing descriptions of both
activated and inactivated AU states. Each local AU description con-
tains multiple muscle details with potential associations according
to FACS [5]. The global face description is generated from the AU
annotations and FACS [5], which only focus on the activated AU
muscles. The examples are shown in Figure 5. We evaluated the
model using the common 3-fold subject-exclusive cross-validation
protocol [8, 19, 34, 35].
Training strategy. The whole end-to-end network is implemented
with PyTorch on a single NVIDIA RTX 3090Ti GPU using AdamW
solver with 𝛽1 = 0.9, 𝛽2 = 0.999, and a weight decay of 0.0005.
Maximum epochs are set to 15 with a batch size of 64. During train-
ing process, aligned faces are randomly cropped into 224 × 224 and

1The details of language descriptions will be released with paper acceptance.
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Table 2: Comparisons with state-of-the-art methods for 12 AUs on BP4D in terms of F1-frame(in %).

Method
12 AUs Avg.

1 2 4 6 7 10 12 14 15 17 23 24

JAA-Net(ECCV2019) [34] 47.2 44.0 54.9 77.5 74.6 84.0 86.9 61.9 43.6 60.3 42.7 41.9 60.0
LGRNet (FG2021) [8] 50.8 47.1 57.8 77.6 77.4 84.9 88.2 66.4 49.8 61.5 46.8 52.3 63.4

UGN-B (AAAI2021) [38] 54.2 46.4 56.8 76.2 76.7 82.4 86.1 64.7 51.2 63.1 48.5 53.6 63.3
HMP-PS(CVPR2021) [39] 53.1 46.1 56.0 76.5 76.9 82.1 86.4 64.8 51.5 63.0 49.9 54.5 63.4

FAU-Trans(CVPR2021) [12] 51.7 49.3 61.0 77.8 79.5 82.9 86.3 67.6 51.9 63.0 43.7 56.3 64.2
ME-GraphAU(IJCAI2022) [26] 53.7 46.9 59.0 78.5 80.0 84.4 87.8 67.3 52.5 63.2 50.6 52.4 64.7

KDSRL(CVPR2022) [1] 53.3 47.4 56.2 79.4 80.7 85.1 89.0 67.4 55.9 61.9 48.5 49.0 64.5
KS(ICCV2023) [18] 55.3 48.6 57.1 77.5 81.8 83.3 86.4 62.8 52.3 61.3 51.6 58.3 64.7
AAR(TIP2023) [37] 53.2 47.7 56.7 75.9 79.1 82.9 88.6 60.5 51.5 61.9 51.0 56.8 63.8

SMA-ViT(TAC2023) [19] 52.7 45.6 59.8 83.8 79.2 83.5 87.2 64.0 54.1 61.2 52.6 58.3 65.2
VL-FAU(ours) 56.3 49.9 62.6 79.5 80.1 82.6 88.6 66.8 51.3 63.5 51.3 57.1 65.8

SEV-Net(CVPR2021) [46] 58.2 50.4 58.3 81.9 73.9 87.8 87.5 61.6 52.6 62.2 44.6 47.6 63.9
VL-FAU(ours) 56.3 49.9 62.6 79.5 80.1 82.6 88.6 66.8 51.3 63.5 51.3 57.1 65.8

Table 3: Comparisons with state-of-the-art methods on DISFA and BP4D in terms of Accuracy(in %).

Method
8 AUs (DISFA) Avg. 12 AUs (BP4D) Avg.

1 2 4 6 9 12 25 26 1 2 4 6 7 10 12 14 15 17 23 24

JAA-Net(ECCV2019) [34] 93.4 96.1 86.9 91.4 95.8 91.2 93.4 93.2 92.7 74.7 80.8 80.4 78.9 71.0 80.2 85.4 64.8 83.1 73.5 82.3 85.4 78.4
JÂANet(IJCV2021) [35] 97.0 97.3 88.0 92.1 95.6 92.3 94.9 94.8 94.0 75.2 80.2 82.9 79.8 72.3 78.2 86.6 65.1 81.0 72.8 82.9 86.3 78.6
UGN-B(AAAI2021) [38] 95.1 93.2 88.5 93.2 96.8 93.4 94.8 93.8 93.4 78.6 80.2 80.0 76.6 72.3 77.8 84.2 63.8 84.0 72.8 82.8 86.4 78.2

VL-FAU(ours) 96.5 96.9 92.0 91.0 96.3 91.8 96.7 93.0 94.3 79.1 82.3 83.0 80.5 77.4 78.7 86.8 64.9 82.9 73.4 82.6 86.3 79.8

horizontally flipped. We randomly employ the cutout augmentation
[4] to overcome overfitting and improve the robustness during train-
ing. The stem extractor (Swin-Transformer-base) is pre-trained on
ImageNet. The dimensionality of the global feature is mapped from
1024 to 512 (d=512), matching the hidden state dimension (h=512).

4.2 State-of-the-art Comparisons
We perform extensive experiments to compare our VL-FAU with
mainstream FAU recognition studies and the latest state-of-the-art
methods on two widely used FAU benchmarks in Table 1 and Table
2. The best and second-best results are bold and underlined.
Evaluation metrics. For all methods, the frame-based F1 score (F1-
frame, %) is reported, which is the harmonic mean of the Precision P
and Recall R and calculated by F1 = 2PR/(P+R). To conduct a more
comprehensive comparison with other methods, we also evaluate the
accuracy performance (%). In addition, the average results over all
AUs (denoted as Avg.) are computed with “%” omitted.
Quantitative comparison on DISFA: We compare our proposed
VL-FAU with its counterpart in Table 1 and Table 3. Our VL-FAU
outperforms mainstream studies with impressive margins. In par-
ticular, compared with the state-of-the-art AAR [37], which joint
surprised local attention maps to obtain the multi-branch attention-
aware AU representation, our VL-FAU increases the average F1-
frame by 2.3% and shows clear improvements for most annotated
AU categories. Compared with the best model KDSRL [1] on DISFA,
the average F1-frame score of our VL-FAU is also improved from
64.5% to 66.5%. Furthermore, we achieve the best performance in
terms of average accuracy in Table 3, compared with all methods.

DISFA: 56.0
BP4D: 60.0

DISFA: 66.5
BP4D: 65.8

Figure 3: Multi-Label Performance Balancing Analysis. X-axis
and Y-axis denote the variances of multi-label F1 scores on
BP4D and DISFA, respectively. Circle size indicates the total
relative performance improvement (%) compared with JAA-Net
on BP4D and DISFA.

Quantitative comparison on BP4D: FAU recognition results by dif-
ferent methods on BP4D are shown in Table 2 and Table 3, where the
proposed VL-FAU model achieves a new state of the art compared
with all methods in terms of average F1-frame score. Our VL-FAU
outperforms the baseline JAA-Net [34], which integrates AU detec-
tion and face alignment, in terms of average F1-frame and accuracy
by 5.8% and 1.4%, respectively. This is mainly because JAA-Net
focuses on the local AU regions based on the detected landmarks,
resulting in poor distinguishability between different AUs, especially
for the same individual with subtly different face states, which can
be improved by our method. Moreover, VL-FAU achieves the best

6



697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

Towards End-to-End Explainable Facial Action Unit Recognition via Vision-Language Joint Learning ACM MM, 2024, Melbourne, Australia

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

Table 4: Effectiveness of key components of VL-FAU evaluated on BP4D in terms of F1-frame score (in %) of FAU recognition and
top-5 accuracy (in %) of local and global language generation models.

Model
Setting AU Index

Avg.
LLGA GLGA

MARL LLGA GLGA 1 2 4 6 7 10 12 14 15 17 23 24 Acc. Acc.

① - - - 50.0 46.3 60.3 78.0 80.0 83.8 88.6 64.1 50.2 64.0 50.1 56.5 64.3 - -
②

√
- - 50.0 45.5 60.0 79.6 80.1 83.1 88.7 66.5 51.0 63.3 53.6 55.3 64.7 - -

③
√ √

- 51.4 48.2 60.2 79.1 80.8 83.4 88.6 65.0 52.4 65.6 52.1 57.0 65.3 86.3 -
④

√
-

√
54.8 47.4 61.2 79.2 79.4 84.1 88.8 63.8 52.2 65.2 50.6 55.6 65.2 - 64.4V

L
-F

A
U

⑤
√ √ √

56.3 49.9 62.6 79.5 80.1 82.6 88.6 66.8 51.3 63.5 51.3 57.1 65.8 86.6 64.7

or second-best F1 and accuracy scores in recognizing most of the 12
AUs in BP4D, outperforming other state-of-the-art methods.

In addition, compared with SEV-Net [46], which prior encodes
the pre-provided linguistic descriptions into image features, our VL-
FAU achieves 7.7% and 1.9% higher average F1-frame scores on
DISFA and BP4D, respectively. Experimental results demonstrate
the effectiveness of VL-FAU in improving AU recognition accuracy
on DISFA and BP4D by our proposed joint learning with language
generation. Besides, as shown in Figure 3, we also provide the
multi-label performance balancing analysis on DISFA and BP4D.
Although the performance varies greatly between different AUs due
to the inherent category imbalance in datasets, our VL-FAU still
achieves a better performance-balance than existing methods and
maintains the best overall results.

4.3 Ablation Studies
We perform extensive ablation studies on BP4D to investigate how
each component affects the overall performance of the proposed VL-
FAU. Due to space limitations, we do not show the ablation results
for DISFA, but it is consistent with BP4D. Table 4 presents compo-
nent ablation studies focusing on the various modules within VL-
FAU, including (1) multi-level AU representation learning (MARL),
(2) local language generation auxiliary (LLGA), and (3) global lan-
guage generation auxiliary (GLGA). In addition, Figure 4 gives a
qualitative analysis of local and global language generations.

(1) Multi-level AU Representation Learning (MARL). Com-
pared with the baseline model ①, the result has an improvement
of average F1-frame from 64.3% to 64.7% when considering the
proposed multi-level AU representation learning (indicated variant
② with MARL). It indicates that the dual-level individual AU re-
finement based on the multi-scale stem feature combination could
get richer and more fine-grained AU features and hence improve
recognition performance.

(2) Local Language Generation Auxiliary (LLGA). In Table
4, we test the contributions of local language generation auxiliary
(LLGA) of our VL-FAU model. Compared with variant ② and vari-
ant ③, after we provide local language generation auxiliary for each
AU branch, the average F1-frame score has been improved from
64.7% to 65.3%. In addition, most of the 12 AUs annotated in BP4D
achieve significant improvements. These observations demonstrate
that by providing each AU branch with local language generation
as an explicit auxiliary semantic supervision, the discriminative
ability between AUs becomes stronger due to the gain of language
expressiveness rather than single visual appearance features.

Baseline VL-FAU
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Figure 4: t-SNE visualization of the baseline model (w/o local and
global language generation auxiliary) and full VL-FAU mdoel
on BP4D.

(3) Global Language Generation Auxiliary (GLGA). Similarly,
we conduct a comparison between variant ② and variant ④ to verify
the effectiveness of the proposed global language generation aux-
iliary (GLGA) for whole-face representation learning. Results in
Table 4 show that the proposed VL-FAU facilitates the target FAU
recognition task when using GLGA (indicated variant ④). In par-
ticular, the averaged F1-frame score increases from 64.7 % to 65.2
% and most AUs achieve significant improvements. These validate
the effectiveness of the proposed GLGA which provides better dis-
criminability of global representations by focusing on the language
semantics of activated facial AUs, especially for the same subject
with subtly different AU states.
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Finally, when both local and global language generation auxil-
iaries (indicated model ⑤) are considered, the proposed VL-FAU
achieves the best recognition performance in terms of average F1,
significantly better than the single variants (variant ③ and ④) and
variant ② in Table 4. In addition, the local and global language
generation performances also have certain improvements, achieving
86.6% and 64.7% on top-5 accuracy of word generation in LLGA
and GLGA. These quantitative comparisons experimentally demon-
strate that exploring explicit semantic-auxiliary supervisions for
facial AU recognition is a beneficial way for discriminating different
AU states under intra- and inter-subject.

(4) Qualitative Analysis of Local and Global Generation Auxil-
iary. Besides the above quantitative comparisons, we further proved
the detailed qualitative analysis of our main innovations – local and
global generation auxiliaries for facial AU recognition. As shown in
Figure 4, we use t-SNE [43] to visualize the AU features learned by
the proposed VL-FAU and the corresponding baseline without local
and global generation auxiliaries (baseline ②). Note that, both mod-
els are used the same multi-branch networks with MARL. Specif-
ically, we extract the AU features of 8 random gender-balanced
subjects for clearer visualization from multiple AU branches before
the final classification and then visualize them by t-SNE. We provide
different coloring schemes in Figure 4 to analyze the impacts of
VL-FAU on different aspects, including AU category, subject ID,
and gender. (1) Comparisons of clustered AU features in the first
row, our VL-FAU can better divide different AU features into dif-
ferent clusters, while the baseline is not sufficiently discriminative
on some AU features (marked with red circles). Besides, we notice
that AU features optimized from baseline are mapped in a narrow
space compared with our VL-FAU. These observations indicate that
by joining language generation auxiliary, our VL-FAU can maintain
higher discriminability between multiple AU representations. (2)
The second row shows the subject ID coloring results. Our VL-FAU
distinguishes different subject AU features more widely within the
same AU cluster, indicating that our VL-FAU provides higher dis-
criminability between different subjects for facial AU recognition.
(3) Due to the explicit language supervision of gender information
in GLGA, VL-FAU can achieve clearer gender colorization results,
as shown in the last row of Figure 4.

4.4 Visualization of Results
To further understand the quality of the proposed vision-language
joint learning for FAU recognition and description generation, we
visualize the predicted AU states and their corresponding local and
global-level descriptions, as shown in Figure 5. Two positive ex-
amples from BP4D contain visualizations of different genders with
different AU states. Compared with the mainstream paradigm, our
VL-FAU provides explainable FAU recognition with language gener-
ations. In detail, local descriptions contain multiple detailed muscle
changes with natural connections, improving intra-AU semantics
and inter-AU distinguishability. In addition, the global descriptions
contain diverse activated AU states with gender information, which
can improve the inter-face distinguishability within and between
subjects. Besides, we provide a bad case, which makes wrong pre-
dictions in two AUs. However, the global description ignores the
misrecognition. Although AU6 is incorrectly predicted, the detailed

AU1 inactivated : inner brows are not raised , the skin between the eyebrows and 
above the forehead is flat and unchanged , there are no forehead lines , and there 
are no wrinkles in in the center of the forehead .

AU17 activated : the chin boss shows severe to extreme wrinkling as it is pushed 
up severely , and the lower lip is pushed up and out markedly .

Global Description: man raises upper lip , raises chin .

AU Index: 

Prediction:

Global Description:  woman raises inner brow, lower brow, raises chin.

AU Index: 

Prediction:

1 2 4 6 7 10 12 14 15 17 23 24

1 0 1 0 0 0 0 0 0 1 0 0

A
U

 d
es

cr
ip

ti
o

n
s

AU1 activated : the inner corners of the eyebrows are lifted slightly , the skin of 
the glabella and forehead above it is lifted slightly and wrinkles deepen slightly 
and a trace of new ones form in the center of the forehead .

AU23 inactivated : the lips are not gathered or tightened , and there are no 
wrinkles or raised skin on the edges of the lips .A

U
 d

es
cr

ip
ti

o
n

s

Global Description:  Man tightens lid , pulls lip corner , dimples .

AU Index: 

Prediction:

1 2 4 6 7 10 12 14 15 17 23 24

0 0 0 1 1 1 1 1 0 1 0 0

AU6 activated : lift the cheeks without activately raising up the lip corners . the 
infraorbital furrow has deepened slightly and bags or wrinkles under the eyes 
must increase . the infraorbital triangle is raised slightly slightly .

AU10 activated: the center of upper lip is drawn straight up , the outer portions of 
upper lip are drawn up but not as high as the center . the infraorbital triangle is 
pushed up , the nasolabial furrow is deepened .A

U
 d

es
cr

ip
ti

o
n

s

1 2 4 6 7 10 12 14 15 17 23 24

0 0 0 0 0 1 0 0 0 1 0 0

Figure 5: Visualizations of our proposed explainable facial AU
recognition (VL-FAU) with explicit local and global language
descriptions on BP4D.

description matches the facial expression, possibly due to labeling
ambiguity. Overall, our VL-FAU can give better explainable facial
AU recognition with explicit local and global language descriptions.

5 CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel end-to-end vision-language joint
learning (VL-FAU) for explainable FAU recognition along with lan-
guage generations as explanations. As auxiliary supervisions, local
and global language generations are joined into a multi-branch AU
recognition network with multi-level AU representation learning.
Local AU language generation provides explicit fine-grained seman-
tic supervision for each AU classification with detailed language
descriptions, improving the discrimination of inter-AU representa-
tions. Global language generation, employing multi-scale combined
stem features, offers diverse semantic supervision for the whole
facial feature to maintain diversity and distinction across intra- and
inter-subject representation changes. Our VL-FAU finally provides
predictions of AU states as well as interpretable language descrip-
tions for individual AUs and global faces. Extensive experimental
evaluations on DISFA and BP4D show that our VL-FAU outperforms
state-of-the-art AU recognition methods with impressive margins.

VL-FAU introduces a traditional language model for explainable
FAU recognition considering computational power and efficiency
limitations. We believe our attempts provide new inspiration for
multimodal multi-task joint training for explainable FAU recognition.
In the future, we would like to investigate the further combination
of FAU recognition with popular LLMs for more diverse and fine-
grained explainable generations.

8



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

Towards End-to-End Explainable Facial Action Unit Recognition via Vision-Language Joint Learning ACM MM, 2024, Melbourne, Australia

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Yanan Chang and Shangfei Wang. 2022. Knowledge-driven self-supervised

representation learning for facial action unit recognition. In CVPR. 20417–20426.
[2] Yingjie Chen, Diqi Chen, Tao Wang, Yizhou Wang, and Yun Liang. 2022. Causal

intervention for subject-deconfounded facial action unit recognition. In AAAI,
Vol. 36. 374–382.

[3] Zijun Cui, Tengfei Song, Yuru Wang, and Qiang Ji. 2020. Knowledge augmented
deep neural networks for joint facial expression and action unit recognition.
NeurIPS 33 (2020), 14338–14349.

[4] Terrance DeVries and Graham W Taylor. 2017. Improved regularization of
convolutional neural networks with cutout. arXiv preprint arXiv:1708.04552
(2017).

[5] Paul Ekman and Erika L Rosenberg. 1997. What the face reveals: Basic and
applied studies of spontaneous expression using the Facial Action Coding System
(FACS). Oxford University Press, USA.

[6] Robert S Feldman, Larry Jenkins, and Oladeji Popoola. 1979. Detection of
deception in adults and children via facial expressions. Child Development (1979),
350–355.

[7] Xuri Ge, Joemon M Jose, Songpei Xu, Xiao Liu, and Hu Han. [n. d.]. MGRR-Net:
Multi-level Graph Relational Reasoning Network for Facial Action Unit Detection.
ACM Transactions on Intelligent Systems and Technology ([n. d.]).

[8] Xuri Ge, Pengcheng Wan, Hu Han, Joemon M Jose, Zhilong Ji, Zhongqin Wu, and
Xiao Liu. 2021. Local global relational network for facial action units recognition.
In FG. IEEE, 01–08.

[9] Alex Graves and Jürgen Schmidhuber. 2005. Framewise phoneme classification
with bidirectional LSTM and other neural network architectures. Neural Networks
18, 5-6 (2005), 602–610.

[10] Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long short-term memory. Neural
Computation 9, 8 (1997), 1735–1780.

[11] Yan Huang, Qi Wu, Chunfeng Song, and Liang Wang. 2018. Learning semantic
concepts and order for image and sentence matching. In CVPR. 6163–6171.

[12] Geethu Miriam Jacob and Bjorn Stenger. 2021. Facial Action Unit Detection
With Transformers. In IEEE CVPR. 7680–7689.

[13] Xincheng Ju, Dong Zhang, Rong Xiao, Junhui Li, Shoushan Li, Min Zhang, and
Guodong Zhou. 2021. Joint multi-modal aspect-sentiment analysis with auxiliary
cross-modal relation detection. In EMNLP. 4395–4405.

[14] Dan Klein and Christopher D Manning. 2003. A* parsing: Fast exact Viterbi
parse selection. In NAACL. 119–126.

[15] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. 2015. Deep learning. nature
521, 7553 (2015), 436–444.

[16] Guanbin Li, Xin Zhu, Yirui Zeng, Qing Wang, and Liang Lin. 2019. Semantic
relationships guided representation learning for facial action unit recognition. In
AAAI. 8594–8601.

[17] Wei Li, Farnaz Abtahi, and Zhigang Zhu. 2017. Action unit detection with region
adaptation, multi-labeling learning and optimal temporal fusing. In IEEE CVPR.
1841–1850.

[18] Xiaotian Li, Xiang Zhang, Taoyue Wang, and Lijun Yin. 2023. Knowledge-
Spreader: Learning Semi-Supervised Facial Action Dynamics by Consistifying
Knowledge Granularity. In ICCV. 20979–20989.

[19] Xiaotian Li, Zheng Zhang, Xiang Zhang, Taoyue Wang, Zhihua Li, Huiyuan
Yang, Umur Ciftci, Qiang Ji, Jeffrey Cohn, and Lijun Yin. 2023. Disagreement
Matters: Exploring Internal Diversification for Redundant Attention in Generic
Facial Action Analysis. IEEE Trans. Affect. Comput. (2023).

[20] Yongqiang Li, Shangfei Wang, Yongping Zhao, and Qiang Ji. 2013. Simultaneous
facial feature tracking and facial expression recognition. IEEE Trans. Image
Process. 22, 7 (2013), 2559–2573.

[21] Min Lin, Qiang Chen, and Shuicheng Yan. 2013. Network in network. arXiv
preprint arXiv:1312.4400 (2013).

[22] Ping Liu, Joey Tianyi Zhou, Ivor Wai-Hung Tsang, Zibo Meng, Shizhong Han,
and Yan Tong. 2014. Feature disentangling machine-a novel approach of feature
selection and disentangling in facial expression analysis. In ECCV. 151–166.

[23] Zhilei Liu, Jiahui Dong, Cuicui Zhang, Longbiao Wang, and Jianwu Dang. 2020.
Relation modeling with graph convolutional networks for facial action unit detec-
tion. In MMM. Springer, 489–501.

[24] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin,
and Baining Guo. 2021. Swin transformer: Hierarchical vision transformer using
shifted windows. In IEEE ICCV. 10012–10022.

[25] Enmin Lu and Xiaoxiao Hu. 2022. Image super-resolution via channel attention
and spatial attention. Applied Intelligence 52, 2 (2022), 2260–2268.

[26] Cheng Luo, Siyang Song, Weicheng Xie, Linlin Shen, and Hatice Gunes. 2022.
Learning Multi-dimensional Edge Feature-based AU Relation Graph for Facial
Action Unit Recognition. In IJCAI. 1239–1246.

[27] S Mohammad Mavadati, Mohammad H Mahoor, Kevin Bartlett, Philip Trinh, and
Jeffrey F Cohn. 2013. Disfa: A spontaneous facial action intensity database. IEEE
Trans. Affect. Comput. 4, 2 (2013), 151–160.

[28] Xuesong Niu, Hu Han, Songfan Yang, Yan Huang, and Shiguang Shan. 2019.
Local relationship learning with person-specific shape regularization for facial

action unit detection. In IEEE CVPR. 11917–11926.
[29] Jeripothula Prudviraj, Chalavadi Vishnu, and Chalavadi Krishna Mohan. 2022.

M-FFN: multi-scale feature fusion network for image captioning. Applied Intelli-
gence 52, 13 (2022), 14711–14723.

[30] Jinghui Qin, Yongjie Huang, and Wushao Wen. 2020. Multi-scale feature fusion
residual network for single image super-resolution. Neurocomputing 379 (2020),
334–342.

[31] Lixiong Qin, Mei Wang, Chao Deng, Ke Wang, Xi Chen, Jiani Hu, and Weihong
Deng. 2023. Swinface: a multi-task transformer for face recognition, expres-
sion recognition, age estimation and attribute estimation. IEEE Transactions on
Circuits and Systems for Video Technology (2023).

[32] David R Rubinow and Robert M Post. 1992. Impaired recognition of affect
in facial expression in depressed patients. Biological Psychiatry 31, 9 (1992),
947–953.

[33] T Konstantin Rusch, Michael M Bronstein, and Siddhartha Mishra. 2023. A survey
on oversmoothing in graph neural networks. arXiv preprint arXiv:2303.10993
(2023).

[34] Zhiwen Shao, Zhilei Liu, Jianfei Cai, and Lizhuang Ma. 2018. Deep adaptive
attention for joint facial action unit detection and face alignment. In ECCV. 705–
720.

[35] Zhiwen Shao, Zhilei Liu, Jianfei Cai, and Lizhuang Ma. 2021. JAA-Net: joint
facial action unit detection and face alignment via adaptive attention. IJCV 129, 2
(2021), 321–340.

[36] Zhiwen Shao, Zhilei Liu, Jianfei Cai, Yunsheng Wu, and Lizhuang Ma. 2019.
Facial action unit detection using attention and relation learning. IEEE Trans.
Affect. Comput. (2019).

[37] Zhiwen Shao, Yong Zhou, Jianfei Cai, Hancheng Zhu, and Rui Yao. 2023. Facial
Action Unit Detection via Adaptive Attention and Relation. IEEE Transactions
on Image Processing (2023).

[38] Tengfei Song, Lisha Chen, Wenming Zheng, and Qiang Ji. 2021. Uncertain graph
neural networks for facial action unit detection. In AAAI. 5993–6001.

[39] Tengfei Song, Zijun Cui, Wenming Zheng, and Qiang Ji. 2021. Hybrid Message
Passing With Performance-Driven Structures for Facial Action Unit Detection. In
IEEE CVPR. 6267–6276.

[40] Sebastian Sudholt and Gernot A Fink. 2016. Phocnet: A deep convolutional neural
network for word spotting in handwritten documents. In ICFHR. IEEE, 277–282.

[41] Sima Taheri, Qiang Qiu, and Rama Chellappa. 2014. Structure-preserving sparse
decomposition for facial expression analysis. IEEE Trans. Image Process. 23, 8
(2014), 3590–3603.

[42] Yan Tong and Qiang Ji. 2008. Learning bayesian networks with qualitative
constraints. In IEEE CVPR. 1–8.

[43] Laurens Van der Maaten and Geoffrey Hinton. 2008. Visualizing data using
t-SNE. Journal of machine learning research 9, 11 (2008).

[44] Sanghyun Woo, Jongchan Park, Joon-Young Lee, and In So Kweon. 2018. Cbam:
Convolutional block attention module. In ECCV. 3–19.

[45] Kelvin Xu, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan
Salakhudinov, Rich Zemel, and Yoshua Bengio. 2015. Show, attend and tell:
Neural image caption generation with visual attention. In ICML. PMLR, 2048–
2057.

[46] Huiyuan Yang, Lijun Yin, Yi Zhou, and Jiuxiang Gu. 2021. Exploiting Semantic
Embedding and Visual Feature for Facial Action Unit Detection. In IEEE CVPR.
10482–10491.

[47] Xing Zhang, Lijun Yin, Jeffrey F Cohn, Shaun Canavan, Michael Reale, Andy
Horowitz, Peng Liu, and Jeffrey M Girard. 2014. Bp4d-spontaneous: a high-
resolution spontaneous 3d dynamic facial expression database. Image Vis. Comput.
32, 10 (2014), 692–706.

[48] Kaili Zhao, Wen-Sheng Chu, Fernando De la Torre, Jeffrey F Cohn, and Honggang
Zhang. 2015. Joint patch and multi-label learning for facial action unit detection.
In IEEE CVPR. 2207–2216.

[49] Kaili Zhao, Wen-Sheng Chu, Fernando De la Torre, Jeffrey F Cohn, and Honggang
Zhang. 2016. Joint patch and multi-label learning for facial action unit and holistic
expression recognition. IEEE Trans. Image Process. 25, 8 (2016), 3931–3946.

[50] Fengda Zhu, Yi Zhu, Xiaojun Chang, and Xiaodan Liang. 2020. Vision-language
navigation with self-supervised auxiliary reasoning tasks. In CVPR. 10012–
10022.

9


	Abstract
	1 Introduction
	2 Related Work
	3 Approach
	3.1 Multi-level AU Representation Learning
	3.2 Auxiliary Supervision with Local and Global Language Generation
	3.3 Vision-Language Joint Learning

	4 Experiments
	4.1 Dataset and Implementation Details
	4.2 State-of-the-art Comparisons
	4.3 Ablation Studies
	4.4 Visualization of Results

	5 Conclusion and future work
	References

