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Abstract
Recently, numerous new benchmarks have001
been established to evaluate the performance of002
large language models (LLMs) via either com-003
puting a holistic score or employing another004
LLM as a judge. However, these approaches005
suffer from data leakage due to the open ac-006
cess of the benchmark and inflexible evaluation007
process. To address this issue, we introduce008
TreeEval, a benchmark-free evaluation method009
for LLMs that let a high-performance LLM010
host an irreproducible evaluation session and011
essentially avoids the data leakage. Moreover,012
this LLM performs as an examiner to raise up013
a series of questions under a topic with a tree014
planing strategy, which considers the current015
evaluation status to decide the next question016
generation and ensures the completeness and ef-017
ficiency of the evaluation process. We evaluate018
6 models of different parameter sizes, including019
7B, 13B, and 33B, and ultimately achieved the020
highest correlation coefficient with AlpacaE-021
val2.0 using only around 45 questions. We also022
conduct more analysis to show the robustness023
and reliability of TreeEval. Our code can be024
accessed via the provided URL1.025

1 Introduction026

The recent surge in Large Language Models027

(LLM) has been significant, transitioning from028

closed-source (OpenAI, 2023; Team, 2023a) to029

open-source (Touvron et al., 2023; et al., 2023a;030

Jiang et al., 2023) models. Different Supervised031

Fine-Tuning (SFT) and Reinforcement Learning032

from Human Feedback (RLHF) techniques are033

further proposed to improve the performance of034

LLMs (Taori et al., 2023; Chiang et al., 2023; Bai035

et al., 2022; Ouyang et al., 2022; Tunstall et al.,036

2023a). These LLMs pose the capabilities to solve037

diverse tasks and are widely used in both academic038

and industrial fields. Human evaluation is intu-039

itive to assess the performance of LLMs but it is040
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time-consuming and has the risk of including un- 041

expected bias (Zheng et al., 2023b; Wang et al., 042

2024). It becomes vital to investigate the automatic 043

evaluation approaches to evaluate LLMs. 044

Till now, there are a number of automatic eval- 045

uation methods that have been proposed. A line 046

of studies take efforts to annotate some benchmark 047

datasets, such as MMLU, BBH, SocKET, AGIEval, 048

IFEval and HalluQA (Hendrycks et al., 2021; Suz- 049

gun et al., 2022; Choi et al., 2023; Zhong et al., 050

2023; Zhou et al., 2023a; Cheng et al., 2023), to test 051

the different capabilities of an LLM. The evaluated 052

LLM is judged via checking the overlap between 053

the annotated answers and generated answers. In 054

this way, a holistic score is produced to indicate 055

the performance of the LLM. We denote this cat- 056

egory of evaluation methods are in a benchmark 057

paradigm. However, the holistic score is inflexible 058

to measure the quality of the outputs from LLMs be- 059

cause the token mismatch unnecessarily indicates 060

the incorrect answer. With the emergence of high- 061

performance LLMs, another line of studies start to 062

leverage them to simulate human evaluation by pro- 063

viding the evaluated LLM with pre-defined bench- 064

mark questions and requesting another LLM like 065

GPT-4 to judge its response (Zheng et al., 2023a; Li 066

et al., 2023b; Bai et al., 2023; Wang et al., 2023a; 067

Zhang et al., 2023b; Wang et al., 2023c; Li et al., 068

2023a; Zhu et al., 2023). We denote this category of 069

evaluation methods as LLM-as-judge paradigm. 070

Even though both above lines of methods enable 071

the automatic evaluation with standard pipelines, 072

they encounter severe issue of data leakage. Due to 073

the vast amount of training data used in LLM train- 074

ing, considered a valuable asset by many closed 075

and even open-source models, it is easy to cause 076

benchmark data leakage problems and significantly 077

biases evaluation results. 078

To solve this issue, we propose a novel eval- 079

uation paradigm, which takes an LLM as an ex- 080

aminer to raise questions. The examiner should 081
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Figure 1: Comparison of TreeEval with existing evalua-
tion paradigms.

produce different evaluation session for each time082

which makes it hard to duplicate the evaluation083

questions and protect the evaluation benchmark084

from disclosure for fine-tuning and pre-training an085

LLM deliberately. However, simply adopting an086

LLM as examiner would lead to arbitrary evalua-087

tion question generation without a goal. Design-088

ing such a benchmark-free evaluation method need089

take the following aspects into consideration: (1)090

Similar as the question in a benchmark (Taori et al.,091

2023; Zheng et al., 2023a), the generated ques-092

tions should be derived from certain topics, which093

ensures the scope of the evaluation. (2) Drawing094

inspiration from the interview, within a topic, the095

examiner should generate a line of questions that096

are diverse to cover different knowledge rather than097

producing a single question. (3) The generation098

procedure should be flexible enough to generate099

mutually connected questions and control the diffi-100

culty level of these questions. When the current line101

of question cannot distinguish two LLMs, more dif-102

ficult questions should be raised up. Otherwise, the103

evaluation could be terminated immediately.104

To this end, we propose TreeEval, which is a105

benchmark-free evaluation of LLMs through tree106

planning. The line of questions within a topic for107

evaluation are organized in a tree, where each node108

contains a question. In the process of constructing 109

a tree, we repeatedly revisit the status of the cur- 110

rent tree and generate the next node until the tree 111

is enough to differentiate two LLMs. The differ- 112

ence between our evaluation method and previous 113

paradigms can be found in Figure 1. To verify the 114

effect of our method, we evaluate multiple LLMs. 115

The results demonstrate that our method shows 116

similar ranking as AlpacaEval2.0 in LLM-as-judge 117

paradigm with only 45 questions in average for 118

each round of evaluation. Further analysis shows 119

our advantages in measuring fine-grained capabili- 120

ties and conducting robust comparison for LLMs. 121

Our contributions are summarized as follows: 122

• We introduce a novel evaluation paradigm, 123

TreeEval, which allows for efficient and com- 124

prehensive evaluation of LLMs, inherently 125

preventing data leakage issues. 126

• TreeEval has advantage in distinguishing two 127

LLMs with similar performance by construct- 128

ing a deeper tree, which extends the evaluation 129

process to obtain more stable and accurate as- 130

sessment results. 131

• We compare with a set of automatic evaluation 132

baselins, and find that our TreeEval achieves 133

the highest correlation coefficient with Al- 134

pacaEval2.0. 135

2 Related Work 136

2.1 Methods of LLM Evaluation 137

Due to the explosive growth and rapid update of 138

LLMs, a significant challenge is to conduct accu- 139

rate and comprehensive evaluation for them (Chang 140

et al., 2023). Early studies leverage open-ended 141

question answering datasets and math word prob- 142

lems as the evaluation benchmarks (Touvron et al., 143

2023; et al., 2023b; Chen et al., 2024) to evalu- 144

ate the commonsense knowledge and reasoning 145

capabilities of LLMs. Subsequently, more bench- 146

mark datasets like MMLU (Hendrycks et al., 2021), 147

AGIEval (Zhong et al., 2023), IFEval (Zhou et al., 148

2023a) have been elaborately designed to gauge 149

diverse abilities of LLMs. Some studies (Wang 150

et al., 2023a,a; Saha et al., 2023) go beyond stan- 151

dard evaluation metrics. They evaluate the quality 152

and accuracy of predicted results through human 153

annotation, which is able to provide a more com- 154

prehensive feedback. With the emergence of high- 155

performance LLMs like GPT-4 (OpenAI, 2023), 156
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Gemini Pro (Team, 2023a), more recent studies157

start to utilize them to simulate the human eval-158

uation process. In this realm, PandaLM (Wang159

et al., 2023c) strives to provide reproducible and160

automated comparison between various LLMs by161

training a LLM as the judge. GPTScore (Fu et al.,162

2023) and G-Eval (Liu et al., 2023) utilize GPT-3163

and GPT-4 as the judge to evaluate the LLMs with164

incorporation of in-context learning and chain-of-165

thought strategies. The above methods rely heavily166

on a well-organized benchmark dataset while our167

method is benchmark-free and has LLMs perform-168

ing as the examiner.169

2.2 Data Leakage of LLM Evaluation170

As the number of benchmarks for language model171

evaluation increases, data leakage emerges as an172

inevitable concern. However, there appear to be173

a limited number of studies addressing this issue.174

Sainz et al.(2023) propose a method to detect data175

breaches in closed-source LLMs, based on the176

premise that LLMs can recall training data and tend177

to reproduce similar content. Zhou et al.(2023b)178

conduct qualitative analysis of the impact of data179

leakage, which suggests that a data breach in one180

benchmark significantly enhances the LLM’s per-181

formance on that specific benchmark while dimin-182

ishing its capabilities on other uncompromised183

benchmarks. Yang et al.(2023) propose a more184

accurate approach which employs an LLM detec-185

tor with top-k closest training data to determine186

if they match the test data. In contrast to these187

methods, which develop additional models for de-188

tecting data leakage during LLM evaluation with189

given benchmark datasets, our proposed method190

introduces a novel paradigm for LLM evaluation.191

It not only ensures the high quality of test questions192

but also inherently avoids data leakage.193

3 Methodology194

3.1 Overall Architecture195

Figure 2 depicts the overall architecture of TreeE-196

val. To organize the evaluation in a tree structure,197

TreeEval incorporates several components includ-198

ing an Examiner, a Judge, and an Eval Controller.199

After the tree has been constructed, an Aggregator200

is utilized to aggregate the scores in the tree. The201

entire framework achieves benchmark-free evalua-202

tion of LLMs with a process of tree planning.203

In detail, for each session of evaluation, we204

choose a pair of LLMs for evaluation. The evalua-205

tion process starts with an initial topic. The exam- 206

iner takes charge of generating questions within a 207

given topic. Then, the question will be sent to the 208

pair of LLMs under test to produce the responses. 209

Next, the judge compares the responses from the 210

two LLMs and decides the winner for this question. 211

Considering the responses for the current question, 212

the eval controller will determine to deepen the 213

current question if the current question results in a 214

close tie or terminate the search along the current 215

question if it is clear to decide the winner. We em- 216

ploy a breadth-first search strategy for this process. 217

When we generate the next question, the eval con- 218

troller also guarantees the diversity and reliability 219

of the questions. Eventually, the nodes traversing 220

over the tree will be aggregated to produce a com- 221

prehensive score for the evaluation. 222

TreeEval can be viewed as a tree-planning frame- 223

work using LLMs as heuristic for hosting the eval- 224

uation session. By constructing a tree structure, 225

we can differentiate the abilities of a pair of LLMs 226

using as few as questions. Moreover, the test ques- 227

tions are automatically generated during each eval- 228

uation, which prevents the benchmark leakage. In 229

the tree, the root node is initialized by the identified 230

topic for the session. Each node contains a topic 231

and a question within the topic. The connection 232

between nodes indicates inheritance relationships 233

between the questions, that is, the deepen question 234

is derived from its parent question. The deeper the 235

tree is, the more similar abilities the two LLMs un- 236

der test hold. For sibling nodes in the tree, which 237

are derived from the same parent node, they are 238

designed to cover distinct topics but belong to the 239

same superior topic. 240

3.2 TreeEval Modules 241

In this section, we provide more details of the com- 242

ponents of the TreeEval and illustrate how to con- 243

struct a tree for evaluation via these components. 244

Examiner. The examiner is a LLM-based module, 245

which takes charge of generating exam questions 246

that are able to cover diverse topics. Following 247

(Bai et al., 2023), we pre-define a set of topics as 248

the scope of evaluation. 249

As the initialization of an evaluation session, we 250

randomly sample a topic from the pre-defined topic 251

set, which is denoted as FCpre-define. Given a topic, 252

the examiner is requested to craft a question that re- 253

lated to it via a prompt with the consideration of the 254

coherence to the topic and the required format of 255

the question. The detailed instruction is displayed 256
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Figure 2: TreeEval system with an illustrative tree for evaluation. The left section contains the components and their
workflow in TreeEval. The right section displays a constructed tree within topic Technology and Communication for
evaluation (the leaf nodes are shown in red boxes), where each node denotes a question annotated with its topic and
evaluation score. We further display the generated questions of the tree in the Appendix 8.6.

in Appendix 8.1.257

Once the session begins, we organize the follow-258

up questions in a tree structure. For simplify, we259

generally denote the follow-up topic at the t-th260

time step as Ct. And the above procedure can be261

presented as:262

Qt = Examiner(Ct).263

Subsequently, Qt is utilized as the question to test264

the LLMs under review.265

Judge. Previous studies (Wang et al., 2023a) con-266

duct pare-wise comparison and identify the supe-267

rior responses among two evaluated LLMs, which268

has advantage in providing more nuanced assess-269

ment. Following these studies, we consult a pair270

of LLMs with the same question. The detailed in-271

struction is displayed in Appendix 8.2. After the272

responses have been produced via the LLMs, an-273

other LLM performs as the judge to the responses.274

To ensure the reliability of the judge, we fur-275

ther conduct exchange evaluation, that is to switch276

the order of the responses. This procedure can be277

denoted as:278

S1
t = Judge(Qt, A

1
t , A

2
t );279

S2
t = Judge(Qt, A

2
t , A

1
t ),280

where A1
t , A2

t denote the responses from the pair281

of LLMs for Qt. Each output judges the winner is282

A1
t or A2

t or a tie exits. If there is an agreement for283

S1
t and S2

t , We assign 2 score to the winner and 0284

score to the loser to form St. Otherwise, we assign285

1 to each model as St.286

As the evaluation proceeds, we maintain a mem-287

ory to record the history of the session, including288

the initial topic, historical questions as well as re-289

sponses from the two evaluated LLMs. After Qt290

has been responded, the history at the t-th time 291

step in the evaluation session can be denoted as 292

Mt = {C0, Q0, A
1
0, A

2
0, ..., Ct, Qt, A

1
t , A

2
t }. To 293

involve the coherence of the flowing conversa- 294

tion and raise up rational follow-up questions, we 295

prompt the examiner with the consideration of the 296

history. 297

Eval Controller. The evaluation controller takes 298

charge of the process of tree planning. Arbitrary 299

generation of questions result in unorganized evalu- 300

ation of LLMs with repeated questions and limited 301

topics. To ensure the relevance and diversity of the 302

generated questions, we have the following consid- 303

eration: (1) To simulate the real-world interview of 304

a certain subject, where the questions in an exami- 305

nation are mutually connected, we assume the gen- 306

erated follow-up question should be closely linked 307

to its previous question via topics. For example, in 308

Figure 2, inheriting from the root topic “technol- 309

ogy and communication”, we can raise a question 310

on “5G” that is relevant to the root topic and goes 311

deeper. (2) The generated questions should not be 312

repeated in the existing questions and we should 313

ensure the diverse knowledge covered by the tree. 314

For example, in Figure 2, under the topic “AI”, we 315

can come up with distinct but related sub-topics as 316

siblings such as “AI Ethics”, “Accessibility Tools” 317

and “Human Machine Interaction”. 318

Inspired by the Tree-of-Thought (Long, 2023), 319

where a controller produces the next thought step, 320

we let Eval Controller arrange the follow-up evalua- 321

tion according toMt. On the one hand, it prepares 322

the follow-up topics FCt based on {Ct, A
1
t , A

2
t } ∈ 323

Mt for any of its child nodes in advance. On the 324

other hand, it determines Qt+1 based on the FCt 325

and {Q1, Q2, ..., Qt} ∈ Mt if the t-th node is the 326

parent node at t + 1 time step. We next describe 327
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Algorithm 1 Procedure of TreeEval
1: Input FCpre-define;
2: Initial t← 0;Mt ← ∅
3: while Termination strategy is not satisfied do
4: for Ct ∈ FCparent or C0 ∈ FCpre-define do
5: Q̃t ← Examiner(Ct) ▷ Sample questions via Examiner.
6: Qt ← argmaxQi

t∈Q̃t
(Sim(Qi

t, Ct)−maxQk∈Mt Sim(Qi
t, Qk)) ▷ Rank candidate questions

in Step Two.
7: A1

t , A
2
t ← LLMs(Qt)

8: St = Judge(Qt, A
1
t , A

2
t ) ▷ Output scores of LLMs via Judge.

9: Mt ←Mt ∪ {Ct, Qt, A
1
t , A

2
t }

10: F̃Ct ← NER(A1
t ) ∪ NER(A2

t ) ▷ Generate candidate topic in Step Two.
11: FCt ← ∅
12: while |FCt| < k do ▷ Iteratively Filter candidate topics in Step One.
13: Ci

t ← argmaxC̃i
t∈F̃Ct

(Sim(C̃i
t , Ct))

14: FCt ← FCt ∪ {Ci
t}

15: F̃Ct ← F̃Ct \ Ci
t

16: for C̃j
t ∈ F̃Ct do

17: Sim(C̃j
t , Ct)← Sim(C̃j

t , Ct)− Sim(C̃j
t , C

i
t)

18: t← t+ 1

the above two steps in detail:328

• Step One: Sample topics from the responses of329

the previous question: FCt ∼ NER(At)
2. This330

works better when the Named Entity Recognition331

(NER) tool is built upon a LLM as some relevant332

entities could be revised via the model instead of333

solely being extracted (Wang et al., 2023b).334

We sample candidate topics from both A1
t and A2

t335

then merge them together, which results in a set336

of candidate topics F̃Ct as the follow-up topics337

of t-th node. However, this may produce some338

candidates that are repeated. To avoid this, we339

first measure the similarity between Ci
t ∈ F̃Ct340

and Ct by computing the Cosine Similarity of341

their encoded vector representation (Zhang et al.,342

2023a), which is denoted as Sim(Ci
t , Ct). Then,343

we iteratively push out Ci
t with the largest score.344

Next, we update the similarity scores of the rest345

topic Cj
t by subtracting the similarity score of346

Cj
t ∈ F̃Ct \ Ci

t and Ci
t , which is to decrease347

the possibility of retrieving similar topics. This348

procedure continues until we have pushed out k349

topics as FCt for the follow-up question genera-350

tion.351

• Step Two: If the question at (t + 1)-th time352

step is the child node of the node at t-th time353

2The detailed instruction could be found in Appendix 8.3

step, we generate questions based on the sam- 354

pled topic via Qi
t+1 ∼ Examiner(Ct+1), where 355

Ct+1 ∈ FCt. This could form a candidate ques- 356

tion set Q̃t+1. Still, to avoid repetition of the 357

generated questions and ensure a broad spec- 358

trum of inquiry questions, we conduct ranking 359

for the candidate questions. Specifically, we 360

measure the similarity between Qi
t+1 ∈ Q̃t+1 361

and Ct+1 via Cosine Similarity. Then we push 362

out Qi
t+1 with the largest similarity score of 363

Sim(Qi
t+1, Ct+1) and the least similarity score 364

of argminQk∈Mt Sim(Qi
t+1, Qk). 365

Termination Strategy. To determine whether we 366

should stop generating subsequent questions along 367

a topic, we identify several termination criteria: 368

• For each node in the tree, if the question posed 369

by the current topic successfully distinguish the 370

capability of the two LLMs under review. Alter- 371

natively, if there is no tie for the current question, 372

we terminate the child node search under the cur- 373

rent node. 374

• After we have generated the sibling nodes of a 375

parent node, we revisit the the scores of these sib- 376

lings. If it shows a dominate score over all these 377

siblings, this indicates that we have a winner for 378

this branch. Hence we stop further search for any 379

of these sibling nodes. 380
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• To prevent the evaluation session preceding indef-381

initely, a maximum depth T for the tree search is382

pre-defined. Once the limit reaches, we terminate383

the child node search under the current topic.384

We terminate a tree search when every node in385

the tree satisfies the above criteria. The entire pro-386

cess is described in Algorithm 1.387

3.3 Score Aggregator388

After we have constructed the multiple trees across389

FCpre-define, where the nodes in each tree implies390

the win-rate between two LLMs under review to-391

wards a specific topic. To yield a final win-rate392

result, we aggregate the scores of these constructed393

trees. However, it is irrational to consider all the394

nodes in a tree equally due to their different fea-395

tures and result scores. Specifically, we take the396

following aspects of t-th node in a tree into account397

when we aggregate their scores:398

• Distance to the root node. Based on the princi-399

ple of an evaluation session, a longer distance to400

the root node indicates a more intensive competi-401

tion between the evaluated LLMs and the more402

important the node is. This suggests that the win-403

ner only has a marginal advantage over the other404

one. Therefore, we define one aspect of an impor-405

tant node as wroot
t = 1

d , where d is the distance406

from the t-th node to the root node in a tree.407

• Origin of the topic. As the topic is derived from408

the responses in its parent node, a node inherited409

the topic generated from responses of the losing410

LLM is more important considering it is more411

likely to balance the situation. Hence, we define412

one aspect of an important node as:413

w
topic
t =

{
1 Topic originated from the loser
0.5 Otherwise

414

• Variance of the sibling nodes. The disagree-415

ment of the evaluation of the sibling node may416

implicit a potential randomness derived from the417

topic. So we define the sibling consensus as:418

w
topic
t =

1

σ2 + 1
,419

where σ is the variance of the score of its sibling420

nodes.421

Considering the above aspects, we compute the422

final importance weights of t-th node as:423

wt = wroot
t

α · wtopic
t

β
· wsibling

t

γ
,424

where α, β, and γ are hyper-parameters indicating 425

the relative importance of these aspects. As a result, 426

we sum up the wt multiplying with the win-rate of 427

an LLM and devide the total evaluation questions 428

to obtain its final scores: 429

S =
1

N

∑
i-th Tree from FCpre-define;

∑
t-th node in i-th Tree

wt · St, 430

where N is the sum of node weights in the evalua- 431

tion session and S is normalized. 432

4 Experiments 433

4.1 Experimental Setup 434

Evaluated LLMs. We consider the following open- 435

source LLMs as evaluated LLMs, encompassing 436

two 7B models, two 13B models, and two 33B 437

models. They are either derived from LLaMA (Tou- 438

vron et al., 2023; et al., 2023a) or trained from 439

scratch using the LLaMA architecture and some 440

of them exhibit remarkably similar performances 441

according to the open-source LLM leader-board3. 442

In particular, Yi-34B-Chat (01.AI, 2023) 443

is a pioneering product from 01.AI. It is 444

built on a large-scale multilingual dataset. 445

Xwin-LM-13B-V0.1 (Team, 2023b) is built on the 446

foundation of LLaMA2-13B, tuned through SFT 447

and RLHF. Mistral-7B-Instruct-v0.2 (Jiang 448

et al., 2023) is tuned through SFT on the Mistral- 449

7B model, which is built with the LLaMA archi- 450

tecture. Vicuna-33b-v1.3 (Zheng et al., 2023a) 451

originates from the LLaMA-33b model and is fine- 452

tuned using user-shared dialogues from ShareGPT. 453

WizardLM-13B-V1.2 (Xu et al., 2023), based on 454

the LLaMA2-13b model, is fine-tuned with en- 455

hanced instruction data using the Evol-Instruct. 456

Zephyr-7B-beta (Tunstall et al., 2023b), derived 457

from the Mistral-7B model, is algined with SFT 458

and DPO methods. 459

Comparable Evaluation Methods. We compare 460

TreeEval with a series of existing evaluation meth- 461

ods. We include multiple methods with bench- 462

mark paradigm: MMLU (Hendrycks et al., 2021), 463

and Big-Bench Hard (Suzgun et al., 2022) (BBH). 464

Meanwhile, we include multiple methods treating 465

LLMs as judges: AlpacaEval, AlpacaEval2.0 (Li 466

et al., 2023b), and MT-Bench (Zheng et al., 2023a), 467

which all choose ChatGPT as the judge but differ 468

in their handling of dialogue scenarios. Specifi- 469

cally, MT-Bench is designed to assess multi-turn 470

3https://tatsu-lab.github.io/alpaca_eval/
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LLMs MMLU⋆ BBH⋆ AlpacaEval† MT-bench† AlpacaEval2.0† TreeEval(Ours)

Acc Acc Win-Rate score Win-Rate #Q Score

Mistral-7B-Instruct-v0.2 70.6 46.4 92.78 8.30 14.72 − 2.50

Yi-34B-Chat 73.46 71.74 94.08 8.65 29.66 31.67 3.48

xwinlm-13b-v0.1 56.6 37.58 91.76 7.34 17.43 62.33 2.67

Vicuna-33b-v1.3 59.2 52.0 88.99 7.12 12.71 41.33 1.61

WizardLM-13B-V1.2 52.7 40.12 89.17 7.2 12.03 44.67 1.10

zephyr-7b-beta 61.4 42.72 90.60 7.34 10.99 45.67 2.19

Average #Q ↓ 14, 079 6, 511 804 80 804 45.1 −

ρ ↑ 0.43 0.37 0.71 0.61 1.0 − 0.83

τ ↑ 0.33 0.33 0.47 0.41 1.0 − 0.73

Table 1: Comparison of LLMs across various evaluation methods. “⋆” denotes we re-implement MMLU and BBH
benchmarks (Chia et al., 2023), calculating results in both 5-shot and 3-shot contexts. “†” denotes we directly
take results from the respective leader-boards from MT-bench, AlpacaEval, and AlpacaEval2.0. “#Q” denotes the
number of questions used for evaluation. We report the correlation of rankings obtained through different methods
with those from AlpacaEval2.0, using τ for the Kendall correlation coefficient (KENDALL, 1938) and ρ for the
Spearman correlation coefficient (Spearman, 1904).

dialogues, whereas AlpacaEval focuses solely on471

evaluating single-turn interactions.472

Implementation Details. We utilize GPT-4-0613473

as our examiner and deploy the model using474

FastChat (Zheng et al., 2023a). We set the temper-475

ature parameter to 1, which facilitates to generate476

variant questions. Furthermore, we set T and k as477

3. α, β, and γ are set as 1, 1, 0.4, respectively. To478

mitigate the randomness of the experiments, we479

repeat 3 times and calculate the average scores. We480

choose Mistral-7B-Instruct-v0.2 as the refer-481

ence for pairwise comparison due to its moderate482

performance shown in public leaderboard.483

4.2 Performance of TreeEval484

We display the performance of TreeEval in Table 1,485

from which we have the following observations:486

(1) Among all the comparable evaluation methods,487

our method is able to achieve the highest correla-488

tion coefficient with the rankings of AlpacaEval2.0489

on the indicators of both ρ and τ . AlpacaEval2.0 is490

commonly viewed as the recognized LLM evalua-491

tion leader-board and the high consistency between492

our ranks indicates the reliability of our method.493

(2) Our method is able to complete the evaluation494

procedure with only 45 questions in average while495

the other evaluation methods require much more496

questions to generate an evaluation result. This in-497

dicates that our evaluation is efficient on evaluating498

LLMs with minimum questions. (3) Since we treat499

Mistral-7B-Instruct-v0.2 as the reference for500

the pairwise comparison, we notice the larger gap 501

between the evaluated LLM and the reference is, 502

the less test questions are proposed in the evalua- 503

tion session, which shows that tree planning indeed 504

meets our expected motivation. We further display 505

the pairwise correlation in Appendix 8.5 to show 506

the correlation between TreeEval and AlpacaEval 507

is also high. 508

4.3 Further Analysis 509

We conduct further analysis to verify the effect of 510

TreeEval4. 511

Fine-grained Evaluation. From the Figure 4, we 512

can observe that different LLMs excel in various 513

knowledge domains. The performance of the same 514

model may vary across different fields. For exam- 515

ple, Yi-34B-Chat is short in Travel and Shopping 516

while it demonstrates relatively good performance 517

on other topics. Through our TreeEval, we can 518

diagnose an LLM with the fine-grained results in 519

diverse domains. 520

Robustness of TreeEval. We draw Figure 5 to 521

show the evaluation results of different LLMs in 522

multiple runs. We can see that, for a given LLM 523

under evaluation, conducting multiple repeated ex- 524

periments yields relatively similar scores when the 525

examiner’s temperature is set to 1. The low vari- 526

ance indicates that TreeEval is able to generate 527

stable and robust results. 528

4More pairwise comparison for different model pairs and
method pairs analysis can be found in Appendix 8.4,8.5.
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Xwin-LM-13B-V0.1 VS 
Mistral-7B-Instruct-v0.2 

Topic: optimal capital structure
Question: What are the key trade-offs that a company must consider when determining 
its optimal capital structure, and how do these trade-offs differ among various types of 
businesses?
Response 1: Key trade-offs for optimal capital structure:1. Trade-off between debt and 
equity: Balancing risk and return, tax benefits, and financial flexibility.2.....
Response 2: 1. Trade-off between tax shields and financial risk: Debt capital provides 
tax advantages through interest deductions, but increases financial risk ......
Score: (𝟏, 𝟏)
Follow-up topics: trade-off between senior and subordinated debt; trade-off between 
tax shields and financial risk; trade-off between debt and equity

Business and Finance

optimal capital 
structure

variation by 
industry

trade-off between senior 
and subordinated debt

trade-off between tax 
shields and financial risk

trade-off between 
debt and equity

capital structure 
optimization 
strategies 

optimal 
debt-to-

equity ratio

financial 
analysis and 

reporting

companies in 
different 

growth stages

equity 

financing

financial 
risk 

tolerance

business 

strategy

growth 
opportunities

industry 
risk

competition and 
industry dynamics

e-commerce 
impact on 

retail

fintech vs. 
traditional 
banking

tech 
industry 

disruption

automotive 
innovation 

race

Mistral-7B-Instruct-v0.2  VS  
WizardLM-13B-V1.2

Business and Finance

financing 
structure

financial rigidity vs. 
flexibility

Figure 3: Examples of evaluation process for two pairs of LLMs under topic “Business and Finance”, which are
shown in two colored trees. The detailed contents of a node is displayed in a dashed box and the recognized entities
used for follow-up topics are shown in red fonts.

Figure 4: Radar chart illustrating the scores of vari-
ous LLMs under different pre-defined topics.

Figure 5: Re-run TreeEval 5 times for various
LLMs.

Ablation Studies. As we can see in Table 2, chang-529

ing BFS search to DFS search dramatically in-530

creases the number of questions but decreases the531

performance. This is because DFS search generates532

the child node first rather than the sibling node such533

that the influence of sibling node will be neglected534

in both question generation and termination iden-535

tification procedures. Removing step one, which536

indicates skip the topic generation step, decreases537

the performance. This indicates the significant role538

of identifying the topic for question generation.539

When we iteratively remove the scores in aggre-540

gator, we observe general performance drop on τ .541

This indicates that all the scores in the aggregator542

are important in producing a comprehensive score.543

Case Studies. In Figure 3, it’s clear544

that TreeEval effectively identifies perfor-545

mance gaps between LLMs. For instance,546

Mistral-7B-Instruct-v0.2 notably outper-547

forms WizardLM-13B-V1.2, reflected in a smaller548

tree. Conversely, when models perform sim-549

ilarly, like Mistral-7B-Instruct-v0.2 and550

Methods #Q ρ τ

TreeEval 45.1 0.83 0.73

BFS → DFS 149.4 0.37 0.33
w/o Step One 49.3 0.31 0.2
w/o wroot 45.1 0.77 0.6
w/o wtopic 45.1 0.77 0.6
w/o wsibling 45.1 0.71 0.47

Table 2: Ablation study on TreeEval.

Xwin-LM-13B-V0.1, TreeEval constructs a larger 551

tree to discern subtle performance differences. 552

5 Conclusions 553

In this paper, we introduce TreeEval, a benchmark- 554

free evaluation approach for LLMs with tree plan- 555

ning, which automatically controls the evaluation 556

process with tree planning. We experimentally ver- 557

ify that TreeEval can not only produce reliable 558

evaluation results without data leakage but also en- 559

hance discrimination between similarly performing 560

LLMs. 561

8



6 Ethical Considerations562

Although we prioritize the security of the LLMs we563

use during evaluations, striving to employ aligned564

LLMs with higher safety standards, and endeavor565

to ensure that LLM outputs adhere to ethical and566

legal requirements, limitations arising from model567

size and probabilistic generation paradigms may568

lead to various unexpected outputs. These could569

include questions or responses containing biases,570

discrimination, or other harmful content. Please571

refrain from disseminating such content.572

7 Limitations573

While we utilize the most powerful general LLM,574

GPT4, as our examiner in the evaluation process,575

it is important to recognize that even GPT4 has576

its limitations and areas where it may not excel.577

One inherent flaw in our approach is that it may578

fail when evaluating content that the examiner isn’t579

proficient in. One potential solution could involve580

providing more contextual cues to guide the exam-581

iner when assessing challenging content. Looking582

ahead, training a specialized examiner to extract583

questions from a document repository and evaluate584

an LLM’s comprehension of the knowledge within585

that repository could address the issue of evaluating586

content that the examiner isn’t proficient in.587
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8 Appendix813

8.1 Prompt for Examiner814

I want you to assume the role of the expert and ask a question that expands and reflects your understanding815

of {topic}. Your task is to ask a question about {topic}. Only through a profound understanding of {topic}816

can one correctly answer this question. Please adhere strictly to the following 4 task guidelines:817

1. Your question should begin with a question word, such as "what", "which", "when", "where", "how",818

"why", etc.819

2. The objective of your question should be to manifest the respondent’s understanding of {topic} and820

to differentiate respondents based on their comprehension level.821

3. Questions should be self-explanatory, not requiring additional context or clarification.822

4. Please format your question in the JSON structure provided below. Remember, only output the823

content in the following format, and nothing else: {{"question": your question}}824

8.2 Prompt for Judge825

You are assessing two submitted responses to a user’s query based on specific criteria. Evaluate the quality,826

relevance, accuracy, clarity, and any other relevant factors to determine which response is superior, or if827

they are equally valuable or lacking. Here is the data for your assessment:828

[Query]: {question}829

[Response 1]: {answer 1}830

[Response 2]: {answer 2}831

Assessment Criteria:832

1. Relevance to the query: Does the response directly address the user’s question or concern?833

2. Accuracy of information: Are the facts or solutions provided in the response correct and reliable?834

3. Clarity and comprehensibility: Is the response easy to understand, well-structured, and free of jargon835

or ambiguity?836

4. Completeness: Does the response cover all aspects of the query or offer a comprehensive solution?837

5. Additional value: Does the response provide extra insights, tips, or information that enhances the838

user’s understanding or solves the problem more effectively?839

Instructions for Assessment:840

1. Identify and focus on the criteria that significantly distinguish the two responses. Disregard criteria841

that do not offer a clear distinction.842

2. Consider any specific aspects of the query and the responses that may require additional factors for a843

fair comparison. Mention these factors explicitly.844

3. Conclude your assessment by deciding which response is better, or if they are tied. Your decision845

must be based on a coherent evaluation across the mentioned criteria and any additional factors846

you’ve identified.847

Please return your final decision in the following JSON format: {"Eval_result": "Response 1"/"Response848

2"/"Tie"}849

Note: Remember, the output should only contain the decision in the specified JSON format and nothing850

else.851
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8.3 Prompt for NER 852

You are asking questions and answers based on a topic you know and based on this topic. Please extract 853

some subtopics from the answers. Here’s an example: 854

Here is the data: 855

[Input data] 856

*** 857

[topic]: programming languages 858

*** 859

[question]: Which programming languages can you write code in? 860

*** 861

[answer]: I know python, C++, R language, etc. 862

*** 863

[Output Data] 864

*** 865

[subtopic] : ["python","C++","R language"] 866

now the official question 867

Here is the data: 868

[Input data] 869

*** 870

[topic]:0 871

*** 872

[question]:1 873

*** 874

[answer]:2 875

*** 876

[Output Data] 877

*** 878

Please return your final decision in list format. Remember, you only need to output the content in the 879

following List format, with each element as a subtopic and nothing else. Remember, you only need to 880

output the three most important subtopics in the following List format. 881

[subtopic] : ["subtopic1","subtopic2","subtopic3"] 882

8.4 Pairwise Comparison for different model pairs 883

Model Yi-34B
-Chat

Xwin-LM
-13B-V0.1

Mistral-7B
-Instruct-v0.2

vicuna
-33b-v1.3

WizardLM
-13B-V1.2

zephyr
-7b-beta

Yi-34B-Chat − 1.88 1.52 2.1 1.21 1.75

Xwin-LM-13B-V0.1 3.12 − 2.33 1.53 1.57 2.41

Mistral-7B-Instruct-v0.2 3.48 2.67 − 1.61 1.10 2.19

vicuna-33b-v1.3 2.9 3.47 3.39 − 2.01 3.7

WizardLM-13B-V1.2 3.79 3.43 3.90 2.99 − 3.94

zephyr-7b-beta 3.25 2.59 2.81 1.3 1.06 −

Table 3: Our result for each model pairs. The elements in this table represent the scores obtained by comparing
models using treeEval, with the column model being compared against the row model. A score greater than 2.5
indicates that the model corresponding to the column outperforms the model corresponding to the row.

We iteratively change the references for the pairwise comparison and the results are shown in Ta- 884

ble 3. Choosing the right baseline model is a critical step in our evaluation strategy. We selected the 885

Mistral-7B-Instruct-v0.2 as our baseline, emphasizing the significance of selecting a baseline that 886

accurately reflects the broad insights from pairwise model comparisons. Ideally, a baseline model should 887
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have a performance level that is neither too high nor too low, ensuring fair and balanced comparisons888

across all models. Interestingly, our observations indicate that even a baseline model chosen at random889

can lead to rankings that closely resemble those from a thorough pairwise evaluation. Thus, it’s feasible890

to start with a randomly chosen baseline model to set up an initial order of performance. This preliminary891

order can be refined effectively using the insertion sort method. Given the initial order’s similarity to892

the final ranking, this refinement process tends towards an O(n) complexity, significantly enhancing the893

evaluation’s precision and efficiency.894

8.5 Pairwise Correlation for different method pairs895

MMLU BBH AlpacaEval MT-bench AlpacaEval2.0 TreeEval (Ours)

ρ τ ρ τ ρ τ ρ τ ρ τ ρ τ

MMLU − − −0.03 −0.07 0.14 0.07 0.09 0 0.43 0.33 0.49 0.33

BBH −0.03 −0.07 − − 0.77 0.6 0.84 0.69 0.37 0.33 0.49 0.33

AlpacaEval 0.14 0.07 0.77 0.6 − − 0.99 0.97 0.71 0.47 0.89 0.73

MT-bench 0.09 0 0.84 0.69 0.99 0.97 − − 0.61 0.41 0.81 0.69

AlpacaEval2.0 0.43 0.33 0.37 0.33 0.71 0.47 0.61 0.41 − − 0.83 0.73

Ours 0.49 0.33 0.49 0.33 0.89 0.73 0.81 0.69 0.83 0.73 − −

Table 4: Correlation coefficients of model rankings calculated using different lists.

As the tabel 4 shown that the ranks given by benchmark-based paradigm (i.e., MMLU and BBH)896

are similar and the ranks derived from LLMs-as-judge paradigm are similar (AlpacaEval, MT-bench,897

AlpacaEval2.0, and TreeEval). Our TreeEval has the ranking that is relatively close to AlpacaEval and898

AlpacaEval2.0.899

8.6 Eval Controller Example900

For the first aspect: the generated follow-up question should be closely linked to its previous question via901

topics. For example, in Figure 2, we generate Q2 as "How does 5G technology improve Internet of Things902

(IoT) applications and smart city initiatives?" Based on the C6 we obtained we generated a new question903

Q6 "In what ways does 5G technology enable advancements in smart home devices and automation?", Q6904

is an expansion and extension of Q2 on C6 "applications".905

For the second aspect: the generated questions should not be repeated in the existing questions. For906

example, in Figure 2, Q5 was initially "What are the ethical considerations when designing AI systems for907

human-machine interaction?" However, this significantly overlapped with our previously established Q3908

"What are the key ethical considerations when developing AI technologies for communication platforms?"909

Consequently, we opted for Q5 to be "What role does AI play in the development of voice-activated910

systems, and how does it change human-machine interaction?" to ensure variety and specificity in our911

discussion topics.912
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